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SUMMARY

This work focuses on the characterization of two materials at the forefront of IR detectors; incumbent, tried and true, HgCdTe technologies and emergent III-V based superlattice structures holding much promise for future detector purposes. *Ex-situ* doped long-wave planar devices and *in-situ* doped mid-wave heterojunction (P+/n architecture) HgCdTe structures are explored with regards to substrate choice, namely lattice-matched CdZnTe and lattice-mismatched Si or GaAs. A detailed study of scattering mechanisms reveal that growth on lattice-mismatched substrates leads to dislocation scattering limited mobility at low temperature, correlating with extrinsically limited minority carrier lifetime and excessive diode tunneling current, resulting in overall lower performance. Mobility spectrum analysis proves to be an effective diagnostic on performance as well as providing insight in surface, substrate-interface, and minority carrier transport.

Two main issues limiting performance of III-V based superlattices are addressed; high residual doping backgrounds and surface passivation. Mobility spectrum analysis proves to be a reliable method of determining background doping levels. Modest improvements are obtained via post-growth thermal annealing, but results suggest future efforts should be placed upon growth improvements. Passivation efforts using charged electret dielectric show promise but further refinements would be needed. Thiol passivation is identified as a successful passivant of Be-doped *p*-type InAs/GaSb long-wave absorbers using mobility spectrum analysis, correlating with fabricated device dark current. Mobility spectrum analysis demonstrates it will be indispensable in future development of III-V material.
1. Introduction

1.1 Overview

Modern detector materials used for infrared (IR) imaging purposes contain complex multi-layered architectures, making robust characterization techniques necessary. In order to determine multi-carrier transport properties in the presence of mixed conduction, variable-field Hall characterization can be performed and then analyzed using mobility spectrum analysis to extract parameters of interest. Transport parameters are expected to aid in modeling and simulation and can be used for optimization purposes. The performance of IR devices ultimately depend on transport mechanisms, so an accurate determination becomes paramount.

This work focuses on characterization of two material systems at the forefront of IR detection; incumbent HgCdTe (MCT) technology and emergent III-V based superlattices. The applicability of variable-field Hall characterization and mobility spectrum analysis is demonstrated in a number of novel case studies for development of mid-wave and long-wave material.

1.2 History

IR radiation occupies the electromagnetic spectrum between the visible and microwave, at wavelengths ranging from approximately 0.7 µm out to 1000 µm. Herschel, a prominent astronomer in his time, first reported on the observation of IR radiation in 1800 when he noticed a thermometer response corresponding to radiation outside of the visible spectrum [1]. Using a monochromator and thermometer, he postulated the existence of an ‘invisible’ form of light, which was in fact IR radiation. Many critical discoveries followed that contributed to the state of modern IR technology, first among them was the thermoelectric effect, or the conversion of a temperature difference within a material to an electrical voltage, by Seebeck in 1821 [2]. The application of the Seebeck effect then led to the development of temperature sensing devices, more specifically the thermocouple in 1829 by Nobili and the thermopile in
1833 by Nobili-Melloni. Later, the photoconductive effect, which is an increase in conductivity with absorption of radiation, was discovered by Smith in 1873 in selenium [3], marking the first photon effect. Langley’s bolometer followed shortly thereafter in 1881 [4], and utilized the temperature dependence of electrical resistance to measure the power of incident radiation. The IR photovoltaic (PV) effect was first seen by Bose in 1904 [5] and the first IR photoconductor (PC) followed in 1917 by Case [6], marking the beginning of modern IR devices.

The 20th century saw extensive research pertaining to IR photon detectors. Early detectors were made from single-element lead salts but suffered from poor reproducibility. In the 1950’s, improvements of growth techniques allowed for extrinsic detectors using Ge to be made, exhibiting high-performance but requiring temperatures below 30 K for operation. The 1960’s made way for alloy II-VI (HgCdTe), IV-VI (PbSnTe), and III-V (InAsSb) material systems, and introduced bandgap tunability through ternary composition control. Initially, PbSnTe detectors were favored, largely due to HgCdTe growth issues related to the high vapor pressure of Hg. Ultimately, PbSnTe was abandoned because of its high dielectric constant and thermal coefficient of expansion mismatch with Si, which created problems with silicon readout technology. Hence, HgCdTe became the material of choice for the first-generation scanning linear PC arrays.

Second-generation 2-D arrays of PV detectors came about in the 1980’s and 1990’s coupled with advancements in processing techniques. Large staring arrays saw circuits integrated onto the focal plane array (FPA) themselves. These arrays are frequently indium bump bonded to the readout integrated circuit (ROIC), creating a structure known as a sensor chip assembly (SCA). Systems today may be either 2-D arrays with linear formats and time delay and integration (TDI) implementation, or 2-D staring arrays. Pixel size has consistently decreased while pixel count has increased, a trend that is likely to continue. FPAs are commonly produced today in 1024 x 1024 or even 2K x 2K formats. HgCdTe has remained the material of choice for high performance IR application despite numerous competitors (PtSi Schottky barriers, InSb, PbSe, PbS, Si:Ga, Si:In, etc.) over the years. The 21st century has seen the demonstration of increasingly complex detector structures including two-color and hyperspectral detection structures.
The dominant objectives in the field today strive for smaller pixel pitch (< 10 µm), larger FPAs with higher yields, and raising operating temperatures (up to room temperature).

1.3 Blackbody radiation

Temperature is the basis of IR radiation detection. All materials above 0 K consist of continually vibrating atoms with energy dependent frequency. The resultant electromagnetic waves produced from these vibrations contain information about the temperature of the object in question. The spectral radiant exitance, M, measured in W/(cm²·µm), of an ideal blackbody was correctly given by Plank in 1900 when he introduced the quantization of energy levels, a defining moment in modern physics. Plank’s law is written as:

\[
M(\lambda, T) = \frac{2\pi h c^2}{\lambda^5} \cdot \left[ e^{\frac{h c}{\lambda k_B T}} - 1 \right]^{-1}
\]  

(1.1)

and the total radiance for a blackbody at temperature T is found by integrating over all wavelengths to obtain:

\[
M(T) = \sigma T^4
\]  

(1.2)

\[
\sigma = \frac{2\pi^5 k_B^4}{15c^2h^3}
\]

where h is Plank’s constant, c is the speed of light, \( \lambda \) is wavelength, \( k_B \) is Boltzmann’s constant, T is temperature, and \( \sigma \) is Stefan’s constant and has the approximate value of 5.67 x 10^{-12} W/(cm² · K⁴). Equation 1.2 is known as the Stefan-Boltzmann law.

Wien’s displacement law, which conveniently determines the wavelength at which maximum exitance occurs, is found by differentiating Equation 1.1 with respect to \( \lambda \) and setting the derivative equal
However, for imaging purposes, it is often important to instead determine the wavelength at which exitance changes most rapidly with temperature to determine the wavelength of maximum contrast. This can be done by setting $\frac{d}{d\lambda} \left[ \frac{d}{dT} (M(\lambda,T)) \right] = 0$ and solving for $\lambda$ to obtain:

$$\lambda_{\text{max contrast}} = \frac{2410}{T} \text{µm} \quad (1.4)$$

It can readily be seen from the equations above that objects near room temperature peak at ~10 µm while objects near 575 K peak at ~5 µm. If a characteristic target temperature is known, integration of Equation 1.1 over a specific waveband determines the exitance across that interval so that the ideal detection window may be chosen for the desired application.

In practice, many thermal sources do not behave as perfect blackbodies, but act rather as graybodies or selective radiators. A wavelength dependent emissivity term, $\varepsilon(\lambda,T)$, may be introduced to Equation’s 1.1 - 1.3 to account for this effect. The emissivity of an object is simply the ratio between the spectral radiant exitance of the thermal source and that of an ideal blackbody, and is typically dependent on both temperature and wavelength.

1.4 Principles of operation

IR detectors are semiconductor devices made to respond to incident photons for sensing and imaging applications. Detector cut-offs must be strategically selected based upon desired application and operational environment. Most sensing purposes require transmission through atmosphere, thus creating a number of windows available for tactical imaging. Molecular and chemical absorption from water and CO$_2$ are the primary absorbers in the range of 1-30 µm. The most common division of IR bands and their
corresponding wavelength ranges are shown below, with the most prominently utilized today being the near IR (NIR), short-wave IR (SWIR), mid-wave IR (MWIR), and long-wave (LWIR).

Near infrared NIR: 0.7-1.0 µm
Short wave SWIR: 1.0-2.6 µm
Mid wave MWIR: 3.0-5.2 µm
Long wave LWIR: 8-14 µm
Very long wave VLIWIR: 15-30 µm
Far infrared FIR 30-100 µm
Submillimeter (SubMM) (100-1000) µm

Each IR band differs substantially in regards to sensitivity, background flux, and contrast, amongst other parameters. As such, the most suitable band may be chosen after the intended application is well defined. For example, the NIR/SWIR has seen application in long distance fiber optics transmission and communication, as well as in active sensors. The MWIR band can be exploited when higher contrast is desired over higher sensitivity, and is generally more suitable for hotter objects, such as jet engines and missiles. Alternatively, the LWIR band is preferred for most situations demanding high performance because of the high sensitivity to near room temperature objects. The total radiance in the LWIR band is greater than in the MWIR band, but signal-to-noise (S/N) benefits are negated due to higher background flux levels. Noise in the form of thermally generated carriers requires photon detector cooling for intended detection > 3 µm, with LWIR detectors frequently cooled to liquid nitrogen (78 K) temperatures.

In real-world application, IR radiation is further attenuated by Rayleigh scattering and depends on the size of the scattering particles. If the particle is much larger than the wavelength, then scattering is independent of wavelength. This is the case for rain particles and larger aerosols. In contrast, for particles smaller than the wavelength, a strong wavelength dependence ($\lambda^{-4}$) is seen. It is important to note that IR therefore has the ability to penetrate further through smoke and mists as compared to visible radiation.
1.4.1 Photon and thermal detectors

IR detectors may be separated into two broad categories: thermal and photon detectors. Detector type is distinguishable by the principle operation mechanisms employed. In thermal detectors, absorbed photons create a temperature change in the active sensing element while a temperature dependent physical property is continuously monitored. Properties most commonly utilized for IR application include changes in electrical resistance, internal electrical polarization, or thermoelectric voltage. Operation requires an adequate heat sink so the desired resolution can be met. The most common examples of thermal detectors include thermopiles, bolometers, and pyroelectric devices.

Thermal detector systems are generally low cost and have achieved demonstration of good imagery in recent years. Thermal detectors suffer from slower response times due to the nature of detection and show wavelength independent response without the use of external filtering. In other words, a thermal detector depends only on incident power. One advantage of a thermal detector is that it may be operated at room temperature.

Photon detectors absorb incident radiation which in turn creates electron-hole pairs within the material. A change in the energy distribution of the semiconductor is observed in the form of an electrical signal output. The primary modes of operation are photovoltaic (PV) and photoconductive (PC), with other photoeffects (photoelectromagnetic, Dember, and photon drag) being less commonly exploited. PC detectors consist of a slab of radiation sensitive material that changes resistivity as absorption increases the free carrier population. PV detectors rely on built-in fields to separate photo-generated electron-hole pairs, thereby generating voltage.

During the development of IR detectors, it became apparent that high impedance materials were required for interfacing with high-input impedance silicon ROICs. This prerequisite favored PV devices rather than lower impedance PC devices. In addition, PV devices displayed lower power dissipation on an FPA compared to PC devices. Coupled with faster response times, resilience to trapping effects associated
with PC devices, and cost benefits, PV devices emerged as the favored device technology. Photodiodes, or an abrupt p-n junction PV detector, are the most widely used in MW and LW FPAs applications today.

The class of photon detectors can be further divided into majority carrier and minority carrier devices. The most important photon detector types include intrinsic (minority carrier) detectors, extrinsic (majority carrier), photoemissive (majority carrier) detectors, and quantum well/quantum dot (majority carrier) infrared photodetectors (QWIPs and QDIPs).

Intrinsic detectors exploit photon absorption across the fundamental bandgap of a semiconductor material. The semiconductor may be elemental (Si, Ge), binary (PbS, PbSe, InAs, InSb), ternary (PbSnTe, InGaAs, InAsSb, HgCdTe) or superlattice (InAs/InGaSb, InAs/GaSb, HgTe/CdTe, InAs/InAsSb) in nature. The relevant noise carrier is the minority carrier. Direct bandgap semiconductors have high optical absorption coefficients, and well-designed devices can achieve high quantum efficiencies (QE).

Extrinsic detectors absorb incident radiation via carriers at an impurity level located between the conduction band (CB) and valence band (VB) edges of a semiconductor. High doping levels are required and the specific energy levels depend on the choice of dopant. The thermal generation rate of carriers in extrinsic devices is roughly five orders of magnitude higher than in intrinsic detectors, and as such very low temperatures are required for operation. Typical material systems consist of heavily doped Si (As, Ga, or Sb doping), Ge (Hg or Ga doping), or GaAs. In general, intrinsic detectors are considered superior for most IR detection purposes, with extrinsic detectors employed only in VLWIR systems.

Photoemissive detectors are typically silicon Schottky barrier devices in which radiation is absorbed by carriers within the metal and transported across the metal-silicon Schottky barrier [7]. Typical materials used include PtSi, IrSi, or Pd3Si. Quantum well IR (QWIP) photodetectors and quantum dot IR photodetectors are superlattice heterojunction structures in which free electrons in the conduction band undergo intersubband transitions. Type I GaAs/AlGaSb superlattices are a classic example of a QWIP material system.

Photon detectors typically exhibit high sensitivity and fast response times, and show a wavelength dependent response through the use of bandgap tailoring. Photon detectors are generally preferred for
their high performance capabilities. Thermal generation rates, and hence dark current, for a given temperature and bandgap are lowest in intrinsic detectors compared to the other detector types mentioned above. Furthermore, intrinsic detectors display the highest overall device QE, and for these reasons, will be the primary focus in this work.

1.5 Figures of merit

A number of processes must be considered when evaluating the performance of an IR photodetector. In an operational environment, multiple factors determine the effectiveness of a device under question. Numerous variables can make side-by-side comparisons oftentimes difficult, so care must be taken in order to fairly assess performance when different materials and detectors are under investigation. Figures of merit have therefore been adopted in the IR field to ease comparison, with those relevant to this work described in this section.

1.5.1 Thermal generation

One key component of performance is noise in the form of optical generation, or statistical fluctuations in the arrival rate of incident photons. Maximum detector performance is obtained under the condition that noise from optical generation exceeds noise as a result of the thermal generation of carriers within the material. This is known as background limited performance (BLIP). For a background flux, $\phi_B$, incident on a detector, BLIP dictates that the rate of photo generated carriers per unit area must be greater than the rate of thermally generated carriers per unit area. Thus, we have the BLIP requirement:

$$QE \cdot \phi_B > n_{thermal} \cdot \frac{1}{\tau}$$  \hspace{1cm} (1.5)
where QE here is the absorption quantum efficiency, \( n_{\text{thermal}} \) is the number of thermally generated carriers, \( t \) is the detector thickness, and \( \tau \) is the minority carrier lifetime. The background flux is dependent on the situational environment, such as temperature and field of view (FOV).

Using an absorption coefficient \( \alpha \), we may consider the case when \( \alpha \cdot t \ll 1 \). Under this condition, we define a normalized thermal generation rate, \( G_{th}^* \), as:

\[
G_{th}^* = \frac{n_{\text{thermal}}}{\alpha \tau} = \frac{(\text{for direct gap SC})}{n_{\text{maj}} / \alpha \tau_{\text{min}}} = \frac{n_t^2}{n_{\text{maj}} / \alpha \tau_{\text{min}}}
\]  

(1.6)

It clearly follows that \( G_{th}^* \) determines an upper limit on the operational temperature required to meet the BLIP criteria, namely \( \varphi_B > G_{th}^* \). It is important to note that \( G_{th}^* \) can be calculated for any IR material, making it a useful metric for comparison of varying material systems.

1.5.2 Quantum efficiency

Device quantum efficiency (QE) represents the ability to convert incident radiation into useful signal output, and is a combination of photon absorption and subsequent electrical detection. Simply stated, QE is the percentage of targeted photons detected. In a well-designed intrinsic detector, this equates to the number of electron-hole pairs generated per photon. However, in some material systems, collection efficiency may not be unity. Ultimately, overall device QE is therefore a product of absorption efficiency and the internal efficiency of collection.

The most prominent factors that determine QE are diffusion length, absorption coefficient, and surface recombination velocity. High absorption coefficient is desired, but QE becomes strongly dependent on surface recombination velocity as carrier generation can be very shallow. This issue is typically eradicated through careful device design and adequate surface passivation.

Materials with low absorption coefficients may require thicker absorbing layers, but at the
expense of an increase in device dark current. Enhancements in absorption may be made through the use of a backside reflector, interference phenomena [8], or increasing the optical collection. Diffusion length varies with material quality, but is generally a function of temperature, doping, and material choice.

QE is a critical parameter when considering ultimate detector performance. In fact, both the responsivity, $R$, and normalized S/N detectivity, $D^*$ both depend on QE. Responsivity is a measure of electrical output per optical input. For IR photodiodes, a relevant performance parameter is the detectivity, $D^*$, which is a normalized measure of S/N to allow ease of comparison, given in units of $[\text{cm} \, \text{Hz}^{1/2} \, \text{W}^{-1}]$. For a photodiode with a gain of 1, the QE dependence for both $R$ and $D^*$ is linear and given by the equations:

$$ R = \frac{J_{ph}}{\phi} = QE \cdot \frac{q}{h \nu} \quad (1.7) $$

$$ D^* = QE \cdot \frac{\lambda}{h \nu} \cdot \sqrt{\frac{1}{2G_{th}}} \quad (1.8) $$

1.5.3 $R_oA$ product and dark current

A commonly used figure of merit for a photodiode is the zero-bias resistance area product:

$$ R_oA = \left[ \frac{dJ_{dark}}{dV} \right]^{-1} \bigg|_{V_b=0} \quad (1.9) $$

where $J_{dark}$ is the dark current (no photogenerated current) density given in $\text{A/cm}^2$. Photodiodes are typically operated at zero-bias or under a slight reverse bias. For the latter case, the dynamic resistance-area product

$$ R_dA = \left[ \frac{dJ_{dark}}{dV} \right]^{-1} \bigg|_{V_b=V_d} \quad (1.10) $$
may be used for quality assessment. $R_o A$ or $R_o A$ products are experimentally determined from the IV-characteristics. High resistance-area products are desired, and experimentally determined values are often compared to ideal diffusion limited values calculated from device modeling. The $R_o A$ of an ideal photodiode is given by:

$$R_o A = \frac{k_B T}{q J_s} = \frac{k_B T}{q^2 G_{th}}$$

(1.11)

where $J_s = q G_{th}$ is the saturation current of an ideal diode IV, $t$ is the active region thickness. For a P-on-n photodiode structure, with contribution only from $n$-type region, we have:

$$R_o A(A1) = \frac{2k_B T\tau_{A1}}{q^2 N_d t}$$

(1.12)

Where $N_d$ is the donor concentration, $\tau_{A1}$ is the Auger 1 lifetime, and $t$ is the $n$-type region thickness.

The total current in any photodiode is given by

$$J_{tot} = J_{dark} (V) + J_\phi (flux)$$

(1.13)

where $J_{dark}$ is routinely measured in the community. The IV-characteristics of a photodiode contain information on current-generating mechanisms within a photodiode and will be discussed in greater detail in Chapter 2. $J_{dark}$ depends heavily on bandgap and temperature. A convenient rule of thumb referred to as ‘Rule 07’ [9, 10] estimates state-of-the-art dark current across a wide range of IR cutoff wavelengths and temperatures. ‘Rule 07’ will be used in this work to evaluate diode performance near operational temperature.
2. Background

This chapter will focus on the fundamental material properties that will be useful for modeling and analysis purposes. The focus of this work is on direct gap semiconductor materials for intrinsic devices, therefore this section is divided into two main material systems under consideration: HgCdTe and III-V Sb-based superlattice materials. Additional background will be given pertaining to carrier scattering and Hall measurement. The parameters and equations in this chapter will be used to analyze data in the subsequent results chapters.

2.1 IR Materials Systems

2.1.1 HgCdTe

2.1.1.1 Introduction

The highly favorable material properties of Hg(1-x)Cd(x)Te (MCT) were first brought to attention in the 1959 publication by Lawson and coworkers [11]. Since then, HgCdTe has ignited a tremendous amount of research and development, subsequently proving to be the material of choice in second-generation IR systems. Today, HgCdTe is the most widely used semiconductor material for IR photodetectors, and remains unparalleled in terms of fundamental properties and performance. This section will encompass the current status of HgCdTe technology, including fundamental material properties, with attention paid to both growth methods and device considerations pertinent to this work.

2.1.1.2 Fundamental Properties

2.1.1.3 Band structure

Hg(1-x)Cd(x)Te is a narrow-bandgap, zinc-blende, II-VI, semiconductor ternary alloy consisting of HgTe and CdTe, and frequently considered pseudo-binary due the weak Hg-Cd bond. The band structure
is direct gap at \( k = 0 \Gamma \)-point, with a spherical but non-parabolic conduction band. The bandgap is tunable across the IR spectrum (~1 \( \mu \)m to > 20 \( \mu \)m), from SWIR out to VLWIR. Bandgap increases with Cd composition from -0.30 eV for semimetallic HgTe up to 1.65 eV for CdTe at 4.2 K. The x-value and temperature dependent bandgap may be calculated according to Hansen et al. as \([12]\):

\[
E_g(x, T) = -0.302 + 1.93x + 5.35 \cdot 10^4 T(1 - 2x) - 0.81x^2 + 0.832x^3
\]  

(2.1)

where \( x \) is the Cd composition. Equation 2.1 is valid for \( 0 < x < 0.6 \) and from 4.2 – 300 K.

Similar, but with more constricted x range, dependences are given by Finkman \([13]\) and Lowney \([14]\), but the Hansen expression remains the most commonly implemented today.

The corresponding intrinsic carrier concentration as a function of \( x \) and \( T \) is given by Hansen and Schmit \([15]\):

\[
n_i(x, T) = (5.585 - 3.82x + 1.753 \cdot 10^{-3} T - 1.364 \cdot 10^{-3} x T) \cdot 10^{14} E_g^{3/4} T^{3/2} e^{E_g/(2k_BT)}
\]  

(2.2)

where \( E_g \) is in eV and calculated according to Equation 2.1 The validity range of Equation 2.2 is \( 0.14 < x < 0.4 \) and from 50 - 300 K. Intrinsic carrier concentration is critical in modeling numerous properties related to carrier transport in semiconductors.

Magneto-optical measurements performed by Weiler \([16]\) determined the electron and hole effective masses in HgCdTe alloys. The electron effective mass, \( m_e^* \), can be expressed in analytic form using the following equation provided by Weiler:

\[
\frac{m_e}{m_e^*} = 1 + 2F + \frac{E_p}{3} \left( \frac{2}{E_p} + \frac{1}{E_g + \Delta} \right)
\]  

(2.3)
where $E_p = 19 \text{ eV}$, $\Delta$ is the split off spin-orbit band energy and taken to be $1 \text{ eV}$, and $F = -0.8$.

The light hole effective mass may be taken to be that of $m_e^*$, as they are quite similar, or can be calculated by the Kane model using:

$$m_{lh}^* = -m_0 \left( \frac{1 - 4m_0 P^2}{3\hbar E_g} \right)^{-1} \quad (2.4)$$

where $P$ is the Kane momentum matrix element and taken to be $P = 8.49 \times 10^{-8} \text{ eV cm}$.

Weiler found that the heavy hole effective mass, $m_{hh}^*$, changed only slightly along different crystallographic planes, ranging from $0.4-0.53 \, m_0$. The heavy hole effective mass is not well defined but typically taken to be $0.55 \, m_0$ for modeling purposes. Values used in the literature range from $0.28-0.71 \, m_0$ and may depend on additional modelling parameters [17].

2.1.1.4 Optical

Optical parameters of HgCdTe show a Cd-compositional dependence. The complex dielectric function, $\varepsilon$, (or complex refractive index $\tilde{n}$) is commonly written in terms of its real ($\varepsilon_1$, $n$) and imaginary ($\varepsilon_2$, $\kappa$) parts, and are related through the Kramers-Kronig (KK) relation. As a polar dielectric crystal, the complex dielectric function of HgCdTe has high-frequency, interband, intraband, and phonon contributions. The high frequency dielectric function, $\varepsilon_\infty$, and low frequency (static) dielectric function, $\varepsilon_0$, are given by [17, 18]:

$$\varepsilon_\infty = 15.2 - 15.6x + 8.2x^2$$

$$\varepsilon_0 = 20.5 - 15.6x + 5.7x^2$$

Temperature dependence in Equation 2.5 was found to be negligible. The refractive index $n$ is
given in terms of $\varepsilon_1$ and $\varepsilon_2$. The refractive index dispersion near and below bandgap was calculated by Lui et al. [19] from absorption spectra curves and using the KK-relation. The empirical fit was determined to be:

$$n(\lambda, T)^2 = A + \frac{B}{1 - \left(\frac{C}{\lambda}\right)^2} + D\lambda^2 \quad (2.6)$$

$$A = 13.173 - 9.852x + 2.909x^2 + 10^{-3}(300 - T)$$

$$B = 0.83 - 0.246x - 0.0961x^2 + 8 \cdot 10^{-3}(300 - T)$$

$$C = 6.706 - 14.437x + 8.531x^2 + 7 \cdot 10^{-4}(300 - T)$$

$$D = 1.953 \cdot 10^{-4} - 0.0128x + 1.853 \cdot 10^{-4} \cdot \lambda^2$$

which is valid for $0.273 < x < 0.443$ in the range of $4.2 < T < 300$ K, and $0.205 < x < 1.0$ at 300 K. As HgCdTe detectors are typically passivated with CdTe to reduce surface recombination and leakage currents, an explicit refractive index with temperature and wavelength dependence is needed for CdTe and can be calculated according to Hlidek [20]. The loss due to reflectivity, $R = \left(\frac{n_2-n_1}{n_1+n_2}\right)^2$, for normal incident radiation at the air-to-CdTe surface interface is around 20%. Losses at the CdTe-HgCdTe interface are typically much smaller (~2%). The refractive index of CdZnTe is assumed to be the same as CdTe.

Absorption in HgCdTe is described by two distinct regions: below gap ($E_{\text{photon}} < E_{\text{go}}$) and above gap ($E_{\text{photon}} > E_{\text{go}}$) absorption, with $E_{\text{go}}$ being the optical energy gap. Below gap absorption is due to transitions between localized band-tail states, and displays an exponential energy dependence. Urbach [21] described the general expression as:

$$a_{\text{Urbach}} = a_o e^{\frac{E_{\text{photon}} - E_{\text{go}}}{w}} \quad (2.7)$$
where $E_o$ is a reference energy with absorption coefficient $\alpha_o$, $E_{\text{photon}}$ is given by $h\omega$, and $W$ is the Urbach energy. This form of absorption is referred to as the Urbach tail, and is thought to be the result of random fluctuations within the material. Chu [22] provided the following empirically derived set of equations to describe the x-value and temperature dependence of the Urbach tail:

$$W = \frac{k_B T}{\sigma} = \frac{E_{g,c} - E_o}{\ln \alpha_g - \ln \alpha_o}$$  \hspace{1cm} (2.8)

$$\ln \alpha_o = -18.5 + 45.68x$$

$$E_o = -0.355 + 1.77x$$

$$\alpha_g = -65 + 1.88T + (8694 - 10.31T)x$$

$$E_{g,c}(x, T) = -0.295 + 1.87x - 0.28x^2 + (6 - 14x + 3x^3)10^{-4} \cdot T + 0.35x^4$$

The samples were measured by Chu from 4.2 K to 300 K and had a composition x-value ranging from 0.165 to 0.443. Satisfactory fits can be made to experimental data when using $E_o = E_g + W/2$.

Above bandgap absorption in the intrinsic (Kane) region for a direct bandgap semiconductor with parabolic bands follows the well-known square root dependence [23]:

$$\alpha = A\sqrt{h\omega - E_g}$$  \hspace{1cm} (2.9)

where $A$ is a constant. Schacham and Finkman [24] applied such a square root rule to HgCdTe, but introduced x and T dependence according to:

$$\alpha = \beta\sqrt{h\omega - E_g}$$  \hspace{1cm} (2.10)

$$\beta = 2.109 \cdot 10^5 \sqrt{\frac{1 + x}{81.9 + T}}$$
This expression provides adequate fits to experimental data near the bandgap, but predicts a lower absorption coefficient at higher photon energies (> 100 meV above gap), particularly when considering thin-film photodiodes or PV materials. An alternative expression provided by Price and Boyd [25] maintains slightly higher absorption coefficient values in Kane region as compared to the Schacham and Finkman expression. The Price and Boyd expression in the intrinsic regime is given by the following:

\[ \alpha = \beta \sqrt{E_{\text{photon}} - E_g} \]  

\[ E_g = \ln \left[ \frac{\alpha_t}{\alpha_0 \sqrt{\varepsilon}} \right] \cdot \frac{T^{+81.9}}{\sigma} + E_0 \]

\[ \beta = \frac{\alpha_t}{\sqrt{T^{+81.9}/2\sigma}} \]

\[ \alpha_0 = e^{53.61x-18.88} \]

\[ \alpha_t = 500 + 5600x \]

\[ \sigma = 3.267 \cdot 10^4 (1 + x) \]

\[ E_0 = 1.838x - 0.3424 \]

More recent calculations performed by Chang, Grein, Sivananthan et al. [26] employed k-p calculations using a 14 x 14 matrix [27] giving hyperbolic conduction and light hole bands, and using a parabolic heavy hole band. Their derivations showed exceptional fitting to experimental data, well above the optical energy gap. Figure 1 shows absorption coefficient data and fitting results for Hg_{0.79}Cd_{0.21}Te at 80 K. It can be seen that the Chu expression (dashed line) gives an adequate fit of the Urbach tail region. Meanwhile, the Kane region shows that the expressions given by Chang, Grein, Sivananthan et al. (solid line) using hyperbolic E_c and E_h provide much better agreement compared to the parabolic bands used by Schacham and Finkman (dashed/dotted line).
Figure 1: Experimental and theoretical absorption coefficient of a Hg$_{0.79}$Cd$_{0.21}$Te sample at 80K. Inset shows the first derivative of the absorption coefficient, with the peak representing the optical bandgap $E_0$. [26].

Figure 2 shows a comparison between the expressions given by Chu (Equation 2.8), Schacham and Finkman (Equation 2.10) and those provide by Price and Boyd (Equation 2.11) for $x = 0.225$ at 77 K. It can be seen that Price and Boyd maintains higher absorption coefficient values in the Kane region. For the purposes of this work, we are primarily concerned with near gap absorption. Therefore, we will employ the Price and Boyd expressions in the Kane region and the Chu treatment of the Urbach tail.
Figure 2: Absorption coefficient versus energy comparison of Chu, Schacham and Finkman (SF), and Price and Boyd (PB) expressions for Hg_{0.775}Cd_{0.225}Te at 77 K.

The optical energy gap, $E_0$, is defined to be the transition between the two optical regions. It may be determined experimentally as a peak in the first derivative of the absorption coefficient. The inset in Figure 1 shows both the absorption coefficient and its derivative with respect to photon energy, with the $E_0$ peak clearly highlighted.

2.1.1.5 Lifetime

HgCdTe carrier lifetime is determined by three bulk recombination mechanisms: Auger, radiative, and Shockley-Read-Hall (SRH). An additional recombination mechanism may result from the abrupt termination of lattice periodicity at the surface/interfaces which contain localized recombination states, characterized by a surface recombination velocity $S$. The effective lifetime is given by the Matthiessen’s rule as:
Auger recombination is a photonless band-to-band mechanism involving three charge carriers. Of the many possible multi-carrier interactions in HgCdTe, two mechanisms dominate. The first is Auger 1, which consists of an electron and minority carrier heavy hole recombining and the excitation of a second electron in the CB. The second is Auger 7, which consists of a heavy hole and minority carrier electron recombining and the excitation of a light hole. Auger 1 is dominant in \( n \)-type HgCdTe, while conversely, Auger 7 is dominant in \( p \)-type HgCdTe.

The intrinsic Auger 1 recombination lifetime, \( \tau_{A1}^i \), in \( n \)-type HgCdTe is given by Beattie-Landsberg-Blackmore (BLB) [28, 29, 30] as:

\[
\tau_{A1}^i = 3.8 \cdot 10^{-18} \cdot \varepsilon_\infty^2 \frac{m_0}{m_e} \sqrt{(1 + \mu)} \cdot (1 + 2\mu) \left( \frac{E_g}{k_B T} \right)^{3/2} e^{\frac{1 + 2\mu}{1 + \mu}} \frac{E_g}{k_B T} (|F_1 F_2|^2)^{-1}
\]  

(2.13)

where \( \mu = m_e/m_{hh} \) is the ratio of electron to hole effective masses, and \( |F_1 F_2| \) is the overlap integral of Bloch functions. The Auger lifetime depends on carrier concentration according to:
\begin{equation}
\tau_{A1} = \frac{2n_i^2}{n_o(n_o + p_o)} \cdot \tau_{A1}^i
\end{equation}

where $n_i$ is the intrinsic carrier concentration, $n_o$ is the free (equilibrium) electron concentration, and $p_o$ is the free hole concentration. A similar expression may be written for the Auger 7 mechanism. The ratio of Auger 7 to Auger 1 is defined as:

\begin{equation}
\gamma = \frac{\tau_{A7}}{\tau_{A1}}
\end{equation}

Krishnamurthy [31] calculated $\gamma$ to be between 3 - 6 for LW at low temperature (40 - 80 K), while Casselman [32] estimated a range from 0.5 to 6 depending on x-value and temperature. More recent calculations suggest that $\gamma$ is between 8 - 12 or larger [33, 34]. For this work we will use a gamma value of 10 throughout, consistent with calculations using the empirical pseudopotential method [35].

The calculation of $|F_1F_2|$ is difficult and assumptions are often made, with reported values ranging from 0.1-0.3 [36] in the literature. In practice, $|F_1F_2|$ has historically been treated as a fitting parameter when analyzing experimental data, yet a number of methodologies have been employed over the years. For example, Kinch [33, 37, 38] and Schacham [24] have suggested using fixed values of 0.2 or 0.22, while Blakemore suggests adjusting between 0.16 and 0.22.

The recombination rates of Beattie and Landsberg [28] have recently been calculated directly using both a 14 x 14 k·p method [39, 40] and separately using a hybrid pseudopotential tight-binding approach [41, 42] in LWIR HgCdTe. Calculations of the overlap integral varied between the models, in large part due to differences in the band structures employed. However, as pointed out by Grein et al. [40], the overlap integral was found to be strongly dependent on effective mass (see Figure 5 therein), which also aides in explaining the discrepancy. More recent calculations [35] using an empirical pseudopotential method (EPM) [43] were in good agreement with those presented by Grein et al., supporting a value of $|F_1F_2| = 0.16$ for LW HgCdTe. For these reasons, and the fact that MW HgCdTe has
a higher electron effective mass, values of $|F_1F_2| = 0.16$ for LW and $|F_1F_2| = 0.14$ for MW material will be used in this work unless otherwise specified.

2.1.1.5.2 Radiative lifetime

Radiative recombination refers to the annihilation of electron-hole pairs and subsequent emission of a photon. In the small modulation limit (negligible excess carrier population), the radiative lifetime for bands with spherical symmetry was presented by van Roosbroeck and Shockley [44] as:

$$\tau_R = \frac{1}{B_0(n_o+p_o)}$$

(2.16)

where $B_0$ is the thermal equilibrium spontaneous generation rate and is dependent on the absorption coefficient. Using more refined expressions for the energy dependence of the absorption coefficient, Schacham and Finkman [24] calculated:

$$B_0 = 5.8 \cdot 10^{-13} \sqrt{\varepsilon_\infty} \left( \frac{m_o}{m_e+m_h^*} \right)^{3/2} \left( 1 + \frac{m_o}{m_e} + \frac{m_o}{m_h^*} \right)^{3/2} \left( \frac{300}{T} \right)^{3/2} \left( E_g^2 + 3k_B T E_g + 3.75 \cdot (k_B T)^2 \right)$$

(2.17)

Radiative recombination in HgCdTe was critically re-evaluated by Humpreys [45, 46], arguing that previous treatments largely underestimated lifetimes related to this mechanism due to the process of photon reabsorption, also known as photon recycling. An enhancement factor, $\beta > 20$, was calculated for thin HgCdTe samples. The work by Humpreys suggested that for thicker samples, nearly all photons emitted through this process were quickly reabsorbed within the material. Grein [47] expanded the theory to include non-parabolic effects and explicitly determined absorption coefficients. It was shown that by
averaging over the entire free carrier population an enhancement factor $\beta = 26.1$ at 293 K and $\beta = 12.9$ at 77 K was determined for a 3 $\mu$m sample thickness giving credence to the importance of photon recycling.

In this work, we allow for the possible effects of photon recycling by introducing the enhancement factor $\beta$ as:

$$\tau_R = \beta \tau_{R,0} \quad (2.18)$$

where $\tau_{R,0}$ is calculated from Equations 2.16 and 2.17. The effective form of radiation recombination given by Humpreys has the form:

$$\tau_R = \frac{t}{2QE \phi_B} \cdot \frac{n_i^2}{n + p} \quad (2.19)$$

As pointed out by Humpreys, the effect did not strictly apply to diodes under sufficient reverse bias as a result of carrier sweep out, reducing the number of photons generated. Detailed modeling by Jozwikowski [48] examined the processes of carrier exclusion and photon suppression as related to photon recycling in a MW p-on-n diode, and determined that at a reverse bias of 0.2 V, the net generation rate was roughly four orders of magnitude lower than that predicted by van Roosbroeck and Shockley. Furthermore, they showed a radiative lifetime enhancement in both MW and LW p-on-n diodes operating at 80K and 300K, with the smallest enhancement occurring at 80K in the MW diode. Despite this, the enhancement was roughly an order or magnitude, and resulted in lifetime limited by a combination of Auger, radiative, and SRH, when the classical treatment predicts only radiative limited lifetime. For these reasons, the effects of photon recycling will be considered when experimentally measuring carrier lifetime and current-voltage characteristics.

2.1.1.5.3 Shockley-Read-Hall
Lattice imperfection and/or crystalline defects can give rise to unwanted energy states within the
forbidden energy gap, referred to as SRH-centers, or traps. Generation-recombination mechanisms
through a concentration of SRH-centers, \( N_t \), at an energy level \( E_t \) above the VB give minority carrier
lifetime expressions written as [36, 49, 50]:

\[
\tau_{SRH} = \frac{(n_o + n_1)\tau_{po} + (p_o + p_1)\tau_{no}}{n_o + p_o}
\]

\[
\tau_{po} = \frac{1}{V_p\sigma_p N_t}
\]

\[
\tau_{no} = \frac{1}{V_n\sigma_n N_t}
\]

where \( n_o \) and \( p_o \) are the equilibrium carrier concentrations, \( V_{n,p} \) are the electron and hole thermal
velocities, \( \sigma_{n,p} \) are the capture cross sections for electrons and holes, \( \tau_{no,po} \) are the capture time
constants, and \( p_1 \) and \( n_1 \) are the thermal free hole and electron concentrations due to traps located at \( E_t \):

\[
p_1 = p_o e^{(E_F - E_t)/k_B T} = N_v e^{(E_F - E_t)/k_B T}
\]

\[
n_1 = n_o e^{(E_t - E_F)/k_B T} = N_c e^{(E_t - E_F)/k_B T}
\]

\[
N_c = 2\left(\frac{2\pi m^*_e k_B T}{\hbar^2}\right)^{3/2}
\]

\[
N_v = 2\left(\frac{2\pi m^*_h k_B T}{\hbar^2}\right)^{3/2}
\]

where \( E_F \) is the Fermi level, \( N_v \) is the VB effective density of states, and \( N_c \) is the CB effective density of
states. The above expressions are valid for low excess carrier concentrations and under the condition that
\( N_t \) is less than the carrier concentration. \( N_t, E_t, \) and \( \tau_{no,po} \) are determined by fitting temperature-dependent
experimental data, but exact characterization often requires advanced techniques such as deep level transient spectroscopy (DLTS). For the simplified case of low-temperature $n$-type HgCdTe, the equations reduce to:

$$\tau_{SRH} = \left(1 + \frac{n_a}{n_o}\right)\tau_{po}$$  

(2.22)

It is expected that SRH mechanisms will be most relevant in lightly doped $n$-type and $p$-type materials. Further simplifications may be made by setting $\tau_{n_o} = \tau_{po}$ and fixing $E_i$ to be either mid-gap or at the intrinsic energy level $E_i$. Having $\tau_{n_o} = \tau_{po}$ makes no assumptions about whether a trap is acceptor-like or donor-like. It also follows from the equations above that traps located near mid-gap (either $E_i = E_i$ or $E_i = E_g/2$) will produce the most effective recombination states, and will be modeled as such in this work.

2.1.1.6 Mobility

HgCdTe is categorized by high mobility electrons and relatively low mobility, low conductivity holes. A small electron effective mass is the cause of high electron mobility values, which routinely exceed $10^5 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$ in high quality LWIR material. The electron effective mass is dependent on $x$-value, while the hole effective mass is largely independent of $x$-value. A number of scattering mechanisms control mobility in HgCdTe and shall be discussed in more theoretical detail in Section 2.2. Broadly speaking, it can be said that mobility depends primarily on the $x$-value, doping, temperature, and quality of material in question. Mobility is generally seen to decrease with increasing temperature and doping.

For modeling purposes, it is not always convenient to directly measure certain structures and/or layers of interest. Therefore, simple models that predict expected mobilities become valuable. Rosbeck et al. [51] generated a formula to approximate electron mobility based on available Hall data taken by Scott [52] and Schmit et al. [53]. The expression has the following form:
\[ \mu_e = 9 \cdot 10^8 \cdot \frac{b}{z^a} \left[ \text{cm}^2 \text{V}^{-1} \text{s}^{-1} \right] \]  

\[ a = \left( \frac{0.2}{x} \right)^{0.6} \]

\[ b = \left( \frac{0.2}{x} \right)^{7.5} \]

\[ Z = \begin{cases} 
T, & T > 50 \text{ K} \\
1.18 \cdot 10^5 \left( 2600 \div |T - 35|^{2.05} \right), & T < 50 \text{ K}
\end{cases} \]

and was intended for compositions of \(0.2 < x < 0.6\). Care must be exercised when using Equation 2.23, as no distinction is made concerning doping concentration. Ionized impurity scattering tends to dominate mobility at low temperature [54], and Equation 2.23 is not accurate, particularly below 150 K, when donor concentrations exceed \(5 \times 10^{15} \text{ cm}^{-3}\).

The heavy hole mobility is much lower than the electron, and can often be modeled as 100 times smaller than the more readily obtainable electron mobility. An empirical expression for the hole mobility at 77 K with respect to acceptor concentration was given by Dennis et al. [55]:

\[ \mu_{hh} = 440 \cdot \left( 1 + \frac{p}{1.8 \times 10^{17}} \right)^{-1/4} \left[ \text{cm}^2 \text{V}^{-1} \text{s}^{-1} \right] \]  

The light hole concentration is approximately 100 times less than that of the heavy hole concentration, making measurement difficult. Analysis of magnetotransport data has been used to determine the light hole mobility in \(p\)-type HgCdTe [56-62], with a wide range of values (1,000 - 40,000 \(\text{cm}^2\text{V}^{-1}\text{s}^{-1}\)) reported at low temperature. As Grill pointed out [63], different Hall scattering factors between heavy and light holes can complicate analysis, which Yadava noted was particularly evident at low temperature [64]. Gold [56] speculated that interband coupling effects were the cause for different
scattering rates at higher temperatures. For simplicity, we estimate light hole mobilities to be between 5 to 50 times those of heavy hole mobilities, and carrier concentrations 50 - 500 times less.

Minority carrier mobility is of great importance, being a critical parameter pertaining to device performance. Measurements of minority carrier electrons are more favorable due to their high mobility and resultant conductivity contributions. A number of studies have been performed, finding that minority carrier electron mobilities are comparable with majority carrier electron mobilities [56, 65, 66], as long as acceptor doping is kept below mid-$10^{16}$ cm$^{-3}$, at which point a sharp decrease can be seen as illustrated in Figure 3. Discrepancies are typically not seen between $n$-type electron mobility and $p$-type electron mobility above 200 K, while the largest mobility reductions are seen at lowest temperature.

![Figure 3: Electron mobility in LW HgCdTe material versus carrier concentration, showing comparative mobility as majority ($n$-type) and minority ($p$-type) carrier [66].](image)

The measurement of hole mobility in $n$-type HgCdTe is quite challenging, yet results have been obtained using the Haynes-Shockley method [67, 68] and extracted from diffusion length measurements
with electron-beam induced current (EBIC) [69, 70]. Results appear to indicate that the minority carrier hole mobility is comparable to similarly doped majority carrier material, with values in excess of 500 cm$^2$V$^{-1}$s$^{-1}$ being reported at 77 K.

2.1.1.7 MBE and epitaxial growth

The archetypal issue with the growth of HgCdTe has been the high vapor pressure of Hg. Early HgCdTe growth utilized bulk growth techniques, but later gave way to more preferred epitaxial methods such as molecular beam epitaxy (MBE), liquid phase epitaxy (LPE), and metalorganic chemical vapor phase epitaxy (MOCVD). Epitaxial growth afforded greater control over impurities while requiring much lower growth temperatures, thus reducing the amount of native as-grown material defects. Ideal characteristics of HgCdTe films today include low defects, high uniformity, versatility in growth structure, possibility of large-area growth, and affordability. This section will describe the basics of growth technology pertaining to this work.

MBE growth is performed under ultra-high vacuum (UHV) and non-equilibrium conditions. Epitaxial (layer by layer) 2-D growth is realized by generating thermally evaporated molecular fluxes from high purity source materials that subsequently condense on a single crystal substrate. UHV ($\sim 10^{-7} - 10^{-9}$ torr) reduces the amount of unwanted contaminants within the HgCdTe material and ensures the molecular fluxes have nearly collision-free paths. Precise control of beam flux ratios (Hg, CdTe, and Te$_2$) is crucial as it determines the alloy composition and crystalline quality.

While MBE growth of HgCdTe offers the lowest temperature growth ($\sim 185$-$190$ °C), device quality material requires a very stringent substrate temperature window. Even minor deviance (+/− 1 °C) from ideal substrate temperature can lead to degraded material. Notably, low temperature growth leads to the formation of micro-twins, surface hillocks, and dislocations. Conversely, high temperature growth increases micro-voids, and Te precipitates due to Hg deficiency. Crystalline defects have shown adverse effects on a number of transport properties which can contribute to poor performance. Therefore, in-situ
monitoring techniques have been developed which allow real-time, non-destructive observation of the growth process.

MBE growth is performed under Te-rich conditions as Hg-rich growth results in poor structural quality. The most common growth orientation today takes place on (211)B vicinal substrates, under a 2-D step-flow process, with adatoms at step bottoms. Kinetic and quasi-equilibrium theories have been used to better understand MBE growth. Quasi-equilibrium theory is useful since structural quality depends on whether partial equilibrium is achieved on thermodynamic time scales. Alternatively, the low temperature and slow MBE growth rate mean that surface kinetics and chemistry are vitally important too in understanding the growth process.

An MBE chamber typically consists of loading, buffer, and growth chambers separated by locking mechanisms. The loading chamber executes rough pumping and easy introduction of sample substrates into the system. The buffer chamber provides higher vacuum levels for sample storage and outgassing if needed, and is kept under constant vacuum. The growth chamber itself is a sophisticated collection of effusion cells, pumps, gauges, thermocouples, characterization tools, and sample manipulation tools. The walls of the growth chamber are cooled using liquid nitrogen so that unincorporated source material and other contaminants are collected. The sample itself is rotated during growth to improve uniformity, and its temperature is closed monitored and controlled via proportional-integral-derivative (PID) feedback loops.

A major advantage of MBE over alternative techniques is the ability to rapidly change the impinging flux constitutes through shutter control. This attribute has propelled MBE to be the preferred method for advanced multi-layered structures.

2.1.1.7.1 Doping

Intrinsic HgCdTe grows p-type due to metal lattice vacancies. The Hg-vacancies are doubly ionized in nature [71-74], and their concentration depends on growth temperature, Hg partial pressure,
and Cd-composition. Although low concentrations are possible, vacancy-doping is generally not perceived as an ideal $p$-type doping option due to insufficient control of doping profile and rapid diffusion through interstitials. Furthermore, vacancies have been seen to reduce carrier mobilities [75] and act as recombination centers [76].

Extrinsic $p$-type doping using Group I or Group V ions have therefore been pursued. Doping may be either in-situ or ex-situ via ion implant or in-diffusion, with in-situ being the preferred method. Group I elements (Cu, Ag, Au) exhibit very high diffusion coefficients in HgCdTe, even at room temperatures, rendering them precarious for stable junction formation. Of the Group V elements (P, As, Sb), arsenic proved to be the superior candidate. Arsenic has a relatively low diffusivity and can be incorporated over a sufficiently wide range ($10^{15}$ - $10^{19}$ cm$^{-3}$) for various applications.

The amphoteric nature of arsenic has been established [77], as it may be incorporated as a donor (As$_{\text{Hg}}$) on a metal site or as an acceptor (As$^+$Te) on a Te site [78]. As-grown samples typically show compensated $n$-type behavior inferred from Hall measurements [79]. Post-growth annealing is required in order to assure desired electrical activation with 100% activation being reported up to $2 \times 10^{18}$ cm$^{-3}$ [80]. Activation of As-doped MBE material requires two-stage annealing at $T > 300$ °C followed by a Hg-vacancy fill ~200 - 250 °C, both under Hg overpressure. The former anneal electrically activates the As [77] by creating Te vacancies which are then occupied by As. The latter anneal step fills unwanted Hg vacancies formed during growth or annealing. Proper conditions can result in Hg-vacancy concentrations of $10^{13}$ cm$^{-3}$ or lower. The higher temperature anneal is short in duration, typically less than 10 minutes, but unfortunately negates some of the benefits that low temperature MBE growth offers.

As$_4$ is only physisorbed on the MCT surface. The sticking coefficient is low and very temperature dependent, often leading to poor reproducibility. As$_4$ incorporates as a tetramer [81], severely distorting the surrounding lattice. Therefore, As cracking (As$_4 \rightarrow$ As$_2$) is commonly implemented to increase incorporation during MBE growth [82]. However, care must be taken not to expose the substrate to excess heat from the As-cracking cell.

In-situ $n$-type and $p$-type doping are therefore routinely performed by incorporating indium and
arsenic into the lattice, respectively. Low p-type doping (< mid-10^{15} \text{ cm}^{-3}) remains an ongoing challenge [83], and the precise mechanisms of incorporation and activation are still under investigation [84, 85].

Indium donor concentrations of 10^{14} – 10^{19} \text{ cm}^{-3} are readily demonstrated and no activation is required, being a fully ionized shallow donor. Very low n-type doping (low 10^{14}) has to contend with compensating Hg-vacancy acceptors and other impurities. Standard practice entails vacancy removal through post-growth annealing under Hg over-pressure, as Hg diffuses easily through interstitial sites.

It should be noted that Hg-vacancies are present even in n-type doped samples, and a post-growth annealing treatment is necessary to reduce their concentration. Details on annealing will be given in Chapter 4.

2.1.1.7.2 Substrates

The ideal substrate for HgCdTe growth has the following properties: transparent, high resistivity, available in large-areas, close lattice and thermal coefficient of expansion matching HgCdTe, low impurities and defects, straightforward surface preparation, high thermal conductivity, and high uniformity. Substrates act as a template for subsequent growth, so quality is paramount, as defects and impurities may propagate into the epilayer. A summary of some substrate properties used for HgCdTe growth are shown in Table I.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>a (Å)</th>
<th>α [x 10^6 K^{-1}] Near 300K</th>
<th>Cost [US $ cm^{-2}]</th>
<th>Size Available [cm²]</th>
<th>Surface Defects [cm²]</th>
<th>Thermal Conductivity [mW cm^{-1} K^{-1}]</th>
<th>MCT EPD [cm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>5.43</td>
<td>~2.6</td>
<td>~1</td>
<td>~700</td>
<td>10^2</td>
<td>1235</td>
<td>~10^6</td>
</tr>
<tr>
<td>GaAs</td>
<td>5.65</td>
<td>~6.7</td>
<td>~3-5</td>
<td>~180</td>
<td>5 x 10^3</td>
<td>500</td>
<td>~10^6</td>
</tr>
<tr>
<td>CdTe</td>
<td>6.482</td>
<td>~4.8</td>
<td>~30 (GaAs) ~3 (Si)</td>
<td>10^4 (GaAs and Si)</td>
<td>55</td>
<td>55</td>
<td>~10^4</td>
</tr>
<tr>
<td>Cd_{0.96}Zn_{0.04}Te</td>
<td>6.466</td>
<td>~4.8</td>
<td>~400</td>
<td>~50</td>
<td>10^4</td>
<td>55</td>
<td>~10^4</td>
</tr>
</tbody>
</table>
According to the work of [86], the lattice parameter, $a$, of $\text{Hg}_{1-x}\text{Cd}_x\text{Te}$ at room temperature is given by:

$$a(\text{Å}) = 6.4815x + 6.46152(1 - x)$$  \hspace{1cm} (2.25)$$

which gives $a = 6.46602$ ($x = 0.225$) and $a = 6.46751$ ($x = 0.3$). It is readily apparent that $\text{Cd}_{0.96}\text{Zn}_{0.04}\text{Te}$ provides the best lattice matching ($< 0.1\%$), and $\text{CdTe}$ is also quite suitable with a mismatch less than 1%. Si and GaAs both exhibit large mismatches, $\sim 19\%$ and $\sim 15\%$ respectively, and consequently require the growth of a thick CdTe buffer layer before HgCdTe epi-growth. Therefore, the CdTe-substrate interface plays an important role in lattice defect formation, with the CdTe-Si interface mismatch exceeding that of CdTe-GaAs. However, this can be reduced somewhat by the introduction of a thin layer of ZnTe growth on Si before the CdTe buffer [87, 88], which has the added benefit of preserving substrate 211 orientation.

Lattice mismatching results in the formation of threading dislocations to reduce lattice strain, and are well known to adversely affect HgCdTe device transport properties and performance [89-93]. Such dislocations can be quantified using a decoration etch [94, 95] and recorded as etch pit densities (EPD). EPD values of $10^5 \text{ cm}^2$ or lower are required for acceptable performance, and can be accomplished with growth on CdZnTe. Growth on CdTe/Si and CdTe/GaAs both result in EPD values exceeding $10^6 \text{ cm}^2$, but may be reduced after thermal cyclic annealing (TCA) [96-99] to values in the low-$10^5$ range. The possibility of dislocation passivation using hydrogen has been explored with some promising results [75]. Hydrogen conceptually attaches to dangling bonds associated with dislocation induced SRH-centers, and thus improves electrical properties of the material. However, both approaches introduce additional issues, namely TCA annealing can blur junction sharpness due to diffusion, while hydrogen passivation elicits long-term stability concerns.

It follows that arguments based purely on lattice and thermal matching alone make $\text{Cd}_{0.96}\text{Zn}_{0.04}\text{Te}$ the preferred substrate for high quality HgCdTe epilayers. Although the highest performance is achieved
on CdZnTe, substrates are expensive and are available in limited size, thus impacting the total number of pixels on an FPA. Furthermore, CdZnTe provides a thermal expansion match to HgCdTe but has a large thermal expansion mismatch with Si-based ROICs, reducing its practicality somewhat. Additional growth uniformity concerns due to low thermal conductivity have led to the extensive investigation of growth on alternatively substrates, with the most notable being Si and GaAs.

Si and GaAs substrates are much less expensive, readily available, and are commercially offered in larger areas. Si is the lowest cost and largest area substrate available, but alternatively, has the largest thermal and lattice mismatches with HgCdTe of the possible substrate choices discussed. The thermal mismatch with HgCdTe is a major concern during cryogenic treatments, as irreversible cracking damage may occur. The benefits of GaAs are similar to those of Si, but substrates are slightly more expensive and available in smaller areas. Wafers are available epi-ready leading to straightforward surface preparation as compared to the more laborious procedures for Si and CdZnTe. Both the thermal and lattice mismatch of GaAs are slightly better than Si, and while cryogenic concerns may be less, dislocation formation remains analogous.

No substrate is preferred for every device application today, with each offering its own distinct advantages and disadvantages. Substrate research is ongoing, with CdZnTe focus centered on production; i.e. reducing quality variability while increasing area and driving down costs. Meanwhile, research on alternative substrates continue to focus on dislocation reduction via novel growth techniques (silicon-on-insulator growth or selective area growth using nanopatterned substrates) and/or post-growth treatments.

2.1.1.7.3  *In-situ* monitoring

MBE growth of HgCdTe is a delicate process with a large number of dynamic features exhibiting run-to-run variability. Chamber and effusion cell conditions may change significantly over time, so routine monitoring is necessary. Aside from thermocouple and flux gauge readings, the primary *in-situ* tools at disposal are reflection high-energy electron diffraction (RHEED), spectroscopic ellipsometry.
RHEED is a surface analysis technique, sensitive to as little as one monolayer of crystalline material. The technique does not cause material damage or interfere with growth but prolonged exposure may cause localized heating and should be avoided. RHEED is particularly useful for monitoring undesirable growth conditions, such as twin formation or 3-D growth. The initial growth stages are crucial to subsequent layer quality, and are continuously monitored using RHEED. Periodic surface quality assessments are made with RHEED throughout a growth run.

SE is a well-calibrated tool based on the manipulation of a known polarization state, and measures the frequency-dependent dielectric function. A robust SE system can be used to monitor Cd-composition, growth rate, surface temperature, and roughness [100, 101]. The accuracy of extracted parameters ultimately depends on the strength of the library used [102]. Therefore, an expansive collection of experimentally determined dielectric function values with respect to temperature and composition is needed. In this work, SE has been used to monitor surface roughness and temperature during CdTe growth and x-value and surface roughness during HgCdTe growth. Surface roughness is treated according to the Bruggeman effective medium approximation (EMA) with 50% taken to be void and 50% material [103].

2.1.1.7.4 Device considerations

Device architectures currently in practice today implement HgCdTe photodiode arrays in scanning or staring hybrid FPAs. Junction formation can be accomplished through extrinsic doping during growth or any number of post-growth techniques (ion implant, in-diffusion or out-diffusion, plasma induced conversion, etc.). Hybridization to the ROIC is done using indium bumps, or by etching vias through the HgCdTe to landing pads on the Si in an architecture referred to as the vertically integrated photodiode (VIP) [104]. The two hybridization methods described are shown in Figure 4. VIP architectures are outside the scope of this work, and we therefore draw attention to indium bump-bonded
architectures, specifically either delineated mesa diodes or planar structures formed by ion implantation.

In this work, we consider only mesa and planar diodes, the basic building blocks of device FPAs. This section will outline the basic properties of HgCdTe p-on-n junction photodiodes, particularly the P+/n heterojunction design. Diode performance in this work will be assessed through I-V characteristics, with related dark current mechanisms discussed herein.

2.1.1.7.5 p-n junction and dark current basics

The p-n junction is formed when n-type and p-type semiconductor regions are brought together. The sudden gradients in charge carrier concentrations cause diffusion across the metallurgical junction. Specifically, holes will diffuse to the n-type region while electrons will simultaneously diffuse to the p-type region. This process leaves behind complementary regions of fixed ions devoid of mobility carriers, known as the depletion, or space-charge, region. The resultant electric field generates drift currents that exactly cancel the diffusion currents under steady-state conditions, such that there is zero total current across the junction at thermal equilibrium. A large electrostatic potential difference exists across the
junction known as the built-in voltage, $V_{bi}$, and is found using Poisson’s equation [105]:

$$V_{bi} = \phi_n - \phi_p = \frac{k_B T}{q} \cdot \ln \left( \frac{N_d N_a}{n_i^2} \right) = \frac{k_B T}{q} \cdot \ln \left( \frac{n_o}{n_{po}} \right) = \frac{k_B T}{q} \cdot \ln \left( \frac{p_o}{p_{no}} \right)$$  
(2.26)

where $\phi_{n,p}$ is the electrostatic potential of the n and p regions respectively, $n_{po}$ is the electron concentration in the p-region, and $p_{no}$ is the hole concentration in the n-region. The equilibrium electron carrier concentration $n_o$ is given by:

$$n_o = \frac{N_d - N_a}{2} + \sqrt{\left( \frac{N_d - N_a}{2} \right)^2 + n_i^2}$$  
(2.27)

and related to the equilibrium hole concentration $p_o$ through the mass action law, $n_o \cdot p_o = n_i^2$, for non-degenerate conditions.

The total depletion region width, $W_{dep}$, for an abrupt junction is the sum of depletion widths in the n-type and p-type regions [106]:

$$W_{dep} = x_n + x_p = \sqrt{\frac{2 \varepsilon_s \varepsilon_0 (N_d + N_o) (V_{bi} - V)}{q N_d N_o}}$$  
(2.28)

where $V$ is the applied bias and dopants are assumed fully ionized. The depletion region can be made smaller under forward-bias conditions, and likewise larger under reverse-bias conditions. For unequal n-type and p-type doping the depletion region extends further into the lightly doped region. For a one-sided junction ($N_1 \text{doping} >> N_2 \text{doping}$) the depletion region can be approximated by the depletion region in the lightly doped side.

The rectifying behavior of p-n junctions dictates that current only flow easily in one direction. Forward-biasing results in minority carrier injection, and current rises rapidly with voltage. Alternatively, reverse-biasing produces very small currents. The relevant mechanism in an ideal diode is due to
diffusion current from the quasi-neutral regions. Assuming low-injection [107],

\[ J_{\text{diff}} = J_s \exp \left( \frac{qV}{KT} - 1 \right) \]

where \( J_s \) is the saturation current, \( V \) is the applied voltage, \( q \) is the electron charge, \( T \) is the temperature, \( K \) is the Boltzmann constant, and \( T \) is the thermal voltage. The surface recombination velocity \( S_{n,p} \) is given by:

\[ S_{n,p} = \frac{W_n}{L_n} \left[ \frac{D_n}{L_n} \cosh \left( \frac{W_n}{L_n} \right) + \frac{W_n}{L_n} \sinh \left( \frac{W_n}{L_n} \right) \right] + \frac{S_{n,p}}{L_n} \left[ \frac{W_n}{L_n} + \frac{W_n}{L_n} \sinh \left( \frac{W_n}{L_n} \right) \right] \]

and the diffusion lengths \( L_{n,p} \) are given according to:

\[ L_{n,p} = \sqrt{\frac{D_{n,p}}{\mu_{n,p}}} \cdot \tau_{n,p} = \sqrt{\frac{k_B T}{q \cdot \mu_{n,p}}} \cdot \tau_{n,p} \]

where \( k_B \) is the Boltzmann constant, \( T \) is the temperature, \( E \) is the energy, \( q \) is the electron charge, \( \mu_{n,p} \) is the mobility, and \( \tau_{n,p} \) is the lifetime. For a diffusion limited diode, the resistance-area product is then given as:

\[ R_o A = \frac{k_B T}{q J_s} \]

Additional dark current contributions arise from generation-recombination (GR) in the depletion region, band-to-band (B2B) tunneling, and trap-assisted tunneling (TAT) across the forbidden gap. GR
current is particularly relevant in narrow-gap semiconductors at lower temperatures. The expression for depletion region GR in a one-sided abrupt junction is given as [108, 109, 110]:

\[
J_{GR-SRH} = \frac{q n_i W_{dep} \sinh \left( \frac{q V}{2KT} \right)}{\sqrt{\tau_{\rho 0} \tau_{n0}}} \left( \frac{g(V_{bi} - V)}{2KT} \right) f(b)
\]

where

\[
f(b) = \frac{z_1}{z_1^2 + 2bz + 1} dz
\]

\[
b = \exp \left( -\frac{q V}{2KT} \right) \cosh \left[ \frac{(E_i - E_F)}{kT} + \frac{1}{2} \ln \left( \frac{\tau_{\rho 0}}{\tau_{n0}} \right) \right]
\]

\[
z_1 = \sqrt{\frac{\tau_{\rho 0}}{\tau_{n0}}} \left( \frac{n_i}{p_{\rho 0}} \right) \exp \left( \frac{q V}{2KT} \right)
\]

\[
z_2 = \sqrt{\frac{\tau_{\rho 0}}{\tau_{n0}}} \left( \frac{n_{n0}}{n_i} \right) \exp \left( -\frac{q V}{2KT} \right)
\]

Then, if \( b < 1 \):

\[
f(b) = \frac{1}{\sqrt{1 - b^2}} \left[ \arctan \left( \frac{z_2 + b}{\sqrt{1 - b^2}} \right) - \arctan \left( \frac{z_1 + b}{\sqrt{1 - b^2}} \right) \right]
\]

If \( b = 1 \):

\[
f(b) = \frac{1}{z_1 + b} - \frac{1}{z_2 + b}
\]

And if \( b > 1 \):

\[
f(b) = \frac{1}{2\sqrt{b^2 - 1}} \left[ \ln \frac{z_2 + b - \sqrt{b^2 - 1}}{z_2 + b + \sqrt{b^2 - 1}} - \ln \frac{z_1 + b - \sqrt{b^2 - 1}}{z_1 + b + \sqrt{b^2 - 1}} \right]
\]

The voltage dependence of GR current roughly follows the voltage dependence of the depletion region, namely \( J_{GR-SRH} \sim \sqrt{V} \) for an abrupt junction and \( J_{GR-SRH} \sim (V)^{1/3} \) for a linearly graded junction. This is comparatively different than the voltage independent diffusion current in Equation 2.29. The temperature dependence of GR current is also notable, in that it varies as \( n_i \), while diffusion current follows \( n_i^2 \). This makes GR current most pronounced at lower temperatures, giving way to the more
rapidly rising diffusion current as temperature increases. The crossover from GR dominated to diffusion
dominated dark current should be considered during a temperature dependent IV analysis.

Direct band-to-band tunneling through a depletion region with a uniform electric field is given by
[105]:

\[
J_{B2B} = \frac{\sqrt{2m^*} q^3 E V}{\hbar^2 \sqrt{E_g}} \cdot Exp \left( \frac{-8\pi \sqrt{2m^* E_g^{3/2}}}{3qE} \right)
\] (2.33)

Likewise, TAT through a mid-gap state located at \(E_t\) is given by [111]:

\[
J_{TAT} = \frac{q^2 \pi^2 m^* M^2 N_t V}{\hbar^3 (E_g - E_t)} \cdot Exp \left( \frac{-8\pi \sqrt{2m^* (E_g - E_t)^{3/2}}}{3qE} \right)
\] (2.34)

where \(E\) is the uniform field in the space-charge region, \(V\) is the applied bias, \(M\) is the matrix element
associated with the trap potential, and \(N_t\) is the trap density. For convenience, we follow the assumptions
of Kinch [38] to simplify the above expressions for B2B and TAT tunneling with \(E_t = E_g/2\) as:

\[
J_{TAT} = \frac{10^{-13} N_t V}{E_g} \cdot Exp \left( f \cdot \frac{-1.5 \cdot 10^{10} \pi m_e^{1/2} E_g^{3/2}}{\sqrt{N(E_g + V)}} \right)
\] (2.35)

\[
J_{B2B} = 1.2 \cdot 10^{-2} \cdot V \sqrt{N(E_g + V)} \cdot Exp \left( f \cdot \frac{-9.43 \cdot 10^{10} m_e^{1/2} E_g^{3/2}}{\sqrt{N(E_g + V)}} \right)
\]

where \(m_e^* = 7 \cdot 10^{-2} E_g\) [37], \(E_g\) is calculated according to Equation 2.1 in eV, \(V\) is the applied bias in
volts, \(N_t\) is the SRH trap density, and \(N\) is the absorber doping level. These expressions qualitatively
reproduce the bias dependence of tunneling for abrupt junctions and will be used to obtain satisfactory
fitting results. Any overestimations are accounted for by introducing the factor \(f\), which varies between 1-2. As can be seen, doping plays a critical role in determining B2B tunneling currents, and must be kept
low enough to suppress related dark current. Likewise, excessive mid-gap traps increase TAT significantly and must be minimized. It should be noted that in general it is difficult to distinguish between the two forms of tunneling and no attempt will be made here to do so.

The total dark current is simply the sum of all contributing mechanisms. An example in which contributions from all of the expressions above are relevant is represented in Figure 5. As can be seen, diffusion current exhibits voltage-independent reverse bias behavior, while GR goes as $\sqrt{V}$. Tunneling mechanisms become noticeable at appreciable bias, and are often not observed in well-designed, high quality diodes.

![Figure 5: Relevant dark current mechanisms in HgCdTe.](image)

Forward bias characteristics are described by:

$$I_{forward} = A \cdot e^{\frac{qV}{nk_BT}}$$ (2.36)
where $A$ is a user determined constant and $n$ is known as the diode ideality factor. An ideality factor $n = 1$ corresponds to diffusion current limited and $n = 2$ for GR current limited, giving insight into the relative contributions present.

A heterojunction consists of two different semiconductor materials, which may not necessarily have the same bandgap, dielectric permittivity, work function, or electron affinity. Analogous diodes expressions pertaining to heterojunctions can be derived accordingly. HgCdTe diodes in this work are based on the P+/n heterojunction design. Here we have used capital letters to designate wider band gap, and (+) to signify much higher doping levels. In the P+/n design, the wider gap P+ cap effectively eliminates thermal dark current contributions from this region, and the doping disparity leads to a depletion region extending only into the lightly doped $n$-type absorbing base. The corresponding $R_oA$ for an Auger limited lifetime in the $n$-type base is given as:

$$R_oA = \frac{2k_B T \cdot \tau_{A1}}{q^2 N_d t}$$

(2.37)

where $N_d$ is the extrinsic doping and $t$ is the base thickness in $\mu$m. This expression is valid for short-based diodes limited by diffusion current at low temperature. The base region is typically doped to $\sim 10^{15}$ cm$^{-3}$ levels to suppress tunneling. While an n-on-p design was first demonstrated [112] and offers potential performance benefits, the low $p$-type doping issues mentioned in Section 2.1.1.7.1, along with difficulty forming ohmic contacts make this configuration less desirable. Wang [113] also showed generally larger $R_oA$ values for P+/n polarity versus N+/p polarity in LW LPE material.

2.1.2 III-V Superlattice

2.1.2.1 Introduction
A wealth of research on the optical and electrical properties of superlattices (SLs) followed their original proposal in 1970 by Esaki and Tsu [114]. The great potential of this material system for IR detectors was quickly realized, due in large part to the unique properties attributable to III-V based SL detectors. This material system offers tremendous flexibility in material combinations as well as device design, and is well suited for absorption across the IR spectrum. Today, SLs are an attractive alternative to incumbent HgCdTe systems, with theoretical performance predicted to exceed that of HgCdTe technologies. Some distinct material advantages of III-V SLs include; suppression of tunneling due to larger effective masses [115], higher lateral growth uniformity, possibility of greatly reducing Auger recombination [116, 117], and better manufacturability and durability. High uniformity and Auger suppression are particularly attractive for LWIR and VLWIR capabilities.

Despite their obviously attractive properties, III-V SL materials suffer from characteristically low lifetimes due to parasitic SRH-centers. Additional problems persist as regards to low mobility, high background carrier concentration, surface leakage currents, passivation, and weak absorption leading to low overall QE. However, many advances have propelled this material system to be a serious contender for use in future IR systems. This section will summarize the fundamental properties of III-V Sb-based SLs, with the emphasis being type-II superlattice (T2SL) properties.

2.1.2.2 Type overview

It is convenient to categorize SL heterostructures according to the respective band alignments of constitute semiconductor materials and carrier confinement schemes. The three basic types of SLs all utilize quantum confinement by introducing alternating thin layers (<100 Å) such that energy levels are quantized (1-D) in the growth direction. The SL structure differs from QW or multiple quantum-well (MQW) structures in that the periodicity is short enough that electron wave functions in neighboring wells overlap with one another, forming allowable and forbidden energy bands [114]. To first order, the effective bandgap is then determined by the dimensions of the stacked layers.

The type I SLs, typified by the GaAs/AlGaAs system, consist of approximately aligned nested
bandgaps, with an energy gap given by $\Delta E_g = \Delta E_c + \Delta E_v$. Electron and hole carriers are confined to the same layer. Type I SLs have found application in QWIP PC detectors, but are extrinsic detectors with lower performance than HgCdTe detectors, and therefore not considered in this work.

Type II superlattices (T2SLs) may be either staggered or broken gap alignments. CBs and VBs overlap in adjacent layers, with the energy gap given by $\Delta E_g = |\Delta E_c + \Delta E_v|$. Electrons and holes are confined in different layers, with optical matrix elements dependent on the degree of overlap. In the broken-gap [118] InAs/GaSb system, the InAs CB edge lies below the GaSb VB edge, resulting in electrons confined in the InAs layers and holes confined in the GaSb layers.

Type III SLs were first proposed as IR detectors by Schulman and McGill [119] in 1979 using the HgTe/CdTe system. Layers exhibit different band symmetry, with bandgap decreasing by means of increasing HgTe layer thickness [120]. Electrons are primarily located in the semi-metal HgTe layers but holes are dispersive. Despite the attractive properties of type III SLs, this system will not be considered in this work due to significant interdiffusion [121], rendering them unstable under typical device processing temperatures.

2.1.2.3 T2SLs and fundamental properties

Application of T2SLs for IR detection was met with initial concern over the small optical matrix elements associated with spatially separated carriers [119]. Optical calculations by Chang and Schulman [122] showed the oscillator strength in InAs/GaSb T2SLs was inversely proportional to the product of InAs and GaSb monolayers, as absorption was mainly restricted to near the hetero-interfaces, meaning directly dependent on the number of interfaces. The strained-layer-superlattice (SLS) was proposed in 1987 by Smith and Mailhiot [123] by incorporating indium into the GaSb, resulting in tensile-strained InAs and compressive-strained GaInSb layers. InAs/GaInSb SLSs allowed for deeper wells and shorter SL periods, resulting in absorption coefficients comparable to that of HgCdTe [124]. Additionally, strain induced splitting of the light hole and heavy hole bands [125], dramatically reducing Auger recombination rates. Indeed, instrumental theoretical work by Grein et al. [116, 117] showed a 3-5 order
of magnitude reduction of Auger recombination rates in LW InAs/GaInSb SLSs as compared to HgCdTe at the same bandgap, with experimental confirmation shortly thereafter in 1994 [126].

Development of the InAs/Ga(In)Sb SL system has continued since, with large advancements being made concerning proper growth conditions, particularly the advantages of a forced InSb-like interface [127]. High performance FPAs have been reported in the MWIR [128, 129], LWIR [130, 131], and VLWIR [132, 133]. Barrier devices, notably the nBn [134], CBIRD [135], M-structure [136], and W-structure [137], have been introduced to impede excessive SRH-center induced GR and surface leakage while allowing photocurrent signal. While barrier devices have shown improved performance the theoretical potential of T2SLs has yet to be reached.

Research today is focused on improving material properties, such as carrier lifetime and mobility. A recent study by Svennson et al. [138] measured lifetimes in InAs/GaSb T2SLs with the same bandgap but varied the period thicknesses, finding that lifetimes improved as GaSb content decreased, suggesting the culprit native defect was associated with the GaSb layers. This prompted the investigation of InAs/InAsSb SLs (Ga-free SLs) as an alternative material system, and indeed, time-resolved photoluminescence (TRPL) measurements by Steenbergen et al. [139] showed a lifetime > 412 ns for LW Ga-free material at 77 K, a significant enhancement from the ~30 ns typically reported [140, 141] in LW InAs/GaSb binary T2SLs. MW InAs/InAsSb lifetimes of ~9 µs have been reported [142], and even more recent work shows a lifetime of 10 µs by increasing overall Sb content [143]. This represents a vast improvement of roughly two orders of magnitude over binary InAs/GaSb SLs. Still, the origin of the relatively short lifetimes in InAs/GaSb is not clearly understood, and current research is focused on methods of improvement, including residual background concentration reduction through growth methods and post-growth annealing [144-146].

2.1.2.4 Material Properties

The binary zincblende semiconductors InAs, GaSb, and AlSb are an important group of materials
nearly latticed around 6.1 Å. Heterostructures based on the 6.1 Å family are significant today due to their band alignments [147], particularly the InAs/GaSb and InAs/InAsSb systems. AlSb possesses the largest bandgap (~1.6 eV) and alloys such as AlAsSb frequently act as electrical insulators in heterostructures. Compared to II-VI HgCdTe technology, the III-V materials possess smaller lattice constants, and are more mechanically robust due to the more covalent nature of chemical bonds. Superlattice materials are MBE grown at temperatures above 400 °C, and commonly make use of readily available GaSb substrates, but are at times grown on lattice mismatched GaAs [148].

Although general guidelines exist while bandgap engineering (for example, SL designs comprised of (14, 7)-InAs/GaSb monolayers for LW and (8, 6)-InAs/GaSb for MW), the T2SL bandgap must be experimentally determined using photoluminescence (PL) or spectral response data. The bandgap is maximized at zero Kelvin, and decreases with increasing temperature, in contrast to HgCdTe. This temperature dependence may be fitted according to the expressions provided by Varshni [149] and Passler [150]:

\[
E_g(T)_{\text{Varshni}} = E_0 - \frac{\alpha T^2}{\beta + T} \tag{2.38}
\]

\[
E_g(T)_{\text{Passler}} = E_0 - \frac{\alpha \Theta_p}{2} \left[ \sqrt{1 + \left( \frac{2T}{\Theta_p} \right)^p} - 1 \right] \tag{2.39}
\]

where \(E_0\) is the bandgap at zero Kelvin, \(\alpha\), \(\beta\), and \(\Theta_p\) are fitting parameters. A fixed value of \(\beta = 270\) is used in this work and the Varshni expression will be used unless otherwise specified.

The intrinsic carrier concentration for SL materials is then given by:

\[
n_i = \sqrt{N_c N_v} \cdot e^{-\frac{E_g}{2k_B T}} \tag{2.40}
\]

\[
N_c = 2 \left( \frac{2\pi m^*_e k_B T}{\hbar^2} \right)^{3/2}
\]
where \( N_c \) and \( N_v \) are the effective density of states for a 3-D conduction band and 2-D valence band. The formula for \( N_v \) must be divided by the SL period in order to be expressed in the proper units. The dimensionality of the valence band has been shown to be neither 3-D nor 2-D [151], but rather is of a quasi-two dimensional form. The precise behavior may also change with temperature, favoring 2-D behavior at low temperature and more 3-D like behavior at high temperature as more dispersive states become available.

Band structure calculations are performed using the 8 x 8 k·p model software known as Naval Research Laboratory (NRL) BANDS™ [152], which provides effective medium band properties for SL devices, such as in-plane and out-of-plane (z-direction) effective masses and zone center bandgap. SL eigenstates are calculated using the envelop function approximation of z-dependent Bloch waves for a reduced Brillouin zone, and bandgap is taken to be the lowest energy separation between electron and hole sub-bands for both in-plane and z-direction axes.

The derived dispersion relations reveal highly anisotropic hole bands, resulting in differing in-plane and out-of-plane effective masses. Figure 6 shows a nearly dispersionless heavy hole band in the growth (z) direction, leading to very low vertical hole mobility and isolated quantized well states. Depending on design, the CB may lie within the broken gap region, resulting in nearly isotropic bands as tunneling is not required for transport in the z-direction. Alternatively, the CB may lie within the GaSb bandgap, greatly increasing the electron effective mass and exhibiting anisotropic behavior.
Figure 6: Band structure calculation of LW InAs/GaSb using BANDS along the growth direction (left portion) and in-plane direction (right portion).

The absorption spectrum for T2SLs can also be calculated using NRL BANDS, and characteristically shows softer absorption edges and absorption coefficients in the low-to-mid $10^3$ cm$^{-1}$ range. Absorption coefficient measurements may be taken by Fourier transform infrared spectroscopy (FTIR), but care must be exercised in transmission measurements, due to the effects of significant free carrier absorption (FCA) in GaSb substrates[153], as well as absorption in contact and/or buffer layers. Recent reports indicate that absorption coefficients are characteristically weaker in InAs/InAsSb LW T2SLs versus InAs/GaSb [154], resulting in decreased QE.

Lifetime and mobility characteristics follow from the band descriptions outlined above. As previously stated, lifetimes are primarily dominated by SRH recombination. Auger and radiative recombination may also contribute but are generally not limiting in InAs/GaSb [140, 141]. Alternatively, the InAs/InAsSb system lifetime may be influenced by radiative recombination at low temperature in some cases [155], but is too generally limited by SRH recombination [156]. The radiative lifetime
enhancement factor, $\beta$, in III-V based materials is much lower in comparison to HgCdTe [47, 157], due in large part to the lower absorption coefficient values.

Mobility values are dependent on transport direction, with in-plane mobility exceeding mobility in the growth direction. The dominant mechanisms for InAs/GaSb SLs are expected to be interface roughness scattering (IRS) [158] at low temperature and optical phonon scattering at higher temperature [159]. It has previously been reported that in-plane mobility limited by the IRS mechanism is proportional to the well width, $L$, to the sixth power [160]. Persistent-photoconductivity measurements performed on $n$-type and $p$-type samples showed that in-plane electron and hole mobility decrease with carrier concentration consistent with IRS limited behavior in InAs/GaSb SLs [161], and further studies have confirmed the dominance of this scattering mechanism in T2SL materials [162, 163].

Theoretical relationships between in-plane and out-of-plane mobilities have been calculated for the InAs/GaSb system [164], and experimental comparisons have also been made [165, 166]. Results show a strong yet complex dependence on the lateral correlation length of interface fluctuations $\Lambda$. IRS-limited horizontal mobilities have been shown to be double-valued functions of $\Lambda$ while the vertical mobilities are monotonically dependent, making it possible to ascertain interface roughness parameters from temperature dependent data [167]. In principle, mobility values will change with specific sample details in question, and no general expressions exist for widespread application.

2.1.2.5 Dark current

The same dark current mechanisms outlined in Section 2.1.1.7.5 apply in T2SL materials, namely diffusion, generation-recombination, trap-assisted tunneling, and band-to-band tunneling. An additional current mechanism associated with surface leakage will be considered for SL material. This is known as shunt current, and will be given according to:

$$J_{\text{shunt}} = \frac{V}{R_s \Lambda}$$

(2.41)
where $R_s$ is the surface sheet resistance. This form of current may be eliminated in barrier device designs due to the electrically insulating properties of the barrier. An appropriately designed barrier device also has the advantage of reducing SRH-induced dark current and is commonly used today. An example of dark current mechanisms relevant to III-V based SLs is shown in Figure 7.

Figure 7: Relevant dark current mechanisms for T2SL diodes.

### 2.2 Electrical Transport and scattering

This section describes the scattering mechanisms most pertinent to electron and hole majority carrier scattering in $n$-type and $p$-type HgCdTe, respectively. Electron scattering will be determined by considering ionized impurity, polar optical phonon, alloy, neutral impurity, dislocation, and static-strain...
scattering. Alternatively, the dominant mechanism for holes in \( p \)-type material include ionized impurity (heavy hole) and phonon scattering of the light hole.

2.2.1 HgCdTe electron scattering

2.2.1.1 Ionized impurity scattering

In high quality material, ionized impurity scattering becomes the dominant scattering mechanism at low temperatures for typical doping levels used in \( n \)-type HgCdTe. Not only do impurities distort the periodicity of the lattice through the creation of donor-like or acceptor-like bond states, they also influence the electronic behavior of carriers by scattering. Corresponding mobilities decrease with decreasing temperature as a result of a smaller thermal velocity, and thus experience a greater change in momentum during interaction with a charge center.

The potential radius of the Coulombic interaction with a fixed charge center is infinite, and therefore simplifications must be introduced to mathematically treat the scattering cross-section, the most common being the Conwell-Weisskopf (CW) [168] and Brooks-Herring (BH) [169] treatments. In determining transport properties using the Boltzmann transport equation (BTE), the problem reduces to the determination of a transition probability associated with impurity scattering. The Born approximation simplifies the evaluation to the first order of the interaction potential, but is only valid when certain conditions are met, namely that the doping is not excessively high and that the temperature is not extremely low. In the CW treatment, scattering is assumed to take place only between the carrier and the nearest charge center with potential given as:

\[
V(r) = \frac{Ze}{4\pi\varepsilon r}
\]  

(2.42)

where \( \varepsilon \) is the static permittivity, \( r \) is radius of separation, and \( Z \) is the charge of the impurity. The CW approximation then utilizes a cutoff radius of influence defined as half the average distance between
impurities. Furthermore, the standard Coulombic scattering cross-section is cut off at a minimum angle since near zero-angle scattering cases are much more likely to interact with other centers, which simplifies divergent integrals in the approach. The relaxation time in the CW treatment is obtained as:

\[
\frac{1}{\tau_{\text{CW}}} = \frac{NZ^2q^4E^{-3/2}}{16\sqrt{2}\pi \varepsilon^2 m^{*3/2}} \cdot \ln \left( \csc^2 \left( \frac{\beta_0}{2} \right) \right) \tag{2.43}
\]

where \( N \) is the density of ionized impurities with charge \( Zq \) and \( \beta_0 \) is related to the upper bound of the scattering angle integrand. After approximations and plugging into \( \mu = \frac{q(r)}{m^*} \), the CW mobility due to ionized impurity scattering is given by:

\[
\mu_{\text{CW}} = \frac{128\sqrt{2}\pi \varepsilon^2 (k_B T)^{3/2}}{\sqrt{m^* N Z^2 q^3}} \cdot \left[ \ln \left( 1 + \frac{144\pi^2 \varepsilon^2 (k_B T)^2}{Z^2 q^4 N^{5/2}} \right) \right]^{-1} \tag{2.44}
\]

The CW treatment received criticism for utilizing cut-off radii and neglecting electron screening effects. Such screening effects reduce the Coulomb potential at greater distances, thus addressing the issue of low-angle scattering. Screening will then depend on the concentration at a distance \( r \), \( n(r) \), given by Dingle [170] as:

\[
n(r) = \frac{1}{2\pi h^3} \left( \frac{m^* k_B T}{\pi} \right)^{3/2} \mathcal{F}_{1/2} \left( \frac{E_f + qV(r)}{k_B T} \right) \tag{2.45}
\]

where \( E_f \) is the Fermi energy and \( \mathcal{F}_{1/2} \) is the Fermi-Dirac integral of order \( \frac{1}{2} \). Following the BH treatment, a screened Coulomb potential is then derived after linearization of Poisson’s equation and retaining only first order terms as:
where $\beta_s$ is defined as the inverse screening length, typically referred to as Thomas-Fermi screening length, and may be taken as $1/\lambda_D$. The derived mobility of an electron in a non-degenerate gas is found to be:

$$
\mu_{BH} = \frac{128\sqrt{2\pi\mu^2(k_B T)^{3/2}}}{\sqrt{m^* N Z^2 q^3}} \cdot \left[\ln \left(\frac{24m^*e(k_B T)^2}{nq^2h^2}\right)\right]^{-1}
$$

(2.47)

which differs the CW expression only in the logarithmic term. It should be noted that both approaches utilize a maximum potential defined at a given distance and fixed for all such distances shorter so as to eliminate an infinite potential as $r \to 0$. Despite the similarities between the treatments [171], the BH expression has received the most attention in the literature.

Refinements to the BH treatment of importance to HgCdTe include the effects of electron-electron scattering [172] and inclusion of the non-parabolic band structure [173] which act to reduce the mobility calculated by the BH treatment. For the case of Takimoto screening [174], in which the interacting electron subsequently polarizes and weakens the strength of the screening field, modifications can be made to the screening potential used in the BH treatment. However, Takimoto showed that the incorporation of the effect was only considerable for doping greater than $10^{16} \text{ cm}^{-3}$, and thus negligible for typical HgCdTe $n$-type doping levels.

Care must also be taken when considering temperatures below ~25 K, as the Born approximation may no longer be valid. This is typically the case at very low temperatures and or very high doping levels. Strictly speaking, the validity of the Born approximation mandates that the following condition be met [175]:

$$
V(r) = \frac{Zq}{4\pi e r} e^{-\beta_s r}
$$

(2.46)
\[
\frac{1}{2} k a_0 \gg 1 \tag{2.48}
\]

where \( a_0 = \frac{\hbar^2 \kappa_0}{m^* q^2} \) is the effective Bohr radius, \( k \) is the electron wave vector, and \( \kappa_0 \) is the static dielectric constant. If the Born approximation becomes invalid, the BH treatment could lead to appreciable errors in the mobility calculation. One such recourse is the partial-wave phase-shift technique to more accurately determine transition rates. For the case of HgCdTe, Meyer [54] solved the BTE using Kohler’s variational method, which fully incorporates the non-parabolic nature of the band structure and includes inelastic processes as well, which are thought to be of significant importance. In HgCdTe at typical doping levels, Meyer found that the phase-shift analysis agreed with the BH treatment down to temperatures \( \sim 30 \) K, at which point the Born approximation was deemed invalid and considerable disagreement was observed, congruent with calculations done by Schenk [176]. To summarize, both studies indicate that the BH treatment should be satisfactory for moderately doped (mid-\( 10^{14} \) – \( 10^{16} \) cm\(^{-3} \)) HgCdTe samples above \( \sim 30 \) K, greatly simplifying calculations.

2.2.1.2 Polar optical phonon scattering

The next most significant scattering mechanism in \( n \)-type HgCdTe is polar optical phonon (POP) scattering, which is likely to dominate at high temperatures. The weak-coupling approximation can be used across the composition range [52]. The longitudinal optical-phonon frequencies of HgCdTe alloys exhibit two-mode behavior associated with CdTe and HgTe modes [54, 177]. Therefore, a weighted contribution of modes must be determined based on composition, which has been shown to vary linearly for values less than \( x = 0.5 \) [178].

The relaxation time associated with POP scattering is not well defined except for in low (\( T \ll \theta \)) and high (\( T \gg \theta \)) temperature limits [173], where \( \theta \) is the Debye temperature and is around 200 K for HgCdTe. At very high temperatures, average electron energies are high enough to treat the process as
elastic. Alternatively, the very low temperature limit is of little practical importance in this work due to the expected prominence of other scattering mechanisms, namely defect related scattering. The intermediate range of interest makes calculation more difficult as processes must be treated as inelastic. In this case, the electron interaction with the lattice comes in the form of absorption or emission of a phonon of characteristic frequency $v_0$, making it unnecessary to integrate over lattice frequency. Collisions in which energy changes are large must be taken into account via Kohler’s variational principle, which also allows the user to specify the desired accuracy of calculations by expansion into higher order terms.

For high desired accuracy, Howarth [179] derived the collision operator using the BTE then applied the Kohler’s variational principle to find numeric solutions in a number of cases. For the non-degenerate case the electrical conductivity $\sigma$ is given as:

$$
\sigma = 16a^3m^*v_0(k_BT)^2 \cdot (e^z - 1) \cdot \frac{G(\xi,z)}{3q^2h^2} \tag{2.49}
$$

where $z = \theta/T$ and $G(\xi, z)$ is a weakly temperature dependent expression given by Howarth.

For non-pronounced interelectronic collisions at low temperature [180], momentum and energy transfer will be transferred to the lattice, and for low-energy the associated mobility may be written as:

$$
\mu_{POP} = \frac{k\theta}{2m^*} \cdot \frac{1}{N_0F_0} \tag{2.50}
$$

where $k\theta$ is the optical phonon energy, $N_o = \left[ e^{\theta/T} - 1 \right]^{-1}$, $F_o = \left( \frac{1}{\varepsilon_{hf}} - \frac{1}{\varepsilon_s} \right)^{-1} \cdot m^*qk\theta/h^2$, and $\gamma_0 = \theta/T$, with $T$ being the lattice temperature. Discrepancies near room temperature may be expected [181]. Additional phonon scattering, such as acoustic-mode phonon scattering, is negligible for electron due to the s-like symmetry of the wave functions [177].
2.2.1.3 Alloy scattering

Random alloy fluctuations within Hg$_{1-x}$Cd$_x$Te are treated as perturbations within the virtual crystal approximation (VCA). The distribution of alloying atoms is averaged into a potential sum over lattice sites with differing atomic potentials. Early on, the initial expressions were formalized by Nordheim [182] and Brooks [unpublished, see 183] for the case of electrons in metals and semiconductors, respectively. The expression derived by Brooks for parabolic, spherical, non-degenerate bands:

$$\mu_{\text{alloy}} = \frac{\sqrt{2\pi} q h^4 N_0}{3 m^* \gamma/\sqrt{k_B T x(1-x)\Delta E^2}}$$

(2.51)

where $N_0$ is the density of atoms and $\Delta E$ is an adjustable parameter associated with alloy potential fluctuations. There is no clear consensus on the value to be used for $\Delta E$. It is often taken to be the energy band edge difference between HgTe and CdTe (~1.5 eV). Calculations using the tight-binding method have revealed this to be an overestimate as Hass [184] arrived at a value of $\Delta E \sim 1.1$ eV, which will be used unless otherwise specified. The Brooks formula above is suitable for MW HgCdTe at reasonable doping levels, but for lower $x$-values non-parabolic effects may be more pronounced. Although the impact of alloy scattering is significantly lessened by the $x(1-x)$ and $m^*$ terms in the denominator of Equation 2.51, non-parabolic effects may be incorporated following the treatment by Kossut [185].

2.2.1.4 Neutral impurity scattering

Early treatments of scattering via neutral impurities assumed an immersed hydrogen atom within a dielectric medium [186], arriving at a temperature independent relaxation time for low energy electrons. Due to the slight attractive force between the hydrogen atom and a free electron, a weakly bound state was added to the scattering calculation resulting in a $\mu \sim T^{1/2}$ temperature dependence [175] given by:
where $N_i$ is the density of neutral impurities and $E_b$ is the binding energy. A more recent calculation using phase shifts calculated between electrons and neutral hydrogen atoms removed approximations from earlier treatments, ultimately finding the treatments to be equivalent at higher temperatures [187]. Overall, neutral impurity scattering is not considered to be pronounced at any temperature for HgCdTe material.

2.2.1.5 Dislocation scattering

It is known that edge and screw dislocation lines produce large lattice distortions in diamond and zincblende semiconductors. Much work has been done on the electrical impact of dislocations, particularly in III-V materials [89, 188]. This mechanism has been important in understanding mobilities in a number of materials and particularly important for materials with low electron effective masses, such as in InAsSb [189].

Dislocations are often described as cylindrical acceptor centers embedded within semiconductor materials. For dislocations with an edge component, dangling bonds along the dislocation are introduced. Subsequently, electrons are attracted to the surrounding area until a space charge region is formed. The resultant potential field then interacts with free electrons in the material and may affect carrier mobility if dislocation density is high.

Scattering via dislocation lines is very directionally dependent, strongly affecting carriers moving perpendicular to the line while having little to no effect on parallel currents. At large distances the screened potential from a dislocation line was determined to be [190]:

\[
\mu_{\text{neutral}} = 0.82 \frac{8\pi \varepsilon_\alpha \varepsilon_0 E_b}{20 N_i \hbar q} \left( \frac{2}{3} \sqrt{\frac{k_B T}{E_b}} + \frac{1}{3} \sqrt{\frac{E_b}{k_B T}} \right) \quad (2.52)
\]
\[ V(r) = \frac{qf}{2\pi \epsilon d} K_0 \left( \frac{r}{\lambda_D} \right) \] (2.53)

where \( d \) is spacing between broken bonds, \( f \) is the occupation rate, \( K_0 \) is the modified Bessel function of zero order, and \( \lambda_D \) is the screening parameter given as \( \lambda_D = \frac{\sqrt{\epsilon k_B T}}{q^2 n'} \) with \( n' = n + (n + N_d) \left[ 1 - \frac{(n + N_d)}{N_d} \right] \).

The distance \( d \) may be taken to be on the order of the lattice parameter, or in the case of (211)B HgCdTe a value between 6.45-10 Å may be used. After appropriate distribution averaging, an expression for the mobility has been determined to be [191]:

\[ \mu_{\text{distlocations}} = \frac{30\sqrt{2\pi} e^2 d^2 (k_B T)^{3/2}}{N_{\text{dist}} q^2 f^2 \lambda_D \sqrt{m_e}} \] (2.54)

where \( N_{\text{dist}} \) is the dislocation density perpendicular to electron motion (may be taken as conventional EPD). The functional dependence follows a \( \mu \sim T^{3/2} \) behavior.

For HgCdTe material, dislocation etching is common practice, making \( N_{\text{dist}} \) readily determined. The radius of the space charge region using typical HgCdTe doping is < 1µm, meaning nearest dislocation lines are not expected to overlap for EPD values less than \( 10^6 \) cm\(^{-2} \). As dislocation etching is common practice, the remaining unknown parameter is the occupation rate \( f \), which has previously been taken as \( f = 0.05 \) for LW HgCdTe [192], unity in InAsSb [189], and \( \sim 0.4-0.6 \) for GaN [193]. For this work, we model a shallow acceptor trap with energy \( E_t = 5 \) meV and employ the minimization of free energy approach given by Weimann [193]. For \( N_d = 2 \times 10^{15} \) cm\(^3\) and \( N_{\text{dist}} = 10^6 \) cm\(^{-2} \), occupation fractions of \( f(\text{LW}) = 0.101 \), \( f(\text{MW}) = 0.171 \), and \( f(\text{SW}) = 0.282 \) are obtained. The temperature dependence of \( f \) is seen to be weak, in agreement with previous findings.

2.2.1.6 Strain field scattering
It is ultimately the piezoelectric coupling coefficient $e_{14}$ which will dictate the importance of this mechanism. CdTe has a reported value of $e_{14} \approx 0.034 \text{ C/m}^2$ [194], while LW HgCdTe has been measured using a cantilever beam technique to be $0.0136 \text{ C/m}^2$ [195]. As expected, the piezoelectric constant decreases with x-value as the material becomes less polar.

Scattering occurs in two forms. First, the partially ionic bonds in HgCdTe produce polarization associated with acoustic phonons. Carriers then interact with the dipole field produced, known as piezoelectric scattering. Alternatively, point defects producing localized lattice strain in zinc-blende semiconductor materials may scatter carriers due to piezoelectric potential fields, which will be referred to as strain scattering. The orientation and size of strain centers will play a heavy role in determining the overall strength of this scattering.

In this work we will only consider strain scattering, as piezoelectric scattering has been shown to be negligible in HgCdTe [52], largely due to the small coupling constant. Since point defects come in many forms, the expressions of Fedders [196] will be used for HgCdTe with excessive defects. The dependence is of the form $\mu \sim T^{1/2} \left[ m_e^{3/2} e_{14}^2 N_s \beta \right]^{-1}$ where $N_s$ is the density of point defects and $\beta$ is associated with the scattering strength of those strain centers. The product $N_s \beta$ can be taken as a fitting parameter.

There is, however, very little information concerning static strain fields in HgCdTe, but electronic properties of III-V materials have been influenced by this scattering. Overall, strain scattering is expected to be a minor mobility correction for HgCdTe samples in this work.

2.2.2 HgCdTe hole scattering

The scattering mechanisms of the heavy and light holes in HgCdTe will be outlined in this section. There is considerably less work in the literature on the subject. Expressions for alloy disorder, static strain, and polar-optical scattering follow from the preceding section on electron scattering rates.
with the appropriate effective mass and crystal potential fluctuation \((\Delta E_v)\) corrections.

Band-structure calculations of \(\Delta E_v\) predict values < 0.1 eV [184], but theoretical mobilities were much higher than those measured [197]. Improved agreement with experiment [198] was achieved after incorporating the natural valence-band offset between HgTe and CdTe [199] with \(\Delta E_v = 0.3-0.35\) eV and including static strain scattering to account for the temperature dependence of mobility [64, 197]. It remains unclear if the discrepancy between theory and experiment can be attributed to the calculation of \(\Delta E_v\), or \(m_{\text{hh}}\).

Ionized impurity scattering is generally dominant in heavy holes, except for at high temperatures where polar-optical scattering may become important. The light hole is largely determined by acoustic phonon scattering but also experiences scattering contributions from ionized impurities, strain, and polar-optical phonons.

2.2.2.1 Ionized impurity scattering

Ionized impurity scattering of majority carrier holes follows the same screened Coulomb potential outlined above. For a doubly-ionized acceptor in HgCdTe, the Debye screening length takes the form:

\[
\frac{1}{\lambda_D^2} = \frac{q^2}{\varepsilon_s \varepsilon_0 k_B T} p + n - N_{a(-)} + \frac{(N_{a(-)+2N_{a(-)}})(N_{a(-)+2N_{a0})}{N_{a}}
\]

where \(N_a = N_{a(-)} + N_{a(-)} + N_{a0}\) is the total concentration with \(N_{a(-)}, N_{a(-)}, N_{a0}\) being the singly ionized, doubly ionized, and neutral states, respectively. The effective concentration of impurities follows is then given as:

\[
N_{\text{eff}} = \sum_j Z_j^2 N_j
\]
which simplifies when only singly ionized acceptors are present but can also be used to treat the more general case of both single (Z = 1) and doubly ionized (Z = 2) states. The Fermi energy is calculated after Yadava [64], in which the doubly ionized vacancy acceptor model is solved using fourth order polynomial expressions described in Appendix A therein. The model can be simplified to accommodate a monovalent acceptor state with characteristic ionization energy, as is the case for As-doped HgCdTe. The mobility expression for ionized impurity scattering is given by Yadava [64] as:

\[ \mu_{II,h} = \frac{256}{9} \sqrt{\frac{2}{\pi}} \cdot \frac{\epsilon^2 \bar{\varepsilon}^2 (k_B T)^{3/2}}{m_{hh}/m_o \cdot N_{eff}} \cdot \int_0^{\infty} \frac{y^2 e^{-y}}{F_{hh}^{\text{intra}} + b F_{hh}^{\text{inter}}} dy \]  

(2.57)

\[ F_{hh}^{\text{intra}} = (2 + Y) \ln \left( \frac{Y}{4 + Y} \right) + \frac{32}{3Y(4 + Y)} + 4 \]

\[ F_{hh}^{\text{inter}} = \frac{1 + Y + b^2}{b} \ln \left( \frac{Y + (1 + b)^2}{Y + (1 - b)^2} \right) - 4 \]

where \( F_{hh}^{\text{intra,inter}} \) refer to intra- and inter-valence scattering rates, respectively, and \( y = \epsilon/k_B T \), and \( b = \sqrt{m_{th}/m_{hh}} \).

2.2.2.2 Acoustic phonon scattering

After considering intra- and intervalence transitions [200], the mobility of the light hole due to acoustic phonon scattering is readily written as:

\[ \mu_{AC} = \frac{4q}{3m_o \sqrt{\pi}} \cdot \frac{\rho \bar{s}}{E_{AC}^{\frac{3}{2}} \left( m_{hh}/m_o \right)^{5/2}(1 + b^4)} \]  

(2.58)

where \( b = (m_{hh}/m_{th})^{1/2} \) in this expression, \( \rho \) is the mass density, \( \bar{s} \) is the average velocity of sound in the material, and \( E_{AC} \) is the acoustic deformation potential, which may be quite different than the deformation...
potential for the heavy hole and is roughly \( \sim 13 \) eV.

2.2.3 III-V superlattices – interface roughness scattering

Small fluctuations in the uniformity of layer widths vary the associated electronic energy levels of a SL structure. Roughness on the order of only a monolayer can lead to appreciably strong scattering, making interface roughness scattering (IRS) the primary mechanism limiting mobility in SL structures for IR detection at typical operating temperatures [162].

For the case of electrons confined within a thin (\(<100 \) Å) quantum well with infinite barrier height, the in-plane mobility depends critically on the well width, \( a \), as \( \mu \sim a^6 \) [158]. The classic \( \mu \sim a^6 \) dependence is successfully recovered in wide-gap systems such as GaAs/Al\(_{x}\)Ga\(_{1-x}\)As [160] and has also been observed in HgTe-CdTe [159] and InAs-AlSb [201] systems containing sufficiently thick barriers.

However, the classic \( a^6 \) dependence is not always experimentally observed. As Meyer [159] points out, modifications are required when modeling narrow-gap heterostructures due to strong interactions between bands. This is specifically true in SLs designed for IR application in which thin wells and thin barriers are often present, making IRS sensitive to variations in both, but also via introducing the possibility of electron wave function penetration across barriers. This penetration, or leakage, is believed to be the cause of less rapid dependences on well width observed in InAs/Ga\(_{0.1-x}\)In\(_x\)Sb (\( \mu \sim a^{2.4} \)) [162], GaAs-Al\(_{x}\)Ga\(_{1-x}\)As (\( \mu \sim a^{3.4} \)) [202], and AlAs/GaAs (\( \mu \sim a^{4.7-4.8} \)) [203]. It is not entirely clear if leakage is solely responsible for the decreased dependence or if it is rather a combination of effects, such as substrate choice, absorber doping, strain, alloy scattering in the barrier, and other possible complications.

Still, the assertion that IRS dominates low temperature mobility in SL structures is undisputed. In fact, a recent study of InAs/GaSb in-plane mobility concluded that MW and LW structures were not only limited by IRS, but that the mobility dependence on InAs well width followed the classic \( \mu \sim a^6 \) behavior [163]. It appears that the quantitative dependence on well width should be considered on a case by case basis, but IRS will ultimately determine the in-plane mobility of SL structures in this work.
The relationship between horizontal ($\mu_H$) and vertical ($\mu_L$) mobilities in InAs/GaSb have been modeled [164, 167] and determined experimentally [165, 166, 204]. The results indicate significant anisotropy, with electron horizontal/vertical mobility ratios typically ranging from ~ 2-5 depending on material properties.

Changes in the confinement energy are characterized by a lateral correlation length, $\Lambda$, and by the height of roughness fluctuations, $\Delta$. Finally, the general mobility expression is written as:

$$\mu_{IRS}^{-1} \sim g(\Lambda, A)\Delta^2\Lambda^2 \left(\frac{\partial E}{\partial a}\right)^2$$

(2.59)

where $A$ is the SL period width, $a$ is the well width, $g$ is a function incorporating screening effects and relating electron wavelength and correlation length, and $E$ is the electron energy.

2.3 Hall and Mobility Spectrum analysis

Hall measurements are routinely used to determine resistivity, carrier concentration, and mobility in semiconductor materials. The characterization is widely used in the field to monitor growth quality and determine conductivity type. In fact, in a 1993 MCT industrial survey, Hall effect measurements were deemed to be the second most important and third most frequently used measurement out of 72 techniques under consideration [205].

The Hall effect, discovered in 1879 by Edwin Hall [206], is a direct result of the Lorentz force, given by:

$$F = q(\vec{E} + \vec{v} \times \vec{B})$$

(2.60)

in which charge carriers experience a force when moving in the presence of a perpendicular component in
magnetic field. Subsequently, in an appropriate Hall measurement, charge carriers of differing signs within a conductor will accumulate on opposite sides of the material, giving rise to a voltage difference known as the Hall voltage. The Hall coefficient, $R_H$, is then defined as the ratio of electric field across the sample to the perpendicular current density magnetic field product. In the typical experimental setup this can be written as:

$$R_H = \frac{E_y}{J_x B_z} \quad (2.61)$$

In 1948, van der Pauw derived expressions for the resistivity, mobility, and carrier concentration utilizing four contacts on an arbitrarily shaped thin electrical conductor [207]. The derivations required sufficiently uniform thickness across the sample, and the absence of any non-conductive regions. Contacts were to be placed on the perimeter and made as small as possible, as non-infinitiesimal contact size is a major proponent in the introduction of measurement error. The resistivity can then be written as:

$$\rho = f \cdot \frac{\pi t}{\ln(2)} \cdot \frac{R_{12,34} + R_{3,14}}{2} \quad (2.62)$$

where the notation $R_{AB,CD}$ indicates current measured between contacts A and B and voltage measured across contacts C and D. The form factor $f$, is a function of the resistance ratios using different contact configurations. The form factor is determined by a transcendental equation, and depends on sample uniformity and symmetry. Form factor values range from 0 - 1, with highest precision measurements obtained at $f = 1$. Carrier concentration and mobility can be determined from the following equations:

$$V_H = \frac{V_{1,3} + V_{2,3} + V_{24} + V_{42}}{8} \quad (2.63)$$
\[ n = \frac{IB}{qt|V_H|} \]
\[ R_H = \frac{1}{qn} \]
\[ \mu = \frac{|R_H|}{\rho} \]

where \( V_{AB} \) denotes the difference in Hall voltage across A and B measured under different polarity. The sign of \( R_H \) is then indicative of the conductivity type. If sample thickness is known, bulk concentration and resistivity values may be calculated, otherwise only sheet values will be obtained. To reduce error, all measurements are taken at positive and negative magnetic fields and current biases, as well as averaged between the two configurations. Agreement between measurements must be monitored to assure sample and processing are sufficiently homogenous.

2.3.1 Mobility spectrum analysis

Single-field measurement using the van der Pauw technique is adequate when a single carrier dominates conduction within a sample. In this case, a single carrier species with a particular mobility and concentration may be resolved at any non-zero magnetic field, as the quantities will be field-independent. In practice, this simplified approach is rarely adequate, and care must be taken if interpretation from a single magnetic field is utilized. Mobility and carrier concentration much more commonly exhibit magnetic field dependence, indicating the presence of more than a single carrier species. Therefore, a more robust analysis becomes necessary to extract the appropriate parameters in the presence of mixed conduction.

Mixed conduction effects have long been discussed in the literature. Anomalous Hall effects, surface conduction, interface contributions, and parallel conduction are amongst the topics receiving attention over the years. A number of layer models have been introduced to better analyze experimental
data in the presence of multiple carriers [208, 209], but typically only address a number of complicating factors, thus limiting their scope.

A much more robust and elegant approach was introduced by Beck and Anderson [210] to indiscriminately analyze magnetic field-dependent Hall data using expressions that relate $\rho$ and $R_H$ to the longitudinal and transverse elements of the conductivity tensor $\sigma_{xx}$ and $\sigma_{xy}$. For a Hall sample the relation is given as:

$$R_H(B) = \frac{\sigma_{xy}/B}{\sigma_{xx}^2 + \sigma_{xy}^2}$$

$$\rho(B) = \frac{\sigma_{xx}}{\sigma_{xx}^2 + \sigma_{xy}^2}$$

The technique harnesses the magnetic field dependence of the conductivity tensor elements, writing them as an integral over a continuous conductivity density functions $\sigma_x(\mu)$ and $\sigma_y(\mu)$:

$$\sigma_{xx}(B) = \int_0^\infty \frac{S_p(\mu) + S_n(\mu)}{1 + (\mu B)^2} \cdot d\mu$$

$$\sigma_{xy}(B) = \int_0^\infty \frac{(S_p(\mu) - S_n(\mu)) \cdot (\mu B)}{1 + (\mu B)^2} \cdot d\mu$$

where $S_n(\mu) = qn(\mu)\mu$ and $S_p(\mu) = qp(\mu)\mu$ are the conductivity density functions for electrons and holes, respectively, and contain the concentration density functions $n(\mu)$ and $p(\mu)$. Experimental measurements do not uniquely define $S_{n,p}(\mu)$, but rather a unique envelope (or upper-bound) containing only physical sets of solutions can be obtained.

Changes to the initial model proposed by Beck and Anderson were made by introduction of a discrete grid of mobility points [211]. In this approach the tensor elements are written as:

$$\sigma_{xx}(B_j) = \sum_{l=1}^m \frac{S_p(\mu_l) + S_n(\mu_l)}{1 + (\mu B_j)^2} \cdot \Delta\mu_l$$
\[ \sigma_{xy}(B_j) = \sum_{i=1}^{m} \left[ S_p(\mu_i) - S_n(\mu_i) \right] \cdot \frac{\mu_i B_j}{1 + (\mu_i B_j)^2} \cdot \Delta \mu_i \]

For this approach, the envelope function acts as a trial function and solutions are obtained using the Jacobi iterative procedure in order to find the spectra with the best fit to experimental data at all magnetic field points. A number of refinements, such as the introduction of pseudo-data through splining, the separate alteration of electron and hole spectra, and the minimization of error with regards to the derivative of the conductivity tensor, have been made in order to eliminate unphysical erroneous artifacts and ultimately boost resolution [212-214].

The fitting of experimentally determined \( \sigma_{xx} \) and \( \sigma_{xy} \) in this model allows the treatment of multiple bands in addition to non-parabolic effects. A notable feature of this approach which makes it favorable over preceding models is that no assumptions about the type or number of carriers are required. The experimental data is first converted into the appropriate input format and analyzed accordingly. Distinct carriers readily manifest as conductivity peaks when plotting conductivity as a function of mobility, making the method of carrier identification intuitively straight-forward. Such a technique is commonly referred to as mobility spectrum analysis (MSA).

In essence, the accuracy of the model depends on measurement limitations, which include measurement error and maximum magnetic-field strength, but also on the sophistication of the fitting algorithm. The mobility spectrum analysis technique has found application in a multitude of research fields due to its flexibility and potential to extract information from a wide variety of structures.
3. Experimental

This chapter will describe the primary equipment and experimental procedures most pertinent to this work. A large focus will be placed on variable-field Hall measurement, including sample preparation specifics. Additional characterization techniques will be outlined and procedural information given.

3.1 Hall measurement

3.1.1 Systems

Hall measurements are taken on one of three systems: a commercial MMR technologies system, Ecopia HMS-3000, or Lakeshore 9509 HMS. The MMR system has a constant field of 0.34 T and is capable of temperature control between 77 K and room temperatures. Alternatively, the Ecopia HMS-3000 has a permanent magnet of fixed strength 0.55 T but measurements are only taken at either 77 K or room temperature. The Ecopia and MMR systems are used primarily for their speed and ease of operation, often as a means of verification or quality control while more detailed measurements are taken on the Lakeshore 9509 HMS, which is shown in Figure 8.
Figure 8: Lakeshore 9509 HMS.

The only system with variable-field capability is the Lakeshore 9509 HMS. The system dewar hosts a custom superconducting solenoid magnet provided by American Magnetics, Inc. The magnet consists of fine niobium-titanium and niobium-tin filaments wound tightly around its core and embedded in a copper matrix. Protective over-wrapping plus a combination of electrical insulation and epoxy ensure the windings are stable and protected. The solenoid is immersed in liquid helium during operation with sample insert module placed along its central axis.

The field strength has a rated field ranging from 0 to 9 T, and is controlled via a Lakeshore 620 magnetic power supply (MPS) using the calibrated field/current ratio of 2029.3 Gauss/Amp. Magnetic field is ramped using a predetermined charging voltage to reduce the risk of stress or other malfunctions, taking roughly 10 minutes to ramp all the way up to 9 T. A calibrated field strength measurement along the central axis is shown in Figure 9, revealing a +/- 0.1 % homogeneity over 6 cm. Protective diode caps on the magnet circuit act to reduce the risk of damage associated with magnet quenching. Additional precautions are programmed into the MPS to more safely drain the magnet in the event of a quench. The MPS is run through an APC Smart-UPS 3000 XL to protect the magnet from surges or sudden power
Figure 9: Magnetic field plot of superconducting solenoid magnet used in Lakeshore 9509 HMS. Measurement shows +/- 0.1 % homogeneity across 6 cm on central axis.

The sample insert module is shown in Figure 10, and supports a maximum sample size of ~13 x 15 mm. Samples are mounted on a non-conductive sapphire plate using Apiezon N Cryogenic high vacuum grease. With 6 contact posts, measurements can be made using either the Hall bar or van der Pauw configuration. The 6 posts lead to triaxial connectors which run to a Keithley 7001 switch matrix. The custom electrical setup consists of two 6514 Keithley electrometers, one 6485 Keithley picoammeter, one Keithley 220 programmable current source, and one 2182 Keithley nanovoltmeter. An IEEE-488 bus connects all electrical equipment to an external computer for automated control.

Figure 10: Sample mounting for 9509 HMS.
The system dewar contains a 40 L belly to reservoir liquid helium during measurements. The liquid helium level is monitored using a Lakeshore 241 which has a superconducting sensing element. Pre-cooling with liquid nitrogen greatly reduces the amount of liquid helium needed in order to fill the system.

A needle-valve between the helium reservoir and sample space regulates a small amount of gas flow from helium blow-off. The sample space is pumped through a solenoid valve assembly attached to an Agilent Technologies DS-402 rotary vane pump. The sample temperature range is as low as 2 K and as high as 400 K and controlled using the Lakeshore 340 temperature controller. The controller balances the regulated helium gas flow with two sensor readings that couple to resistive heating elements. The two sensor and resistor combinations are located on the backside of the sapphire mounting plate and right below a temperature block located midway along the sample insert stem. Temperature control in the system is very precise but long settle times are typically required to ensure equilibrium has been reached.

3.1.2 Considerations (uniformity, geometry, contacts)

The information you extract using MSA can be viewed as an alternative expression of experimentally obtained data, implying that the integrity of extracted parameters depends directly on measurement quality. Therefore, all efforts should be focused on eliminating or reducing errors to maximize resolution. For van der Pauw test structures, the primary sources of error have been shown to be non-ideal contacts and sample non-uniformity [207, 215, 216].

The van der Pauw technique requires four sufficiently small ohmic contacts to be placed on the perimeter of the test structure. Linear IV characteristics are used to verify contacts are ohmic and systematic offsets in voltmeter and current meters readings are eliminated using current reversal. Oftentimes, the most unwanted source of measurement error is a misalignment voltage, or non-zero Hall voltage at zero magnetic field. This, too, can be eliminated by taking measurements utilizing two Hall
configurations and current reversal. In fact, implementing current reversal, field reversal, and both Hall configurations removes many intrinsic sources of error, such as thermoelectric voltage effects, Ettingshausen effect voltages, and Nerst effect voltages, and are therefore utilized for all measurements in this work.

Contact quality is not the only concern, as contact size and placement can also have a large impact on measurement quality. As van der Pauw showed, the impact of non-infinitesimal contacts can be alleviated with sample patterning [207]. Even a simple square geometry with corner contacts can greatly reduce the impact of contact placement and size [215, 216]. The exact sample geometry is user chosen, with many variations implemented over the years.

Unfortunately, patterning has the potential to enhance the impact of sample non-uniformities. This is largely due to the fact that sample patterning reduces the physical area under test. Depending on geometry and location, fluctuations in resistivity and thickness may be over or under represented when averaging across a test structure. Since measurement will be skewed towards regions experiencing higher electric field, any fluctuations in those regions can have a considerable impact on measurement integrity. Most structures are designed to reduce contact effects by focusing on a smaller, centralized test area, and in the process eliminate deleterious contact effects. To highlight the effects of sample patterning, Figure 11 shows simulated voltage contour lines and current density of a patterned structure. As can be clearly seen, patterning reduces the sample area under test considerably while substantially increasing current density in some regions. Non-uniformity in these areas must be handled with care, and low biases must be chosen to avoid Joule heating in regions of high current. If sample resistivity is known, current is often chosen so power dissipation is ~1mW or less.
Figure 11: Voltage (a) and current density (b) of patterned test structure (Greek cross), simulated using finite difference method to solve Poisson’s equation across grid. Voltage at terminal A is 1 V and terminal B is 0 V. Contour line spacing in (a) is 50 mV. [217]

3.1.3 Sample test

To better understand the impact of contacts, geometry, and non-uniformities, a series of LPE p-on-n MW HgCdTe samples were fabricated to investigate sample preparation. LPE samples were chosen since the high lateral growth uniformity best matches the assumptions of the van der Pauw method. The p-type layer better replicates future experiments that will undoubtedly contain p-type layers, traditionally more difficult when it comes to ohmic contact formation. In initial testing, combinations of Ag, Pt, Ti, In and Au were deposited on p-type single-layers to assess contact quality. It was found that Au was the most suitable, and that In worked quite well if the layer was sufficiently doped. Figure 12 shows the ohmic IV characteristics of In contacts on a ~10¹⁷ cm⁻³ As p-type HgCdTe sample at 80 K.
Figure 12: IV characteristics of In contacts on $p$-type HgCdTe single layer showing ohmic behavior at 80 K.

The test structures investigated are shown in Figure 13. Initial testing showed inconsistent patterning results for all structures except the square and Greek cross structures, possibly related to processing error. Since reproducible results were obtained for square and Greek cross structures (structures 1 and 2 counting from left to right in Figure 13), we will continue with these geometries.

The Greek cross initially emerged as feasible in terms of processing and effective in terms of error reduction. The critical dimensions of the Greek cross, shown in Figure 14, are the arm length, $A$, and the arm width, $S$, with error being proportional to the ratio $A/S$. Numerical calculations show that the normalized sheet resistance error, $E$, for a Greek cross structure is given as [218]:

\[ E = \frac{a + bx}{R([\Omega]) = 628.93 \quad T = 89.023 \text{ K}} \]
Figure 14: Greek cross structure with critical dimensions of arm length, A, and arm width, S.

\[ E = 1 - \frac{\rho_0}{\rho} = (0.59 \pm 0.006) \cdot \exp\left[-(6.23 \pm 0.02) \cdot \frac{A}{S}\right] \]  

(3.1)

where \( \rho_0 \) represents the actual resistivity. Equation 3.1 gives an error of approximately 0.1% for an A/S ratio of 1. It is generally recommended that A/S > 2, which is easily fabricated with modern processing techniques. Further calculations by de Mey [219] have shown that the associated error in mobility is given as:

\[ \frac{\Delta \mu}{\mu_0} \cong 1.045 \cdot \exp\left[-\pi \cdot \frac{A}{S}\right] \]  

(3.2)

To assess which geometry and contact methods perform best, we look at correction factor, \( f \), the Hall coefficient difference between two configurations, and the parameters extracted from MSA. The correction factor, \( f \), is a function of the ratio \( R = R_{12,34}/R_{23,41} \) and can be found by solving the following transcendental equation:

\[ \frac{R-1}{R+1} = f \ln(2) \cdot \cosh^{-1}\left\{ \frac{1}{2} \cdot \exp\left[\frac{\ln(2)}{f}\right]\right\} \]  

(3.3)
Plotted in Figure 15 is the correction factor, $f$, as a function of $R_{12,34}/R_{23,41}$. The correction factor is indicative of sample uniformity and geometrical symmetry. Best results are obtained when $R = 1$ and $f = 1$. Ideally, measurements should only be taken when $f > 0.9$.

![Figure 15](image_url)

**Figure 15:** Correction factor vs resistance ratio. Values of $f$ below 0.9 typically indicate a measurement error.

For a p-on-n structure, lateral contacts are preferred over top surface contacts so the equivalent circuit diagram contains fully connected layers in parallel, thus each layer is biased to the same degree [220]. This can be accomplished by scribing the sample or employing an over-the-side contact method. The challenge is finding a suitable technique for ohmic contacts on layers of both carrier type over a range of experimentally common x-values and doping concentrations.

As previously stated, we find that Au contacts are most reliably ohmic for $p$-type HgCdTe samples. A natural and ubiquitous choice for $n$-type HgCdTe is In, which can be soldered or wire-bonded. For highly doped $p$-type samples, In was found to be suitable for ohmic contacts. This makes In a particularly enticing option if ohmic contacts can be routinely formed on both $n$-type and $p$-type layers of the p-on-n structure. In this work, soldering temperatures are kept at a minimum to reduce in-diffusion or
material damage. Wire-bonding was performed on a K&S Model 4522 manual bonder with Leica S6 optical system attachment. Bonding settings are tailored for either HgCdTe or III-V material.

Four samples from the LPE MW HgCdTe p-on-n sample are prepared and summarized in Table II, with sample identifiers T1, T2, T3, and T4. Over-the-side contacts were accomplished on the square sample, T1, with electron beam deposition and can be seen in Figure 16. For this sample, T1, line of sight allowed for adequate sidewall coverage, followed by top-surface wire-bonding. The HAuCl₄ contacts of sample T2 are deposited in liquid droplet form, leaving a thin layer after evaporation. Cross structures T3 and T4 accomplished over-the-side contacts via soldering. All samples experienced identical post-growth arsenic activation (~ 9 minutes at 400 °C) and vacancy reduction (~ 24 hours at 233 °C) annealing under Hg overpressure. Brief etching in dilute 0.15% Br/MeOH solution was utilized to remove the native oxide layer prior to contact formation.

Cross structures T2, T3, and T4 have an A/S ratio of 1.375. Samples T2 and T3 were wet-etched using a 1% Br in HBr solution, giving an etch rate of roughly ~1,000 Å/s. Inductively coupled plasma (ICP) etching was performed on sample T4 using a Versaline Unaxis ICP system. The systems primary inductor is driven at 2 MHz while the RF-coupled DC source is held at 40.68 MHz, each operating on 300 W of input power. The argon to hydrogen ration was set at 16:1, with 8.0 sccm Ar and 0.5 sccm H₂, maintained at a process pressure of 0.4 mtorr. Total etch depth using the ICP system was ~18 µm of material, taking approximately 110 minutes to perform while at a constant temperature of -10° C. Dektak step-scanning was used to confirm that all patterns were etched entirely through the HgCdTe layer.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample Geometry</th>
<th>Contacts</th>
<th>Patterning etch</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Square</td>
<td>Au</td>
<td>n/a</td>
</tr>
<tr>
<td>T2</td>
<td>Cross</td>
<td>HAuCl₄</td>
<td>Wet(Br/HBr)</td>
</tr>
<tr>
<td>T3</td>
<td>Cross</td>
<td>In</td>
<td>Wet(Br/HBr)</td>
</tr>
</tbody>
</table>

Table II: Hall test sample properties.
According to Equation 2.66 ($\sigma_{xx}(B)$, $\sigma_{xy}(B)$), care should be taken when choosing the number and magnitude of magnetic field points. Too many magnetic field points can overcomplicate the fitting process while too few can forfeit valuable information when conductivity tensor elements are rapidly changing. For most practical applications, field points should be weighted towards lower magnetic fields when $\sigma_{xx}(B)$ and $\sigma_{xy}(B)$ are most dynamic. Therefore, we employ quasi-logarithmic B-field spacing with ~ 25 - 32 total field points ranging from ~ 200 - 90,000 gauss.

The correction factor results at 78 and 298 K obtained from all structures as a function of B-field can be seen in Figure 17. Correction factors are generally good ($f > 0.90$), with the only clear outlier being T1. The results indicate an advantage of the Greek cross structure over a simple square structure, as all three Greek cross structures are nearly unity throughout the test range.
Figure 17: Correction factor $f$ versus B-field for test samples. Measurements taken at 78 K (left figure) and 298 K (right figure).

Hall measurements were taken using both configurations to determine Hall coefficients, $R_{HA}$ and $R_{HB}$, for all samples. The percent difference between configurations for test samples at 78 K and 298 K are shown in Figure 18. Percent differences of 10% or less are considered normal, while higher differences may be deemed unreliable. It is evident once again that the square sample T1 displays the poorest results, suffering the largest discrepancies between configurations. Amongst the Greek cross structures, there is no clear preference, but it should be noted that low B-field measurements near room temperature show significant inconsistency and may be removed in further analysis. At low temperatures, cross structures utilizing In contacts appear more consistent as compared to Au-based contacts.
Figure 18: Percent difference of $R_H$ values using two Hall configurations plotted versus B-field for Hall test samples. Measurements taken at 78 K (left figure) and 298 K (right figure).

The results above indicate that from a measurement error perspective, sample patterning appears to be a worthwhile endeavor. However, we observe variability between patterning techniques. Uniformity disparity is highlighted in Figures 19 and 20, which show topographical scans of samples T2 and T4, respectively, using a Bruker DektakXT stylus profilometer. The detailed scans reveal inhomogeneities in sample T2 in the form of sloped sidewalls and a processing error located at an inner corner. Despite the large protrusion of sample T2, the correction factor remains near unity in testing, and the Hall coefficient is reasonably consistent. Although this particular non-uniformity is avoidable, it is reassuring that even an egregious error such as this does not entirely compromise the measurement. Furthermore, cross-sectional and top-down profiles of samples T2 and T4 are given in Figures 21 and 22, respectively. Again, the presence of significantly sloped sidewalls, trenching, and dishing, while not desirable, have not compromised the Hall results.
Figure 19: Spatial Dektak map of wet-etched Greek cross structure, sample T2

Figure 20: Spatial Dektak map of ICP etched Greek cross structure, sample T4.
The temperature evolution of MSA fitting for Greek cross structures T2, T3, and T4 are shown in Figures 23, 24, and 25, respectively. Each line represents the mobility spectrum at a different temperature, and are collectively shown with a constant arbitrary offset between them. This allows one to easily see how the mobility spectrum evolves with temperature. For each figure, the electron spectra is shown in red on the left while the hole spectra is shown in blue on the right.

Qualitatively, the spectra contain much of the same information: a dominant electron species
identified as the bulk carrier in the \textit{n}-type layer (e1), two lesser electron species (e2 and e3), one dominant hole species belonging to the \textit{p}-type layer (h2), and one minor hole peak (h1), most likely a light hole in the \textit{p}-type layer. The mobility spectra from T3 and T4 are quite consistent, but spectra from T2 is more distorted, especially at higher temperature. The dominant hole peak (h2) from sample T2 is quite pronounced, but it is harder to extract valuable information from the electron spectra. In addition, h1 is unrealistically high for a light hole carrier, suggesting a ghost peak. Ghost peaks are unwanted by-products of the MSA fitting algorithm, and generally related to measurement error or poor contacts. It is unclear if these results are due to the processing error or to the contact choice, or a combination of both.

Figure 23: Sample T2 temperature evolution of mobility Spectrum from 50 K to 293 K. Figure (a) for electron spectra and figure (b) for hole spectra.
Figure 24: Sample T3 temperature evolution of mobility Spectrum from 50 K to 293 K. Figure (a) for electron spectra and figure (b) for hole spectra.
In summary, initial testing has shown better consistency and resolution using patterned samples, particularly the Greek cross structure utilizing lateral In contacts. That said, we observe degraded mobility spectra in the presence of processing abnormalities, specifically the protruded corner in structure T2. The spectra from structures T3 and T4 indicate that structures may be processing using either wet or dry etching processes, as the results are comparable. Moving forward, we conclude that sample patterning will provide the best measurement results, as long as major preparation errors are avoided. It is not decisively evident if Au-based or In-based contacts are preferable, but due to ease of application and satisfactory results obtained thus far, we will proceed with the In-based contact method.

3.2 Supplementary

3.2.1 PCD
Minority carrier lifetime measurements using photoconductivity decay (PCD) method have long been performed on semiconductor materials [221, 36 and references therein]. Lifetime measurement techniques are typically divided into two categories depending on whether electrical contacts are required and a further two divisions if the measurement is done under transient or steady-state conditions. PCD is a contact method that monitors the conductivity change of a sample under optical excitation that produces an excess carrier population. The excitation may be pulsed or continuous. In this work, transient PCD method shall be performed using a pulsed laser source. The subsequent conductivity decay back to equilibrium is recorded and fitted to extract a minority carrier lifetime.

The basic setup of the PCD measurement begins with a laser source of known pulse width, energy per pulse, and rise/fall time which can be obtained by sampling the laser with a beamsplitter and reference detector. The remaining laser pulse impinges on the device under test (DUT) inside a custom designed Janis dewar pumped down to vacuum pressure via a Varian mini-task AG81 turbo and dry scroll ensemble. The dewar may be cooled using liquid nitrogen or liquid helium depending on temperature of interest. Temperature is monitored and controlled using a Lakeshore 331 temperature controller, allowing ample time for stabilization at each temperature point. A constant bias is held between two contacts placed at opposite sides of the sample along the perimeter. The circuit continues through a simple resistor-capacitor acting as a filter with time constant in excess of decay lifetime. After passing through an amplifier, the circuit connects to a Tetronix DPO 4104 oscilloscope. The oscilloscope is capable of performing 512 measurement averages internally. All electronic equipment is automated externally using LabView.

All lasers used in this work have pulse widths of approximately 100 ns with rise/fall times equal to 5 ns or less. The three quantum cascade lasers (QCL) used have characteristic wavelengths centered at 1.5 µm, 4.6 µm, and 8.3 µm, and are shown in Figure 26, and general characteristics listed in Table III. The repetition rate is chosen such that the sample returns to equilibrium between excitation pulses. Repetition rate may also be varied so as to determine the energy per pulse from a power (W) versus rate
(Hz) plot. Additional spatial characterization of beam profiles are carried out using a Spiricon Pyrocam III and knife-edge technique. A temporal profile for the 1.5 µm laser is shown in Figure 27, highlighting the offset between trigger and pulse.
Figure 26: From top to bottom, spectral characteristics of 1.5, 4.6 and 8.3 µm QCL lasers.

Figure 27: Temporal pulse profile for 1.5 µm QCL and InGaAs reference detector response. QCL trigger width is ~80 ns while InGaAs detector width is ~100 ns. InGaAs detector highlights offset between trigger end and pulse end.
When using the PCD method, it is paramount to determine the injected carrier concentration in order to ensure measurements are taken in the low-injection regime. Taking all windows and filters into account, the injection level can be determined if the absorption coefficient and sample thickness are known. Neutral density filters may be used in the event that carrier injection exceeds the sample doping level. As an example, a summary of calculations are presented in Table IV.

Table IV: Injected carrier concentration calculations for PCD measurement.

<table>
<thead>
<tr>
<th>Wavelength (µm)</th>
<th>Photons/pulse</th>
<th>ND filter</th>
<th>α (cm⁻¹)</th>
<th>Inj. Carrier Conc (cm⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>8.31 x 10⁹</td>
<td>none</td>
<td>15,000</td>
<td>6.13 x 10⁴</td>
</tr>
<tr>
<td>4.6</td>
<td>2.22 x 10¹²</td>
<td>2.0</td>
<td>7,000</td>
<td>9.59 x 10³</td>
</tr>
<tr>
<td>8.3</td>
<td>9.32 x 10¹¹</td>
<td>1.45</td>
<td>3,000</td>
<td>1.21 x 10⁴</td>
</tr>
</tbody>
</table>

All calculations assume a sample thickness of 5 µm and beam spot sizes from Table IV, although further spot size reduction is commonly performed. The absorption coefficient is taken to represent the worst-case scenario, i.e. strongest absorption and most likely to compromise the low injection regime condition. The calculations include transmission through a ZnSe window on the Janis dewar and reflection at the air-CdTe interface. Beam splitters are routinely used on 4.6 and 8.3 µm QCLs and reduce
the number of photons by half. Finally, each calculation includes the transmission loss from Spectrogon narrow bandpass filters using values provided by the manufacturer. As can be seen in the final column of Table IV, the injected carrier concentration is well under typical doping levels.

Further considerations for proper measurement quality involve contact linearity, carrier sweep-out, trapping, and surface recombination. A simple IV performed with an SMU quickly assures that only ohmic contacts will be used in this work. Best results are achieved using In contacts on HgCdTe samples and thin (~50 Å) degenerately doped contact pads on SL material, using either Si, Te, or Be.

Carrier sweep-out occurs when electron-hole pairs form a distance on the order of a diffusion/drift length away from a contact. Under these conditions, a fraction of carriers will statistically make their way to a contact. If carriers leave the sample from sweep-out, the extracted lifetime will be artificially lowered due to the prevention of bulk recombination. While diffusion length is fixed according to material parameters, the drift length is proportional to the applied voltage bias, and therefore excessive voltages should be avoided. A diffusion length may be approximated or determined, but will normally be much smaller than the distance between location of photoexcitation and contact. For best results, the distance between excitation and contact should be greater than four times the drift/diffusion length, whichever is larger. Repeating measurements at increased bias is a quick way to determine if sweep-out is occurring.

Lifetimes associated with surface recombination are typically much shorter than in the bulk. In strongly absorbing materials, this implies that a significant amount of recombination takes place near the surface. If too much signal is lost in this manner, it becomes increasingly difficult to extract the bulk lifetime due to excessive conductivity loss and double decay features. Therefore, surface passivation is routinely performed to reduce near-surface states. In the event of two decays corresponding to the surface and bulk, double exponential fitting may be used. Passivation of HgCdTe samples in this work are deposited using thermal evaporation of CdTe. An optimization study, summarized by Figure 28, showed best results after CdTe deposition, and showed significant issues after post-passivation annealing.
Figure 28: CdTe passivation testing on MW HgCdTe. Poor results are obtained on unpassivated and post-passivation annealed samples. Best results are obtained after CdTe passivation (no anneal), and slight improvement can be seen after 100 °C bake of unannealed CdTe.

Lastly, carrier trapping can greatly alter PCD lifetime values due to persistent photoconductivity. Accurate lifetime using PCD cannot be measured in the presence of excessive trapping. If measured lifetimes greatly exceed theoretical expectations, it is a good indication that trapping is at play, and the measurement compromised.

3.2.2 SEM/EBIC

The scanning electron microscope (SEM) is a ubiquitous and indispensable tool in the field of materials science. SEM images of surface topography and composition are routinely obtained by raster scanned bombardment of the sample surface with a focused electron beam. One additional application of an SEM is the electron beam induced current (EBIC) method. The EBIC method boils down to three basic
steps: generation of electron-hole pairs via electron beam, segregation of carriers due to an internal electric field, and signal sensing in an external circuit.

The first step is simply a result of electron bombardment. The generation profile is roughly bulb-like and the penetration depth will depend on the accelerating voltage. There exists a trade-off between spatial resolution and penetration depth, as an increase in accelerating voltage results in larger lateral excitation as well. Once electron-hole pairs have been created, they diffuse randomly in the absence of an internal electric field. However, an internal electric field will result in charge collection and forms the basis of the imaging process. An internal field is typically supplied by a p-n junction.

As such, the EBIC method provides unique characterization of semiconductor materials, particularly for the case of diodes. The powerful technique has been used to accurately determine diffusion length, the location of p-n junctions, surface recombination velocity, and defect energy levels [69, 70, 222]. Additionally, top-down spatial mapping across a sample elucidate electrical inhomogeneities, giving unique insight into sample uniformity and junction defect effects.

All imaging is performed on a Hitachi S-4500 SEM equipped with Gatan MonoCL and SmartEBIC systems and controlled through a modern computer interface. The microscope allows for rapid transition between SEM imaging and EBIC imaging modes so comparison can be made. The SmartEBIC system also contains a Stanford Research Systems SR570 low-noise current preamplifier and may be operated at zero-bias, or small forward and reverse biases, but most images are taken at or near zero-bias. The system contains a cryogenic stage to lower sample temperature and improve image quality. The accelerating voltage for most EBIC images is between 5 - 20 keV, with preference towards lower voltages.

3.2.3 IV

Current-voltage (IV) measurements are performed as a function of sample temperature on photodiodes in this work. A cryogenic test dewar with 68-pin leadless chip carrier (LCC) holder allows a
various of diodes to be tested simultaneously. The dewar is pumped and cooled using liquid helium or nitrogen, and temperature controlled via Lakeshore 336 unit. Additionally, a standard SMU Keithley 236 and switch matrix are automated using LabView to collect IV data on all diodes at select temperature points.

3.2.4 Optical

Fourier transform infrared (FTIR) spectroscopy is used to estimate the thickness and compositional x-value of MCT layers. FTIR spectra are obtained with ease at room temperature in only a matter of minutes, making the measurement commonplace. A Michelson interferometer is used to determine transmission or reflection across the IR spectrum. In this approach, step scan is used to first determine the IR transmission spectra, followed by model fitting to extract the parameters of x-value and thickness.

In its simplest form, the separation of interference peaks relates to sample thickness, while the spectra cut-off relates to the sample composition. The optical model harnesses well established properties of MCT at room temperatures, such as the absorption coefficient and refractive index [13, 223]. An optical transfer matrix is first calculated for the system, which includes properties pertaining to the substrate choice and buffer layer. A non-linear model simultaneously fits experimental data to the parameters of interest. For layers grown on alternative substrates, an additional fitting parameter for the thickness of the CdTe buffer layer is added.

FTIR measurements are taken on a Thermo Nicolet Nexus 870 with IR globar source, potassium bromide beam splitter and pyroelectric DTGS detector. The system also has a fast MCT detector, multiple exit ports, external source port, and nitrogen purging capability. The spectral resolution is 0.125 cm\(^{-1}\) across a range of 400 - 12000 cm\(^{-1}\), but experimental resolution is typically on the order of 2 - 4 cm\(^{-1}\). Spectral scans are averaged by default, and may be increased for less strongly absorbing materials. FTIR measurements are used in conjunction with secondary-ion mass spectroscopy (SIMS) and SE to
better understand HgCdTe sample properties. The system is also used to conduct spectral measurements that determine the cut-off wavelength of HgCdTe and III-V materials as a function of temperature. To do so, the spectral response of the DUT must be normalized to the calibrated pyroelectric DTGS detector, which is particularly useful as its spectral response is flat. However, the normalization process is complicated somewhat by the limited bandwidth of the DTGS detector, which reduces response at lower wavelengths. Once corrected for frequency, normalization will then yield the appropriate spectral response.
4. MSA studies of HgCdTe

4.1 Introduction

This chapter is devoted to the HgCdTe material system. Two modern device architectures will be considered; ex-situ doped planar devices, and in-situ doped P+/n mesa devices. Growth and preparation details will be outlined and transport results reported. The goal of this section is to determine the utility of mobility spectrum analysis on an established material system to explore what can be determined and the limitations that exist. An emphasis will be placed upon effects of growth on different substrates. Supplementary characterization will be used for correlation purposes.

4.2 LW HgCdTe for planar devices

Experimental investigations begin with n-type LW HgCdTe, which is expected to have the highest electron mobility of all material in this work. From a MSA perspective, this is a great starting place as high mobility electrons should be more easily resolved due to the high field sensitivity of mobile carriers. It also allows us to explore conductivity contributions that might arise from the surface and substrate-interface regions. To do so, variable-field, variable-temperature measurements are performed on three LW n-type HgCdTe samples. Variable-temperature results will aid in carrier identification process and in extracting additional material information. Each sample will be MBE grown on a different substrate, namely CZT, Si, and GaAs, for comparison of fundamental transport properties.

4.2.1 Experimental

Direct HgCdTe growth on lattice-mismatched alternative substrates produces high threading dislocation densities (~10^6 - 10^8 cm^-2), severely degrading device performance. Therefore, it is common practice to growth a thick (~10 µm) CdTe buffer layer over the Si or GaAs substrate to reduce dislocation density via annihilation in the buffer. The CdTe layer ultimately acts as a template for HgCdTe growth
and must be of the highest quality possible. Successful epitaxial growth of CdTe on Si and GaAs substrates has been achieved despite the large lattice mismatch [224] and devices fabricated with MCT/CdTe/Si [225] and MCT/CdTe/GaAs [226] have been promising, generating a vast amount of interest in the community due to the production benefits.

The growth of single-crystalline CdTe epilayers requires the removal of native oxides, with procedure implemented tailored to substrate choice. For Si wafers, the tenacious native oxide can be overcome after light etching in an HF solution, producing a hydrogen passivated surface. After loading in UHV, the passivation is removed at much more modest temperatures (~550 °C) before epitaxial growth occurs, rather than the normally excessive temperatures (> 900 °C) required to remove the native oxide. The temperature reduction in oxide desorption also reduces outgassing from various MBE components, potentially reducing contamination issues.

GaAs wafers are purchased as epi-ready, meaning no chemical treatments are necessary before loading. Oxide desorption occurs thermally within a very similar temperature range (~550-600 °C) and is monitored in-situ using SE and RHEED. An As₄ over flux is maintained throughout the desorption process to reduce damage to the surface of the GaAs. The desorption process can readily be observed using SE or RHEED. Figure 29 shows the RHEED pattern of a clean GaAs surface shortly after oxide desorption while Figure 30 shows the discontinuities in SE derived overlayer thickness and the real peak of the dielectric function. The abrupt changes in the EMA model parameters signify successful oxide desorption.
Figure 29: RHEED pattern of GaAs substrate following oxide desorption.

Figure 30: SE derived overlayer thickness of GaAs during preparation shown alongside surface temperature (a) and the real part of the dielectric function at 3.98 eV (b). The abrupt change in thickness coincides with a rapid change in the real part of the dielectric function [227].

Alternatively, HgCdTe growth begins immediately on the lattice matched CZT substrate. Wafer preparation consists of light etching in a dilute (< 1%) Br/MeOH solution, after which the CZT surface is Te-rich. The advantages of having a Te-rich surface are twofold: the surface becomes less prone to rapid oxidation and the near-surface Te will desorb more easily, leaving a clean CZT surface. The first advantage lowers the probability of an unwanted oxide layer, while the second simplifies procedures
before epitaxy, as the Te-rich surface desorbs at lower temperatures than those at which HgCdTe growth takes place.

4.2.1.1 CdTe growth

The growth of the CdTe buffer layer itself requires optimization. An oft used figure of merit for crystal quality is x-ray diffraction (XRD) full-width at half-maximum (FWHM). The system used in this work is the Bede D1 XRD with sealed tube $K_{\alpha}$ source, utilizing a two-bounce Ge crystal to isolate the $K_{\alpha1}$ line.

Lattice imperfections such as curvature, defects, and dislocations, all act to broaden the FWHM, meaning the more narrow the diffracted beam the better the crystal quality is. While FWHM values of CZT substrates can be < 10 arcsec, values reported for CdTe on alternative substrates (Si/GaAs) are generally > 50 arcsec [228], but may be as low as ~30 arcsec [229]. The Dunn/Ayers model, which relates FWHM to dislocation density, is useful in explaining the broadening of the FWHM due to dislocations. Although the relative difference between FWHM values for HgCdTe grown on CZT versus alternative substrates seems small, it implies orders of magnitude differences in dislocation density. Experimental studies confirm that dislocations are the primary contributor to FWHM broadening for CdTe on alternative substrates [230].

One means of reducing dislocation values in CdTe and improving FWHM values is via in-situ thermal cyclic annealing [231]. A standard growth is initiated at ~320 °C and immediately slow ramped (< 1 °C s⁻¹) to 350 °C, with substrate temperature monitored by a noncontact thermocouple located near the substrate backside. The lower growth initiation temperature is required to ensure growth occurs in the (211) orientation, while growth at 350 °C is found to improve crystallinity. After a desired amount of buffer growth, typically in ~1 µm intervals, growth is suspended and the sample temperature is ramped at ~10 °C s⁻¹ to the desired cyclic annealing temperature. The annealing process take place under a Te₂ flux, as partial sublimation may occur. A dwell time of 5 minutes at an annealing temperature is determined to
minimize sublimation while simultaneously providing crystallinity benefits. Anneal temperatures ranging from \( \sim 490 \, ^\circ \text{C} \) to \( \sim 550 \, ^\circ \text{C} \) (thermocouple) were investigated, with comparisons made to a control receiving no annealing treatments. Typical buffer thickness was \( \sim 10 \, \mu\text{m} \). Annealing temperatures appeared to have the largest impact on surface morphology, with the \( \sim 550 \, ^\circ \text{C} \) annealed sample being the smoothest. Surface defects of samples not receiving an anneal were well in excess of \( 10^7 \, \text{cm}^{-2} \). Comparatively, samples experiencing cyclic annealing significantly improved to the point that an optical smooth surface was achieved using the \( 550 \, ^\circ \text{C} \) anneal cycle. Other annealed samples (490-530 \( ^\circ \text{C} \)) displayed levels in the mid-\( 10^6 \, \text{cm}^{-2} \) range, a marked improvement.

EPD and FWHM values were also seen to improve with cyclic annealing, with the most benefit coming from the \( 550 \, ^\circ \text{C} \). EPD of the control sample was in excess of \( 10^8 \, \text{cm}^{-2} \), while 490 \( ^\circ \text{C} \), 530 \( ^\circ \text{C} \), 550 \( ^\circ \text{C} \) annealed samples had values of \( 2 \times 10^7 \), \( 5 \times 10^6 \), and \( 4 \times 10^6 \, \text{cm}^{-2} \), respectively. FWHM values of \( \sim 60 \, \text{arcsecs} \) were obtained on annealed samples with excellent uniformity across the 3” wafer. Cyclic annealing improves surface morphology and crystallinity and will be implemented in this work.

4.2.1.2 MCT growth and sample preparation

The MBE grown samples were doped \textit{in-situ} \textit{n}-type using indium, and grown in the (211) B orientation. The (211) B orientation is preferred because it most effectively suppresses twin-formation and has superior Hg incorporation [232]. General sample properties are shown in Table V.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Substrate</th>
<th>Thickness [µm]</th>
<th>x-value (FTIR)</th>
<th>( N_d[\text{cm}^{-3}] )</th>
<th>Cap</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>GaAs</td>
<td>4.64</td>
<td>0.208</td>
<td>( \sim 3 \times 10^{15} )</td>
<td>No</td>
</tr>
<tr>
<td>S1</td>
<td>Si</td>
<td>9.82</td>
<td>0.233</td>
<td>( \sim 2 \times 10^{15} )</td>
<td>Yes</td>
</tr>
<tr>
<td>CZT1</td>
<td>CdZnTe</td>
<td>&gt; 10</td>
<td>0.220</td>
<td>( \sim 4 \times 10^{14} )</td>
<td>Yes</td>
</tr>
</tbody>
</table>

All samples experienced identical \textit{p}-type arsenic activation (\( \sim 9 \) minutes at 400\( ^\circ \text{C} \)) and vacancy reduction (\( \sim 24 \) hours at 233\( ^\circ \text{C} \)) annealing under an Hg overpressure to replicate processing procedures.
typical for advanced structures. Brief etching in dilute 0.15% Br/MeOH solution was utilized to remove
the native oxide layer prior to the formation of ohmic indium contacts. The contacts were made at the
corners of the square van der Pauw configuration, with side lengths of approximately 5 mm. Hall and
resistivity measurements were taken on the Lakeshore 9509 HMS at ~ 35 magnetic-field points ranging
from ~300 gauss to 9 T and subsequently analyzed using MSA. Measurements were taken across 8
different temperature points ranging from 50 K to 293 K.

Due to the self-diffusivities of constituent elements, MCT is expected to exhibit compositional
interdiffusion at elevated temperature such as those experienced during post-growth annealing. Major
changes in the spatial composition of epilayer material can have a dramatic impact on the mobility
distribution throughout the thin film. Figure 31 shows a comparison between SE derived compositional
x-value and that derived from SIMS on layer G1. The SE profile is indicative of the as-grown profile,
while SIMS was performed after annealing. Major changes within the substrate-interfacial region are
expected to manifest in the mobility spectrum results.
4.2.2 Results

4.2.2.1 MSA results

Mobility spectrum results for MCT/GaAs sample G1 at 50 K are shown in Figure 32, with three electron species labeled in decreasing order of mobility as E1 (~ 225,000 cm²V⁻¹s⁻¹), E2 (~ 66,000 cm²V⁻¹s⁻¹), and E3 (~ 16,000 cm²V⁻¹s⁻¹). The spectrum at 50 K has been used for identification of species since it is expected that distinct carrier mobility will differ more at low temperature, thus making resolution of peaks most reliable. Carrier freeze-out of electrons is not expected as In is known to be a shallow donor, so obtained carrier concentrations will reflect doping levels. An additional electron peak at a mobility of approximately 5,000 cm²V⁻¹s⁻¹ is seen in Figure 32, but is not conclusive due to the exceedingly low conductivity.
At 50 K, the conductivity in the MCT/GaAs sample is dominated by the E1 carrier, contributing ~ 92% of the total conductivity. E2 is the next most prominent at ~ 7%, with E3 showing the smallest contribution of ~ 1%. Carriers E2 and E3 are observed to make larger contributions at a temperature of 125 K, with contributions of ~ 14% and ~ 2% respectively. The high mobility and conductivity contribution of E1 suggest the carrier be identified as the bulk LW electron. The concentration of E1 was found to saturate to ~ 2.85 \times 10^{15} \text{ cm}^{-3} at low temperatures, matching the bulk extrinsic n-type In doping concentration of 2.83 \times 10^{15} \text{ cm}^{-3} obtained from SIMS measurement. Fitting of the temperature dependence of equilibrium electron carrier concentration incorporating the Hansen and Schmit intrinsic behavior (Equation 2.2) is shown in Figure 33. The derived carrier concentration and x-value are in agreement with parameters derived from FTIR (x = 0.208) and SIMS (N_d = 2.83 \times 10^{15} \text{ cm}^{-3}), further validating the identification of carrier E1 as the bulk electron.
Sheet concentration values were experimentally determined for each carrier peak. If a constant indium doping level is assumed throughout the sample, we may estimate the thickness associated with each specific carrier given the carrier does not originate from a 2D region. The assumption of a nominally constant doping level is supported by a flat In profile obtained from SIMS. Under this assumption the sheet concentration of carrier E2 corresponds to a region of ~ 0.9 μm thick while carrier E3 corresponds to a region ~ 0.5 μm thick. Upon reinvestigation of Figure 31, we can intuitively assign these carriers to the near-substrate interfacial region. Specifically, carrier E2 agrees well with a carrier originating within the lower transitional region (labelled as 1 μm thick). The x-value ranges from ~ 0.2 to ~ 0.6 with an average value of 0.32 within this region. The strong x-value mobility dependence in HgCdTe adequately explains the reduced mobility of carrier E2 as compared to carrier E1.

Carrier E3’s estimated thickness (~ 0.5 μm) agrees with that of the upper transitional region (x = 0.6-1.0 at a depth of 4.1-4.6 μm) and may originate there. However, as E3’s mobility and carrier concentration are in agreement with previous values on accumulation/inversion layers on HgCdTe [233, 234, 235], it is not clear if this carrier is solely due to conduction near the substrate-interface, or a rather
an amalgamation comprised of populations from both surface and substrate-interface regions.

The temperature evolution of the G1 mobility spectrum is shown in Figure 34, with each line representing a different temperature starting from the lowest temperature at the origin (50K). The results are linearly spaced so the temperature evolution is convenient to visualize. No scaling amongst spectra is performed. Due to the overwhelming conductivity of carrier E1, much of the spectra is dominated by this peak. At 50 K, carrier E2 is readily seen at ~65,000 cm²V⁻¹s⁻¹ and is observed to merge with carrier E1 for temperatures ≥ 200 K, producing a double peak. Carrier E3 is observable only at elevated temperature on this scale and is therefore marked for identification.

Figure 34: G1 mobility spectrum temperature evolution.

The temperature evolution of samples S1 and CZT1 are shown in Figure 35 (a) and (b), respectively. A similar carrier identification process on samples S1 and CZT1 also reveal three distinct
electron species, E1, E2, and E3, indicating that conduction within these layers is fundamentally similar despite changes in substrate. Peak merging of E1 and E2 is also seen in samples S1 and CZT1 for $T > 150$ K.

![Figure 35: Mobility spectrum temperature evolution from samples S1 (a) and CZT1 (b).](image)

To test if carrier E2 originates from higher x-value regions as speculated, sample CZT1 was etched in a Br/MeOH solution to effectively remove the cap layer and retested at 77 K. After etching, the percent conductivity of carrier E2 was found to drop from 11% to 9%, equating to a conductivity drop of 38%, the largest change in any resolved carrier. This finding suggests that the E2 peak contains carriers within the cap region. However, the peak is not eliminated after etching likely because E2 is a combination of higher x-value regions, namely the cap layer and the transitional region near the substrate-interface in the CZT1 layer.

Electron mobility and carrier concentration for all MBE grown $n$-type LW MCT samples are shown in Figure 36, with the left column depicting mobility and the right carrier concentration. Carrier E1 is expressed as a volume density, while carriers E2 and E3 are given as sheet concentrations as the exact
thickness of their respective regions are unknown. The mobility of carriers E1 roughly follow a classic $\mu_\alpha T^{-3/2}$ dependence associated with phonon scattering regime [209]. A similar temperature dependence is seen for carrier E2 in all samples, before the peak eventually merges with E1 above 150 K.

Figure 36: Resolved carrier mobility (left column) and carrier concentration (right column) of LW samples CZT1, G1, and S1. Carrier E1 (bulk), E2, and E3 are shown from top to bottom.
Carrier E3 displays the weakest temperature dependence, again suggesting a more 2D-like nature. However, below 150 K, there exists a slight temperature dependence in the mobility of E3, as well as an increasing discrepancy amongst samples. If the substrate-interface is in fact contributing to the E3 peak at 50 K, it is worth noting the superior mobility of samples CZT1 and G1 when compared to that of S1, a possible indication of material quality in that region.

An interesting feature that is ubiquitous in all three samples is a low mobility hole peak that emerges with increasing temperature, typically above 125 K. For an x-value of 0.22 and In doping level of $1 \times 10^{15}$ cm$^{-3}$, a minority carrier hole concentration of $6.4 \times 10^{14}$ cm$^{-3}$ is predicted at 150 K, which could realistically manifest in the mobility spectrum. Although the resolved carriers reported here possess very low conductivity, the mobility and carrier concentration match expected minority carrier hole parameters. Figure 37 shows the MSA peak values of low mobility hole carriers in all samples versus temperature with comparison to a modeled hole mobility using an x-value of 0.22, appearing in good agreement with predicted values. The low conductivities ( < 2% of overall conductivity) ultimately prevent definitive conclusions to be made due the potential introduction of artifacts from measurement error such as sample non-uniformities or non-ideal contacts, but the consistency amongst samples and the temperature behavior compared with theory are compelling.
Figure 37: Mobility versus temperature of low conductivity hole peak in LW samples.

Sample CZT1 presents a particularly enticing opportunity to characterize a minority carrier hole as a result of the low overall $n$-type doping (mid-$10^{14}$ cm$^{-3}$). The temperature dependence of the experimentally determined electron, hole, and calculated intrinsic $n_i = \sqrt{n \cdot p}$ concentrations for sample CZT1 are shown in Figure 38, with comparison to the Hansen and Schmitt equation. For an $x$-value of 0.22, fitting in the intrinsic region is quite accurate. As temperature drops, the overall conductivity contribution of the hole peak drops dramatically and agreement with theory worsens. Still, the correct temperature behavior is observed for 150 K and above. Although not conclusive, the hole peak at higher temperature appears to be physical.
Figure 38: Extracted bulk electron and possible minority carrier hole concentration from sample CZT1. The experimentally determined intrinsic carrier concentration (blue triangle) matches well with theory at high temperature.

Fitting of bulk electron $E_1$ mobility was done following the theoretical scattering mechanisms detailed in Section 2.2. The scattering mechanisms used include polar optical phonon (POP), dislocation, strain field, alloy disorder, ionized impurity, and neutral impurity scattering. The fitting results for samples CZT1, G1, and S1 are shown in Figures 39 - 41, respectively.
Figure 39: Experimental and theoretical mobility versus temperature of carrier E1 from MCT/CZT sample CZT1.
Figure 40: Experimental and theoretical mobility versus temperature of carrier E1 from MCT/CdTe/GaAs sample G1.
Figure 41: Experimental and theoretical mobility versus temperature of carrier E1 from MCT/CdTe/Si sample S1.

Satisfactory mobility fits were obtained for all samples, with fitting parameters closely matching supplemental measurements. Polar optical phonon scattering dominates for $T > 100$ K in all samples, as expected. Below 100 K, samples G1 and S1 were influenced largely by ionized impurity, POP, and dislocation scattering. Alternatively, sample CZT was dependent on a combination of POP and ionized impurity scattering below 100 K, consistent with previous results on LPE grown LW HgCdTe on CZT [198]. Overall, scattering from neutral impurities, static strain, and alloy disorder were not found to be limiting in LW material.

The occupation rate, $f$, obtained from the fitting of dislocation scattering agrees nicely with calculations in Section 2.2.1.5, which employ the minimization of free energy approach, and exhibits the proper $x$-value dependence, namely sample G1 has both the lowest occupation rate ($f = 0.07$) and $x$-value
(x = 0.208) of samples in this study. A value of f = 0.101 was obtained for sample S1, which is exactly the occupation rate predicted for a LW sample with a dislocation density of \( N_{\text{disl}} = 10^6 \text{ cm}^{-2} \) and \( N_d = 2 \times 10^{15} \text{ cm}^{-3} \). Despite the difference in x-value between samples S1 and CZT1, results here are consistent with previous observation of a rise in occupation rate with increasing carrier concentration [193], as the carrier concentration of S1 is substantially higher than that of CZT1. The mobility fitting of the bulk electron indicates the importance of dislocation density as both S1 and G1 experience a significant reduction in mobility at low temperature. Calculations at 77 K show that mobility is a factor of 1.3 - 1.5 lower with the inclusion of dislocation scattering for samples grown on alternative substrates.

A summary of sample parameters derived from MSA data is shown in Table VI.

<table>
<thead>
<tr>
<th>Sample</th>
<th>x-value (FTIR)</th>
<th>x-value (H&amp;S fit)</th>
<th>( \mu \alpha T ) ( \alpha T )</th>
<th>n(77K) ( \times 10^{15} \text{ cm}^{-3} )</th>
<th>EPD [measured]</th>
<th>EPD [fit] cm(^{-2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CZT1</td>
<td>0.220</td>
<td>0.217</td>
<td>2.1</td>
<td>1.0</td>
<td>0.5</td>
<td>2 \times 10^4</td>
</tr>
<tr>
<td>G1</td>
<td>0.208</td>
<td>0.204</td>
<td>1.9</td>
<td>1.0</td>
<td>2.8</td>
<td>1.3 \times 10^5</td>
</tr>
<tr>
<td>S1</td>
<td>0.233</td>
<td>0.228</td>
<td>1.6</td>
<td>1.1</td>
<td>2.0</td>
<td>9.7 \times 10^6</td>
</tr>
</tbody>
</table>

The MSA results have shown that dislocations act as effective scattering centers, reducing mobility at lower temperatures. The fitting of experimental data with relevant scattering mechanisms was determined to be an effective means of assessing the impact dislocations have on bulk electron mobility. To better understand the impact of dislocations on transport, PCD measurements were made to examine if SRH recombination centers associated with dislocations are present [236].

4.2.2.2 PCD and IV results

The temperature dependent minority carrier lifetime of sample G1 is shown in Figure 42, with Auger and radiative recombination representing the intrinsic lifetime. When combined, the expected
lifetime at 77 K is 163 ns, substantially higher than the measured lifetime of 30 ns. In order to properly model the lifetime an SRH component is included and is expected to decrease with increasing dislocation density [92]. The trap level is assumed to be mid-gap for simplicity. Using $\tau_{po} = 50 \text{ ns}$, a satisfactory fit to the experimental data is obtained.

Previous correlation between minority carrier lifetime and dislocations in LW MBE-grown HgCdTe have shown a reduction in lifetime at 77 K for EPD values greater than $10^6 \text{ cm}^{-2}$ [91]. The study suggests that for an EPD of $\sim 10^7 \text{ cm}^{-2}$, a factor of $\sim 7$ reduction in lifetime can be expected, which compares nicely with the factor $\sim 5$ reduction seen in G1. Another study measured the lifetime before and
after hydrogen passivation using an electron cyclotron resonance (ECR) plasma on samples with an EPD \( \sim 10^7 \) cm\(^{-2} \), finding that both low temperature mobility and lifetime were improved after passivation of dangling bonds [75]. In that study, the lifetime at 77 K was also observed to be a factor of \( \sim 5 \) lower for samples receiving no hydrogen passivation, supporting the notion that dislocations are responsible for the SRH lifetime in sample G1.

Comparatively, lifetimes of samples grown on CZT substrates at various doping levels are shown in Figure 43. Theoretical curves are obtained with the sole inclusion of Auger recombination, implying that \( \tau_{SRH} > \tau_{intrinsic} \), as all low temperature results fall within the predicted range.

![Figure 43: Lifetimes of samples grown on CZT substrates, indicating intrinsic recombination.](image)

Lifetime values are used to analyze IV curves on planar devices measured at 78 K. Junction formation is achieved via ion-implantation of arsenic to produce a heavily doped \( p \)-type region.
\((N_a \sim 10^{17} \text{cm}^{-3})\) such that the depletion region exists almost exclusively within the low doped \(n\)-type absorber region [237]. Lateral-diffusion current [238, 239] associated with the device architecture must be taken into account via the following equations:

\[
J_{\text{diff.3D}} = J_{\text{diff.1D}} \left(1 + G_r(x_j)\right) \quad (4.1)
\]

\[
G_r(x_j) = \left(\frac{2}{x_j}\right) \frac{K_1(x_j)}{K_0(x_j)}
\]

where \(x_j = \frac{L_h}{R_j}\) is the ratio between the hole diffusion length \(L_h\) and the junction radius \(R_j\), and \(K_i\) is the modified Bessel function of the \(i\)-th order. Figure 44 shows the theoretical and measured dark current of a 60 \(\mu\)m radius diode, assuming a hole diffusion length of 39 \(\mu\)m and a lifetime of 3.5 \(\mu\)s. Excellent agreement between measured and modelled dark current is achieved including only 3D diffusion and GR currents, with the primary contribution coming from diffusion. At 125 K, successful fitting is obtained for a diffusion length of \(L_h = 44 \mu\text{m}\). It is interesting to note that if we take the lifetime to be intrinsically limited (2.9 \(\mu\)s at 125K), this result corresponds to a minority carrier hole mobility of 620 \(\text{cm}^2\text{V}^{-1}\text{s}^{-1}\), which agrees reasonably well with the MSA resolved value of 787 \(\text{cm}^2\text{V}^{-1}\text{s}^{-1}\), which again supports the notion that the hole peak is physically relevant.
Figure 44: Sample CZT1 dark IV on a 60 μm radius planar diode. Model includes 3D diffusion and GR currents.

Comparative planar diodes on sample G1 displayed very different results and are almost entirely dominated by tunneling currents. Figure 45 shows the dark current of a 15 μm diode at 78 K. The tunneling current [239, 240] is a simplified two-parameter equation that makes no discrimination between B2B and TAT tunneling. The bias-dependence of dark current was not seen to match shunt or GR current. It should be noted that the extent of tunneling present in sample G1 far exceeds the B2B tunneling contribution predicted based on x-value and doping, suggesting the excesses tunneling current is extrinsic in nature.
Figure 45: Sample G1 dark IV on a 7.5 μm radius planar diode. Model includes diffusion and tunneling currents.

4.2.3 Summary

In this section we have determined the mobility spectrum of LW n-type HgCdTe grown by MBE. Transport properties were explored in regards to substrate choice, with results presented for growth on CZT, GaAs, and Si. It was shown that the layers possess similar fundamental carrier species regardless of substrate.

Experimental data was used to accurately quantify x-value, doping concentration, and dislocation density in the bulk. All results were in agreement with supplementary characterization data. Bulk electron mobility was limited by ionized impurity scattering at low temperature for growth on CZT, while dislocation scattering was seen to influence low temperature mobility for growth on GaAs and Si. Higher x-value regions, such as wider-gap caps or transitional regions near the substrate-interface, manifest as an
additional carrier peak at a characteristically lower mobility than that of the bulk electron. This carrier species was seen to merge with the bulk electron at elevated temperatures.

Low conductivity hole peaks were observed in all samples at elevated temperatures. Although not conclusive, the resolved carrier concentration and mobilities appear in agreement with theory of a minority carrier hole species. Fitting the lateral diffusion component of IV curves at 125 K also supported the MSA characterization of a minority hole, as seen in the mobility agreement between the two methodologies.

PCD measurements showed a correlation between dislocation scattering limited mobility and SRH-limited minority carrier lifetime, suggesting dislocations to be effective scattering and recombination centers. Intrinsically limited lifetimes were obtained for growth on CZT and were successfully used to fit dark current of planar devices. Alternatively, planar devices on alternative substrates displayed pronounced tunneling currents, which may correlate to dislocation induced mid-gap trap states.

4.3 P+/n heterojunction HgCdTe

4.3.1 Experimental

Experimental growth techniques and sample preparation follow those outlined in Section 4.2, with the largest exceptions being the method of $p$-type doping and Hall sample patterning. Previously, planar devices were doped ex-situ via ion implantation, whereas heterojunction (HJ) layers in this section are doped in-situ via an arsenic cracker cell. The Hall patterning is a reaction to the increased complexity of the samples under test. In order to improve results Greek cross structures (A/S ~ 3) are patterned for Hall measurement. Lateral contacts are made on all Hall samples to ensure conductive layers are connected in parallel.

The typical P+/n heterojunction consists of a lightly $n$-type doping absorber region and a wider-gap highly doping $p$-type cap, as can be seen in the compositional profile of Figure 46. The cap is grown
at higher x-value in order to reduce dark current contributions from this region, and highly doped to ensure the depletion region extends primarily into the $n$-type absorber. The four samples grown for this study possess MW ($x \sim 0.30$) absorbers and are grown on lattice-matched CZT, and lattice-mismatched CdTe/GaAs and CdTe/Si. Details and sample identifiers are given in Table VII.

Figure 46: Typical P+/n structure in this work. The post-growth SIMS and SE profiles are for the MW MCT/Si sample S2_MW.

Table VII: Sample information of P+/n MW HgCdTe layers.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Substrate</th>
<th>Growth</th>
<th>t [µm]</th>
<th>Cap t [µm]</th>
<th>x-value (SIMS)</th>
<th>Δx (cap)</th>
<th>$N_d$ [cm$^{-3}$] (SIMS)</th>
<th>EPD [cm$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2_MW</td>
<td>Si</td>
<td>MBE</td>
<td>8.0</td>
<td>1.8</td>
<td>0.310</td>
<td>0.061</td>
<td>3.0 x $10^{15}$</td>
<td>9.4 x $10^{6}$</td>
</tr>
<tr>
<td>G2_MW</td>
<td>GaAs</td>
<td>MBE</td>
<td>3.9</td>
<td>0.9</td>
<td>0.312</td>
<td>0.051</td>
<td>2.4 x $10^{15}$</td>
<td>1.9 x $10^{7}$</td>
</tr>
<tr>
<td>G3_MW</td>
<td>GaAs</td>
<td>MBE</td>
<td>4.3</td>
<td>1.1</td>
<td>0.301</td>
<td>0.048</td>
<td>2.3 x $10^{15}$</td>
<td>1.8 x $10^{7}$</td>
</tr>
<tr>
<td>CZT2_MW</td>
<td>CdZnTe</td>
<td>LPE</td>
<td>17.3</td>
<td>1.7</td>
<td>0.264</td>
<td>0.034</td>
<td>1.8 x $10^{15}$</td>
<td>n/a</td>
</tr>
</tbody>
</table>
4.3.2 Results

4.3.2.1 MCT/CdTe/Si

Figure 47 shows the mobility spectrum results from sample S2_MW, and contains the expected carriers; a light hole (H1), heavy hole (H2), bulk electron (E1), transitional region electron (E2), and interfacial electrons (E3/E4). The hole activation in the cap appears to be successful, with H2 corresponding to a concentration of ~ 1 x 10^{17} \text{cm}^{-3} at 95 K and displays temperature independent behavior. The mobility of H2 is inherently difficult to resolve as the carrier falls well below 1/B_{\text{max}} \sim 1,100 \text{cm}^{2}\text{V}^{-1}\text{s}^{-1}, meaning it is never fully quenched. Additionally, the overall conductivity contribution of H2 is low, ranging between 4-10 \%. The primary conductivity contribution comes from the combined E1 and E2 peak, which maintains a high contribution (~90 \%) throughout the entire temperature range.

Figure 47: Mobility spectrum temperature evolution of sample S2_MW. Figure (a) shows hole spectra, containing carrier H1 (light hole) and H2 (heavy hole), while Figure (b) shows electron spectra, containing carriers E1 (bulk), E2 (transitional), and E3/E4 (interface).
The mobility and concentration of all carriers resolved in sample S2_MW are shown in Figure 48. Peaks E1 and E2 are combined as they are so tightly spaced, and produce a carrier concentration of $3.5 \times 10^{15}$ cm$^{-3}$ after dividing by the absorber thickness. The thicknesses associated with carriers E3, E4, and H1 are not definitively known and are therefore shown as sheet concentration values that fall within a range of $10^{11} - 10^{12}$ cm$^2$.

Figure 48: Mobility (left) and carrier concentration (right) versus temperature of all carriers in sample S2_MW.

The mobility of the bulk hole, H2, does not appear to be reliably resolved using MSA. Instead we use the multi-carrier fitting (MCF) [56] procedure, whereby the conductivity tensor and Hall measurements are fitted using the Levenberg-Marquardt algorithm after a predetermined number of carriers is assumed. A comparison between the methods is shown in Figure 49, with the 77 K MCF hole mobility in better agreement with expected values and theoretical calculation shown here [55].
Upon analysis of the bulk electron mobility, it was found that satisfactory fits were only possible after averaging of peaks E1 and E2. The x-value used in fitting the mobility reflected a reduction in the compositional x-value versus that obtained from SIMS measurement, utilizing a value of 0.29 rather than \( \sim 0.31 \). A possible explanation of this result is a real drop in absorber Cd composition during activation/vacancy fill annealing, as SIMS was performed on as-grown material. An alternate interpretation would suggest the SIMS x-value to be unreliable, potentially a result of improper calibration. Regardless, FTIR fitting post-annealing supports the mobility derived x-value, returning an x-value of 0.2905, in excellent agreement with the mobility fitting result. Mobility versus temperature results are shown in Figure 50, predominantly limited by lattice scattering mechanisms except for a significant contribution from dislocation scattering at low temperature. The dislocation density closely matches the measured EPD value of \( 9.4 \times 10^6 \text{ cm}^{-2} \).

![Figure 49: Comparison of cap hole mobility from sample S2_MW using MCF and MSA.](image)
PCD measurements were performed after removing the \( p \)-type cap and depositing a polycrystalline-CdTe passivation layer. Low temperature results indicate intrinsically limited lifetime values, and are shown in Figure 51. Only a minor SRH-component was necessary in fitting the lifetime. The \( x \)-value and carrier concentration from mobility-fitting was seen to accurately predict lifetime in this sample. Due to a signal decrease at higher temperatures, lifetime values above 135 K could not be recorded.
An array of mesa detectors were fabricated from this material so that IV-characteristics could be determined. Contacts were made to the $p$-type cap layer using alloyed gold while contacts to the $n$-type base layer were made using In. A Nomarski image of mesa delineated diodes (pre-contact formation) is shown in Figure 52.
Figure 52: P-on-n mesa diodes fabricated from MCT/CdTe/Si sample S2_MW.

The x-value, $p$-type and $n$-type doping concentrations, and lifetimes from MSA/PCD measurements were used to fit IV curves of a 20 x 20 $\mu$m mesa diode, with results from 130 K and 150K shown in Figure 53. Consistent fits show the dominate contributions to dark current are via diffusion and tunneling. The SRH-component did not exert a major influence on either PCD lifetime or GR dark current. Forward-bias characteristics indicate mostly diffusion-limited behavior with only a slight GR-component. The mean density of electrical junction defects determined from EBIC measurement was $2.64 \times 10^4$ cm$^{-2}$, and may explain why reliable results were not obtained on larger diodes.
Figure 53: Fitted IV-curves of a 20 x 20 μm mesa diode fabricated from sample S2_MW.

The temperature dependent dark current at -50 meV indicates diffusion limited performance above 130 K with an estimated cut-off of 4.7 μm. Measurements below 130K were system limited. R_oA was measured to be 609 Ω cm\(^{-2}\) at 150K, in resonable agreement with a modelled value of 695 Ω cm\(^{-2}\). The presence of tunneling appears to correlate once again with a pronounced contribution from dislocation scattering in the mobility behavior.

4.3.2.2 MCT/GaAs/Si

Two nominally similar MW P+/n devices grown on CdTe/GaAs were investigated. These devices were grown with shorter absorbers (~ 3 μm) at doping concentrations of roughly 2 x 10\(^{15}\) cm\(^{-3}\). A basic overview of the In and Cd (x-value) profiles are shown in Figure 54. Targeted As-doping levels in the cap were low-mid-10\(^{17}\) cm\(^{-3}\).
Figure 54: SIMS profiles on samples G2_MW (solid line) and G3_MW (dashed line) for indium and x-value, from top to bottom, respectively.

Figure 55 shows the temperature evolution of sample G2_MW, with linearly spaced spectra to give a more general sense of the conductivity. It is immediately apparent that there is a surprising low amount of $p$-type conduction. After accounting for the cap thickness, the low-temperature hole concentration comes out to be $\sim 2 \times 10^{15}$ cm$^{-3}$, which is a significant reduction compared to the value of $\sim 1 \times 10^{17}$ cm$^{-3}$ in sample S2_MW. It is difficult to remedy the cause of the low hole conductivity. In the case of sample G2_MW, annealing took place in the exact same tube as S2_MW, which displayed proper activation behavior. Witness samples in the ampoule also showed no indication that annealing had gone awry, as post-annealing Hall results matched previous values.
Aside from the low p-type conduction, the mobility of the bulk hole carrier in sample G2_MW appears well-behaved. The mobility versus temperature of the cap hole is shown in Figure 56, with theoretical mobility from ionized impurity scattering. A doping level of $N_a = 2 \cdot 10^{15} \, \text{cm}^{-3}$ was successfully used in fitting the low temperature mobility. A slight deviation between theory and experiment is seen for $T > 150 \, \text{K}$ and interpreted as a contribution from polar optical scattering. The fact that the mobility is well-behaved suggests the overall incorporation of As in this layer is far below targeted values rather than insufficient activation during annealing. If insufficient activation was present, conduction in the cap would likely be compensated n-type. Furthermore, high levels of inactive As would distort the surrounding lattice, lowering mobility in the cap. Since neither are observed, it is safe to conclude that the cap was grown under improper conditions and that the true doping level is reflected in both the MSA obtained concentration and mobility fitting result.
Figure 56: Hole mobility from sample G2_MW with theoretically calculated mobility due to ionized impurity scattering.

The bulk electron mobility fitting of sample G2_MW is shown in Figure 57, and shows no signs of compensation. The low temperature mobility is largely limited by dislocation scattering, with an occupation rate of \( f = 0.12 \) and a density of \( 9 \times 10^6 \text{ cm}^{-2} \). As measured EPD values of \( 1.9 \times 10^7 \text{ cm}^{-2} \) differ somewhat from those used in mobility fitting, but this discrepancy may be explained by the fact that EPD was measured on the As-doped cap layer, which has been demonstrated to possess larger EPDs as compared to absorber layers for MBE growth on alternative substrates [241].
Attempts to fabricate diode devices from G2_MW were unsuccessful. This is believed to be related to the low effective doping concentration in the cap layer. The low As level implies any device fabricated could no longer be treated as a one-sided junction and could display excessive dark current. More practical difficulties arise from the process of making contacts to the cap, as ohmic contacts on low doped $p$-type material are historically problematic. To reiterate, the cause of the low doping is not thought to be related to improper activation during annealing. Additional samples in the ampoule showed proper activation and the mobility fitting of the hole carrier reflected low doping levels. Although the bulk transport properties in G2_MW are favorable, MSA successfully identified a low effective doping concentration in the cap, immediately rendering this sample as a poor device candidate.

The temperature evolution of sample G3_MW is shown in Figure 58. It is worth noting the
change in scale as compared to the spectra of G2_MW in Figure 55, as G3_MW is much more conductive overall. Although these layers are similar, the mobility spectrum results are in reality quite different. Due to the change in conductivity scale, the bulk hole in the cap layer is not readily visible in Figure 58. A more detailed analysis finds that the low temperature carrier concentration in the cap of sample G3_MW to be $\sim 4 \times 10^{16}$ cm$^{-3}$, once again below targeted As-levels. Sample G2_MW experienced the same preparation procedure and annealing recipe as previous samples. Witness samples indicated a successful anneal.

![Figure 58: G3_MW mobility spectrum temperature evolution.](image)

An even more noticeable feature in the spectra of G3_MW is the dominant electron (E2) peak $\sim 10,000$ cm$^2$V$^{-1}$s$^{-1}$. The peak is in fact so conductive that it inhibits the resolution of the bulk electron (E1) species above $\sim 100$ K. The sheet concentration of carrier E2 is $\sim 1.7 \times 10^{13}$ cm$^{-2}$ throughout the temperature range, showing no activation near room temperature. The carrier represents between 85-90%
of total conduction in sample G3_MW. If carrier E2 was to be distributed evenly throughout the entire epilayer, this would correspond to a concentration of \(~4.3 \times 10^{16} \text{ cm}^{-3}\), an order of magnitude higher than In doping levels. Since we are interpreting carrier E1 to be associated with the absorber, this seems very unlikely given that the mobility of E1 is so high at low temperature (\(~54,000 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}\) at 50 K).

It is unclear if E2 can be attributed to a surface inversion layer, partial conduction in the cap layer, conduction near the substrate interface, or some combination thereof. Reported values on the sheet concentration at the surface range from low-10^{11} to low-10^{12} cm^{-2} [233, 235]. Results on LW layers in this work determined conduction near the substrate interface at levels of approximately 1 x 10^{12} cm^{-2}. Therefore, the exceedingly high sheet concentration of E2 (1.7 x 10^{13} cm^{-2}) cannot be adequately explained by normal behavior in either region. An additional sample from this layer showed no indication of the E2 carrier after cap removal, strong evidence that the carrier resides at the surface, within the cap, or near the depletion region, all of which would have a negative impact on diode performance.

The prominence of the E2 carrier obscures an accurate determination of the bulk electron E1 at all temperatures. Mobility values of E1 are restricted, but MCF was used to characterize low temperature behavior. The mobility is limited mostly by ionized impurity scattering but shows a contribution from dislocation scattering as well. The x-value and doping according to mobility values are roughly x \sim 0.31 and N_d \sim 2 \times 10^{15} \text{ cm}^{-3}.

The lifetime in the absorber was investigated after chemically etching off the cap layer and CdTe surface passivation. The temperature dependent results are shown in Figure 59. The fitted parameters of x = 0.285 and N_d = 2.2 \times 10^{15} \text{ cm}^{-3} produced an excellent fit across the entire temperature range, showing that the lifetime behavior in the absorber is limited by intrinsic mechanisms. Based upon the low temperature MSA mobility and minority carrier lifetime, the absorber material of G3_MW appears to be high quality.
A number of mesa diodes were fabricated and tested from sample G3_MW. The overall consistency across tested diodes was very poor suggesting uniformity issues. Dark current at operational bias was seen to spread across roughly four orders of magnitude. The IV curves from two of the best mesa diodes at 162 K show pronounced contributions from tunneling and are shown in Figure 60 (Left: 50 μm circle. Right: 80 μm circle). Both diffusion and GR currents were present. A cut-off of $\lambda_{co} = 4.45\mu m$ was determined from temperature dependent dark current. Contributions from GR were not expected based upon PCD measurement and may indicate the junction is within the wider-gap cap region. The x-value and doping used in fitting are slightly higher than those used in fitting the lifetime, but are in better agreement with mobility calculations and reverse bias dark current versus temperature. The high degree of non-uniformity of diodes is thought to be linked to the presence of the E2 carrier determined by MSA.
Figure 60: IV characteristics of sample G3_MW mesa diodes. Left figure is for a 50 μm circular diode, while right figure is for an 80 μm circular diode. Pronounced tunneling (thin solid black line) is evident in both diodes. GR (short dash red) and diffusion (long dash green) are also present in both cases at low reverse bias.

4.3.2.3 MCT/CZT

Sample CZT2_MW has a few key differences that separate it from previously analyzed MW heterojunctions in this work. The first is that the layer was grown via liquid-phase epitaxy (LPE) and has a significantly thicker absorber layer (~14 μm). As a consequence of LPE growth, the transitional region near the substrate interface is also much wider. While MBE samples in this work have shown transitional regions of approximately 1 - 1.5 μm, sample CZT2_MW has a transitional region of ~3 - 4 μm.

Additionally, dislocation density in sample CZT2_MW is not expected to have an impact due to low densities for lattice-matched growth. The SIMS In, As, and compositional profiles are shown in Figure 61. The layer is grown under Hg-rich conditions, and therefore the As dopant is considered to be electrically active as-grown [242].
Figure 61: SIMS profiles of CZT2_MW. Indium (dashed line) and arsenic (dotted line) are shown on the primary axis, while composition (solid line) is shown on the secondary axis.

The mobility spectrum temperature evolution of CZT2_MW is shown in Figure 62, with 4 electron carriers and 2 hole carriers identified. The increased amount of electron carriers is likely due to the gradual compositional gradient characteristic of LPE-grown layers, with carriers E2 and E3 attributed to this effect. Carrier E1 remains identified as the bulk electron, while E4 is associated with the surface/substrate-interface. Again, the mobility of the bulk hole carrier in the cap (H2) presents an issue for MSA, with too low of a mobility to accurately quantify. Regardless, based on the conductivity of the hole carrier using MCF, the As appears to be completely electrically active as-grown.
The bandgap of the absorber was determined from measurements performed using the Thermo Nicolet Nexus 870. Bandgap versus temperature for sample CZT2_MW are shown in Figure 63, with fitting according to the Hansen [12] and Lowney [14] expressions. The fitting results are in agreement with one another, determining that $x \sim 0.2815$. The inset of Figure 63 shows the first derivative of the spectral response at 80 K, with the clearly identifiable peak that determines the optical bandgap.
Figure 63: Bandgap versus temperature of sample CZT2 MW absorber as determined from first-derivative of spectral response measurement. Fitting of the bandgap temperature dependence yielded an x-value of \(~0.2815\). Inset graph shows first derivative of spectral response at 80 K.

The x-value is used to analyze the mobility of the bulk electron. Experimental data and theoretical modelling of scattering mechanisms are shown in Figure 64, with the low temperature mobility limited by ionized impurity scattering. Using MSA derived sheet concentration, the carrier concentration determined from mobility-fitting suggests the bulk electron is localized to only \(~3\) μm worth of absorber material, likely at the onset of the absorber region closest to the junction. Using the same approach, additional carriers E2 and E3 would then correspond to approximately \(~3.5\) μm and \(~9\) μm worth of absorber material, respectively, which agrees very nicely with the overall absorber thickness. The average x-values of these regions reflect the changes of mobility determined by MSA.
After cap removal and CdTe passivation the lifetime of sample CZT_MW was measured using a 1.55 μm QCL. The temperature dependent results are shown in Figure 65. One set of measurements were taken using a Spectogon narrow bandpass filter while the other employed an Al₂O₃ window. Efforts were undertaken to maintain positioning and experimental procedures between measurements. The main benefit behind using the narrow bandpass filter is the reduction in background flux, which may impact radiative recombination when photon recycling is prevalent. As can be seen, the measurements agree well at higher temperatures but diverge slightly at cryogenic temperature with results using the filter displaying longer lifetimes. Attempts to fit the data using theoretical models were initially unsuccessful. After introducing photon recycling a satisfactory fit was obtained with a radiative lifetime enhancement factor of $\beta = 6.5$ when the Al₂O₃ window was used. Results using the bandpass filter suggest that $\beta > 20$, but an
accurate number cannot be determined from this data set.

Figure 65: PCD lifetime versus temperature on CZT2_MW absorber. Two sets of PCD data are shown; lifetime with a narrow band-pass filter (filled circles) and lifetime using the same setup but without a filter (open circles). Dashed line represented theoretically intrinsic lifetime using these parameters. As can be seen, a much better fit is obtained after introducing the radiative lifetime enhancement factor $\beta = 6.5$.

A series of lifetime samples were prepared at progressive etch depths to determine if a thickness dependence on photon recycling could be determined. Samples were front-side illuminated and 93.3 % of incoming photons are expected to be photogenerated within 1.5 $\mu$m of the surface. The lifetime results at 77 K are shown in Figure 66. Composition (SIMS) is shown on the secondary y-axis for reference. The $x$-axis represents the total sample thickness during each measurement. As can be seen, the highest lifetime (8 $\mu$s) is measured at a sample thickness of 13.8 $\mu$m. A decrease in lifetime is observed for measurements on samples 11.3 $\mu$m and 8.8 $\mu$m thick. At a sample thickness of 8.8 $\mu$m, an additional decay, $\tau_2$, is resolved with a lifetime of $\approx$ 12 $\mu$s. The second decay time is interpreted as a
characteristically longer lifetime from higher x-value regions. Further etching measurements were unsuccessful due to this mechanism. The data presented here is limited and complicated by the compositional gradient in the layer, but the expected non-linear decrease in lifetime with decreasing thickness agrees with a general photon recycling effect.

Figure 66: Lifetime results from sample CZT2_MW after various amounts of material were removed. The x-axis reflects the total sample thickness after etching.

Mesa diodes from sample CZT2_MW were generally well-behaved. IV curves from 130 K to 200 K of a 30 μm square diode are shown in Figure 67. The temperature dependence of the dark current at 50 meV reverse bias is found to correspond with a cut-off of $\lambda_{co} = 5.3 \mu m$, in agreement with spectral measurements. No attempt will be made to fit the IV curves from sample CZT2_MW due to the following complicating factors:

- Compositional gradient in the absorber
- Shallow etch depths coupled with a large diffusion length producing an unknown lateral diffusion contribution
- Unknown quality of passivation and associated surface GR and/or shunt current

Figure 67: IVT plot for 30 μm square mesa diode from sample CZT2_MW.

QE and EBIC measurements on CZT2_MW both showed excellent results, and are shown in Figure 68. The QE at 4.5 μm was determined to be 62 % for back-side illuminated measurement at 190 K. Electrical defects from EBIC were very low ( < 2 x 10^3 cm^{-2}), with many corresponding to surface defects identified from SEM, implying little to no junction defects across the sample.
Figure 68: QE (left) and EBIC (right) results from CZT2_MW, indicating excellent diode performance and uniformity.

4.3.3 Discussion

The p-on-n heterojunction results presented in this work are compared to “Rule 07” [9, 10] in Figure 69. Rule 07 is derived from empirical data and has become a common figure of merit in the field representing state-of-the-art performance. From this perspective, we can see that all diodes in this work have performed quite well, although simple comparison to Rule07 can sometimes be misleading without proper scaling. The consistency of CZT2_MW is represented in the tight spacing of diodes in the right figure. S2_MW and G3_MW show significant signs of non-uniformity. The lower diode count for S2_MW was due to an error in processing and/or junction related defects. A more detailed analysis would be necessary in order to fairly compare performance merits and is outside the scope of this work. At first glance it would appear CZT2_MW was the worst performer, but this is not the case. It is worth noting that estimates of lateral diffusion for this diode have increased the dark current by over a factor of 10, so after proper scaling CZT2_MW would display the best performance. The dynamic resistance-area product for all diodes near operating temperature are shown in Figure 70. The maxima observed in the reverse bias dynamic resistance-area for samples S2_MW and G3_MW is the result of TAT current [243]. The resistance area-product around zero-bias may signify the presence of a barrier [244] or series resistance.
Figure 69: P+/n dark current comparison to Rule 07. Figure on the left shows the best performing diode near operating temperature (no scaling), while the right figure shows spread of dark current across a number of processed diodes.

Figure 70: Dynamic resistance-area product curves for diodes in this work near operating temperature.
The MCT heterojunction presents a significantly more sophisticated multi-layer structure for MSA. The number of carriers in all samples was greater than or equal to 5 with mobility values spread across 3 orders of magnitude. Low mobility hole carriers in the $p$-type cap layer were the most challenging to resolve accurately and MCF fitting was found to be the preferred characterization method. Although the complexity of the system placed strain on the analysis many critical properties were still resolved.

MSA did not act as a straight forward predictor of diode performance, but failure analysis was useful as a diagnostic tool in identifying if layers were good candidates for device processing. From this perspective, the utility of MSA on p-on-n HgCdTe heterojunctions can be justified. MSA demonstrated the ability to identify when something had gone awry during growth or annealing, and in particular, was seen to be more sensitive to the impact of dislocations as compared to minority carrier lifetime measurements. Unexpected carriers, such as carrier E2 in sample G3_MW, were easily identified and demonstrated undesirable tunneling/GR currents.

A brief description of results on P+/n samples are summarized here:

S2_MW
- Mobility spectrum well-behaved, low temperature limited by dislocation scattering
- Lifetime intrinsically limited
- Dark current contributions from diffusion and tunneling. Decent diode performance

G2_MW
- Mobility spectrum revealed low $p$-type doping in the cap
- As a result, no successful diodes were processed
- Identified doping issue as growth related

G3_MW
- Mobility spectrum showed pronounced contribution from low mobility electron carrier associated with cap layer
- Able to resolve bulk absorber electron, low temperature limited by ionized impurities and dislocation scattering
- Lifetime intrinsically limited
- Large spread in dark current values, diffusion, GR, and tunneling present.
- Unexpected electron had deleterious impact on performance, specifically excessive tunneling currents and non-uniformity, identified as growth related

CZT2_MW
- Mobility spectrum well-behaved. Multiple carriers found in absorber due to thickness and x-value gradient. Electron mobility limited by ionized impurities.
- $p$-type cap was fully active as-grown
- Lifetime intrinsically limited, evidence of photon recycling
- Excellent diode uniformity and performance

4.4 Summary

MSA approach was successfully used to characterize a number of LW planar and MW P+/n HgCdTe structures, producing a number of interesting results. Dislocation scattering was seen to have a pronounced impact on all layers grown on alternative substrates, and in all cases correlated with excessive tunneling currents. The impact of dislocations on lifetime was apparent in LW material, but minority carrier lifetimes of MW absorbers were largely dominated by intrinsic mechanisms. In this sense, mobility fitting at low temperature may prove to be more sensitive to deleterious effects of dislocations than more traditional lifetime characterization.

Although results for growth on GaAs, Si, and CdZnTe produced fundamentally similar results, HgCdTe/CdZnTe showed superior quality for both device architectures, showing mobility limited by ionized impurity scattering, intrinsically limited lifetimes, and no evidence of tunneling. Doping concentrations and x-values obtained from MSA for all layers showed good correlation with
SIMS, FTIR, and fitting of lifetime and dark current. Dislocation scattering parameters appeared consistent with both theory and EPD measured values. Additional characterization in the future would be useful in order to better establish dislocation scattering parameters with regards to bandgap and doping concentration.

Despite the maturity of HgCdTe technology, it is clear that many topics of research remain. This section was successful in demonstrating the utility of MSA in that endeavor, but also highlights a number of fundamental limitations. MSA has proved particularly useful as a diagnostic on device structures and as a powerful tool for fundamental investigations, such as LW minority carrier mobility, surface/substrate-interface conduction, $p$-type doping and activation, dislocation scattering, annealing effects, and absorber grading studies. On the other hand, MSA showed marked difficulty in resolving low mobility carriers, a natural ramification tied to maximum magnetic-field strength.
5. III-V studies

This chapter is devoted to III-V materials and related structures, particularly superlattice layers. III-V materials offer an enticing alternative to incumbent HgCdTe technologies and their fundamental transport properties will be explored in this chapter, beginning with bulk binary/ternary materials, and later InAs/GaSb and InAs/InAsSb superlattice layers. Two major issues that impede the development of III-V Sb-based IR materials will be addressed; background carrier concentration and surface passivation. The goal of this chapter is to gain a better understanding of transport in this material system, as well as determination of ways mobility spectrum analysis may aid in the development of this technology.

5.1 Bulk InAs, GaSb, and InAsSb

Unintentionally doped (uid) GaSb, InAs, and InAs\textsubscript{1-x}Sbx (x = 0.09) layers were grown using MBE to establish a baseline of expected carriers. Te-doped GaSb layers were grown for comparison. GaSb and InAs layers were 3 μm thick while InAs\textsubscript{1-x}Sbx was 4 μm thick. GaSb and InAs were grown on lattice-mismatched GaAs substrates while InAsSb was grown on lattice-matched GaSb. All layers were grown with an insulating barrier of AlSb between substrate and epi-layer. The AlSb ensures that conductive substrates will not be present in the mobility spectrum. Contacts were made to the electrically active layers using In and baked at ~158 °C to ensure ohmic behavior.

Mobility spectrum at 77 K of uid and Te-doped GaSb are shown in Figure 71. The uid material displayed \textit{p}-type conduction with two primary hole peaks at ~4,000 cm\textsuperscript{2}V\textsuperscript{-1}s\textsuperscript{-1} and ~14,000 cm\textsuperscript{2}V\textsuperscript{-1}s\textsuperscript{-1}. The two holes are interpreted as a light hole (LH) and heavy hole (HH), and dominate conduction within the layer, with the HH responsible for 75 % of total conduction at 77 K, and the light hole contributing 15 %. Based on the temperature dependence of the heavy hole mobility, the material does not appear to be compensated [245]. The ratio between the heavy and light hole carrier concentrations does not vary significantly with temperature at an average value of 22.96 from 30 - 293 K. From simple band theory,
this ratio corresponds to a heavy to light hole effective mass ratio of 8.1, in agreement with a theoretically calculated value of 10.7 [246]. The background doping level is quite high, measuring ~ $8 \times 10^{15}$ cm$^{-3}$ at 77 K. The residual acceptors are due to gallium vacancies (V$_{Ga}$) and gallium antisites (Ga$_{Sb}$) [247]. The light and heavy hole mobility versus temperature is shown in Figure 72, with values and temperature dependence in agreement with measurements on thick GaSb wafers [248]. At high temperatures, each carrier displays the expected $\sim T^{-3/2}$ behavior indicative of the lattice scattering regime, which is to be expected [245]. No definitive surface carrier was found in the mobility spectrum, but low mobility carriers ($< 1,000$ cm$^2$V$^{-1}$s$^{-1}$) may be evidence of conduction near the AlSb-GaSb interface, indicating a collection of impurities in that region.

Figure 71: GaSb mobility spectrum at 77 K for uid (left) and Te-doped (right) samples.
Figure 72: Heavy (open) and light (closed) hole mobility versus temperature for uid GaSb grown on GaAs.

The Te-doped GaSb sample shows one dominant electron peak at ~ 3,000 cm²V⁻¹s⁻¹ and two minor peaks. The dominant electron peak is a result of the \( \Gamma \) conduction band, contributing 98% of total conduction at 77 K. Although the transport of the Te-doped \( n \)-type GaSb appears simple at 77 K, it is actually complex, as contributions from \( L \) and \( X \) conduction bands are expected at higher temperatures [249]. The mobility of all carriers from the Te-doped sample are shown in Figure 73. At room temperature, 77% of conductivity is due to the \( \Gamma \)-valley, 12% due to the \( L \)-valley, and 10% due to the \( X \)-valley, with mobility values of 4.78 x 10³, 848, and 114 cm²V⁻¹s⁻¹, respectively, in excellent agreement with previous reports [250]. Additional peaks attributed to defects and a minority hole are also labelled. Low temperature defects may be related to residual compensating acceptors [251]. At room temperature, the sample is expected to be significantly compensated [252], which explains the presence of a minority hole carrier.
Figure 73: Mobility versus temperature results from Te-doped GaSb sample showing conduction from $\Gamma$, $L$, and $X$ conduction bands.

Mobility spectrum results at 77 K from an uid InAs sample are shown in Figure 74. The bulk electron mobility is $\sim 45,000 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$ at 77 K and $\sim 14,000 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$ at 293 K, in agreement with previous MBE results [253]. A wide and significantly populated peak is observed at $\sim 10,000 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$, and can readily be assigned to the well-known surface accumulation layer and substrate interface, both of which are expected to show a mobility reduction as compared to the bulk [254]. A surface sheet carrier concentration of $\sim 10^{12} \text{ cm}^{-3}$ is in excellent agreement with high-resolution electron-energy-loss spectroscopy [255, 256] and angle-resolved photoelectron spectroscopy [257] of the InAs surface. The bulk electron displays slight intrinsic activation at elevated temperature and has a carrier concentration of $6.5 \times 10^{15} \text{ cm}^{-3}$ at 293 K. The background doping level in the uid InAs sample is $\sim 1 \times 10^{15} \text{ cm}^{-3}$ when only the bulk electron is considered.
The final bulk layer studied was a ternary InAs$_{0.91}$Sb$_{0.09}$ layer. With $x = 0.09$, the material is nearly lattice matched to the GaSb substrate. InAsSb possesses the narrowest bandgap of bulk III-V materials in this study. The bandgap of InAsSb is known to change as a function of $x$-value and bowing parameter [258, 259], and the response can be extended past the cut-offs of InAs and InSb. Spectral response measurements and fitting of the bandgap for this layer are shown in Figure 75, with Varshni fitting parameters of $E_0 = 0.319$, $\alpha = 0.0003586$, and $\beta = 270$ providing adequate fit.
The mobility spectrum temperature evolution of electrons in the InAs$_{0.91}$Sb$_{0.09}$ sample is shown in Figure 76. The mobility of the bulk electron is easily the highest of the bulk materials studied in this work, having a mobility > $10^5$ cm$^2$V$^{-1}$s$^{-1}$ at low temperature. The other electron peaks are comparatively low conductivity. This material is expected to exhibit Fermi level pinning at the surface similar to InAs. From the temperature dependence of mobility and carrier concentration, the electron mobility peak $\sim$10,000-15,000 cm$^2$V$^{-1}$s$^{-1}$ appears to be surface related. The sheet concentration of the surface carrier is $\sim$5 x $10^{11}$ cm$^{-2}$. The surface peak maintains an average percent conductivity of $\sim$13 % across the temperature range.

Figure 75: Bandgap versus temperature of InAs$_{0.91}$Sb$_{0.09}$ layer determined from spectral response.
An additional electron peak is observed for $T \leq 77$ K with mobility ranging from $\sim 28,000-48,000$ cm$^2$V$^{-1}$s$^{-1}$. The mobility and sheet concentration at 77 K are 34,912 cm$^2$V$^{-1}$s$^{-1}$ and 1.2 x $10^{11}$ cm$^2$, respectively. The conductivity of this carrier drops rapidly with increasing temperature, and may be interpreted as a result of conduction at the barrier-SL interface, in agreement with recent reports employing step-etching and oxide removal to pinpoint the origin of a similar carrier [260]. The mobility versus temperature behavior of all identified carriers for the InAs$_{0.91}$Sb$_{0.09}$ layer are shown in Figure 77. Lattice scattering behavior of the bulk electron is recovered near room temperature. The low temperature mobility is found to be a result of ionized impurity and alloy scattering, and does not appear to be compensated [261].
Figure 77: Mobility versus temperature of bulk, surface, and back interface carriers present in InAs$_{0.91}$Sb$_{0.09}$ layer. Dashed line represented lattice scattering.

Figure 78 shows the MSA obtained bulk mobility and concentration versus single-field results. An accurate background doping is only obtained when MSA is used, as the single-field results overestimate residual doping levels even though the bulk electron is responsible for 81% of conduction at 77 K and 93% at room temperature. A more accurate value of $\sim 1.4 \times 10^{15}$ cm$^{-3}$ is obtained using the MSA approach. The electron shows a shallow activation energy level of 2.7 meV below 150 K, comparable to 1.3 meV obtained from a simple hydrogenic model in InAs.
Figure 78: Bulk electron mobility and carrier concentration versus temperature. MSA data (filled) and single-field (open) are shown for comparison.

An attempt was made to measure the bulk lifetime in all uid samples using PCD method. Reliable results were not obtained on GaSb due to rapid recombination (< 80 ns). All lifetime samples displayed a noticeable surface recombination decay. The basic material property results for uid GaSb, uid InAs, and uid InAsSb are shown in Table VIII for reference.

Table VIII: Summary of resolved properties for uid bulk III-V materials

<table>
<thead>
<tr>
<th>Sample</th>
<th>Substrate</th>
<th>Type</th>
<th>$\mu$ [77 K] [cm$^2$V$^{-1}$s$^{-1}$]</th>
<th>Background concentration [cm$^{-3}$]</th>
<th>$\tau$ [77 K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaSb</td>
<td>GaAs</td>
<td>p-type</td>
<td>$\sim$ 4,000</td>
<td>$7.6 \times 10^{15}$</td>
<td>$&lt; 80$ ns</td>
</tr>
<tr>
<td>InAs</td>
<td>GaAs</td>
<td>n-type</td>
<td>$\sim$ 45,000</td>
<td>$1.2 \times 10^{15}$</td>
<td>$\sim$ 400 ns</td>
</tr>
<tr>
<td>InAs$<em>{0.91}$Sb$</em>{0.09}$</td>
<td>GaSb</td>
<td>n-type</td>
<td>$\sim$ 120,000</td>
<td>$1.4 \times 10^{15}$</td>
<td>$\sim$ 850 ns</td>
</tr>
</tbody>
</table>
5.2 LW T2SL III-V

A series of doped and undoped SL structures were grown and prepared for in-plane Hall measurement. The results of this section will provide valuable information on background carrier concentration and in-plane transport properties, which could be used to correlate with vertical transport in the future. Samples can be divided based upon their constituent layer materials, namely InAs/GaSb and InAs/InAsSb SL structures. The goal of this section is to present the basic properties of these structures with regards to doping and material choice.

5.2.1 InAs/GaSb

Three binary-binary InAs/GaSb (42 Å/ 21 Å) LW structures were grown including a $p$-type device structure [262], an uid layer for PCD/Hall characterization, and a Be-doped $p$-type layer for PCD/Hall characterization. The absorber layer of the device structure and the characterization samples are nominally identical. All structures were grown on (100) GaSb substrates with a 1 μm thick insulating buffer layer of AlAsSb to electrically separate the conductive substrate from the LW SL material. The LW absorber recipe was repeated 400 times for an overall absorber thickness of 2.52 μm. The device structure consists of a highly doped $p$-type back contact and wide gap highly $n$-type top contact. Both characterization samples have a thin (~ 50 Å) highly $p$-type doped GaSb top contact layer so that ohmic contacts could be made. The uid and Be-doped LW InAs/GaSb characterization sample layers are shown in Figure 79.
A series of Hall samples were fabricated from all three InAs/GaSb SL structures. The square van der Pauw geometry was used in all cases. A selective sulfuric based wet etch (H$_2$SO$_4$/citric acid) solution was used to remove the top contact layer except for small contact pads at the four corners of each sample. The selective etch is a crucial step for successful Hall measurement as it removes the highly conductive pathway of the top contact layer while still allowing ohmic contact formation in the corner regions. Contact pads were kept as small as possible to improve measurement accuracy. Variable-field Hall measurements were performed at 25 magnetic field points across a temperature range of 30 - 293 K.

In order to correctly identify hole carriers in the Be-doped SL layers, samples from the $p$-type device structure containing the absorber+back contact layers and the back contact layer only were measured and compared to the Be-doped characterization sample (absorber layer only). The mobility spectrum of hole carriers is shown in Figure 80. The absorber hole is clearly evident in the absorber+back contact and absorber layer as a peak at a mobility of ~2,500 cm$^2$V$^{-1}$s$^{-1}$. The additional peak related to the $p$-type back contact layer is seen across a mobility range of 400-1,000 cm$^2$V$^{-1}$s$^{-1}$. A similar identification process was carried out for electron carriers, identifying a substrate-interface electron, a surface electron, and a bulk electron.
Figure 80: Mobility spectrum of three distinct layers in order to properly identify carriers in the \( p \)-type SL structure. From top to bottom: Absorber and back contact layers of \( p \)-type device structure, etched sample containing only the back contact layer, and characterization sample containing only the \( p \)-type absorber layer.

The mobility spectrum of the Be-doped \( p \)-type absorber layer is shown in Figure 81, with electron (a) and hole (b) spectra separated. The spectra are linearly spaced but shown on a logarithmic scale to account for intrinsic activation. A total of three electron carriers are identified: carrier \( e_1 \) (bulk), carrier \( e_2 \) (surface), and carrier \( e_3 \) (barrier-SL interface). Carrier \( e_1 \) begins to emerge in the spectra at \( T = 77 \) K and quickly becomes the dominate electron species as temperature increases. Alternatively, carrier \( e_2 \) displays a weak temperature dependence for both mobility and carrier concentration. The carrier concentration of \( e_1 \) and \( e_2 \) are normalized to their minima and shown for comparison in Figure 82. The rapid increase in
carrier e1 confirms the carrier is related to the SL bulk, consistent with optical measurements of bandgap. Alternatively, e2 is only weakly temperature dependent, suggesting more 2D-like origin consistent with the surface. Carrier concentration spikes at I. and II. in Figure 82 are a result of the initial emergence of the e1 peak and likely a trickle over effect from the e1 peak as it begins to overwhelming dominate conduction in the layer, respectively.

Figure 81: Mobility spectrum temperature evolution of Be-doped LW InAs/GaSb SL structure, with electrons (a) and holes (b).
Figure 82: Temperature dependence of carriers e1 and e2 carrier concentration from Be-doped LW InAs/GaSb. Values are normalized to minimum resolved concentration to highlight change with temperature.

The mobility spectrum of the uid LW InAs/GaSb layer is shown in the same manner as above in Figure 83. The most obvious feature changes are the presence of carrier e1 at low temperature, as well as an overall lower conductivity from hole carriers. Carrier e2, e3, and the splitting of the peak h1 at high temperature are consistent between uid and Be-doped samples.
Figure 83: Mobility spectrum temperature evolution of uid LW InAs/GaSb SL structure, with electrons (a) and holes (b).

Figure 84 shows the mobility versus temperature for all carriers resolved in the uid (top) and Be-doped (bottom) samples. Overall, the mobility values of all carriers are quite similar despite the doping difference. The high (> $10^4$ cm$^2$V$^{-1}$s$^{-1}$) electron mobility is limited by IRS in both samples and indicates a low lateral correlation length of interface fluctuation, $\Lambda$, estimated to be $\sim$ 30 Å [167]. It is not clear if the drop in low temperature $e_1$ mobility in the Be-doped sample is physical or a result of a low conductivity peak in close proximity with the $e_2$ surface carrier peak, as the mobility of $e_1$ seems drawn to the $e_2$ peak as temperature decreases, which is not seen in the uid case. For each sample, carrier $e_3$ is seen to drop off sharply as temperature increases, and is most likely a result of conduction near the SL-substrate interface [263]. This interpretation is consistent with previous findings of antisite donors at InAs/AlSb interfaces [264].
Figure 84: Mobility versus temperature for all resolved carriers in uid LW InAs/GaSb (top) and Be-doped LW InAs/GaSb. Mobility temperature behavior at higher temperatures is included.

The splitting of the h1 hole peak at elevated temperature (≥ 200K) is consistent between samples (including Be-doped device structure) although the precise cause is unknown. The h1 and h2 peaks show slightly different activation energies at high temperature, as shown in Figure 85, but both appear bulk related. The activation energy of h2 (low mobility split-off) is found to be systematically higher.

Interestingly, the hole splitting is seen to coincide with the material becoming near-degenerate
according to calculation of the Fermi level. Furthermore, the splitting is accompanied by a change in the slope of resistivity power-law function of temperature. The splitting may therefore be a result of conduction from carriers deeper down in the band structure which can possess very different effective masses due to band nonparabolicity. Additional complicating factors, such as intrinsic peak broadening [265] and different phonon interactions must also be considered and are worthy of future investigation.

Figure 85: Activation energies of carriers h1 and h2 near room temperature. In both the uid and Be-doped case the activation energy of carrier h2 is larger.

The combined carrier concentration of h1 and h2 can be used to determine $n_i$ as a function of temperature, as can be seen in Figure 86, which shows the concentration of all resolved carriers for the uid (top) and Be-doped (bottom) case. Fitting of $n_i$ gives an effective bandgap of 143 meV for the uid sample and 132 meV for the Be-doped sample. Varshni parameters determined from spectral response measurements for the uid sample are $E_0 = 0.15351$ eV, $\alpha = 0.0002676$, and $\beta = 270$ while the Be-doped sample parameters are $E_0 = 0.1344$ eV, $\alpha = 0.00021312$, and $\beta = 270$. In each case, the bandgap determined from intrinsic fitting agree reasonably well with those obtained from spectral response.
measurements.

Figure 86: Carrier concentration versus 1000/T for all resolved carriers in uid LW InAs/GaSb (top) and Be-doped LW InAs/GaSb. Bulk carriers (E1 and H1+H2) are given in units of cm⁻³ while interfacial carriers (E2 and E3) are expressed as cm⁻². Fitting of bandgap in the intrinsic region and carrier activation at low temperature are included.

The low temperature activation energy of $E_a = 12$ meV in the Be-doped sample is calculated assuming partially compensated material, and is less than half the value of 28 meV previously reported using electroluminescence data on Be-doped MW InAs/GaSb diodes [266]. The activation energy
obtained in this work compares nicely with the binding energies of carbon [267], Si, and Ge [268] in GaSb, which reported values of 12.9 ± 1 meV, 9.4 meV, and 9.5 meV, respectively. The lower value of $E_a = 12 \text{ meV}$ would suggest that the degree of confinement within the LW SL is lower than in the MW layer [269], which does not seem likely due to the increasing separation between adjacent wells. It is worth noting that the activation energy obtained here is in agreement in with Be-doped InAs [270] and Be-doped InAs/InAsSb SLs [271].

The power of MSA rests in its ability to quickly determine the relevant conductive carrier species in samples of interest. The bulk electron and bulk hole resolved from the uid (left column) and Be-doped (right column) samples are shown in comparison to traditional single-field Hall results in Figure 87. The left column are results from the uid sample, while the right column are from the Be-doped sample. In all figures, red markers indicate electrons, blue holes, and black lines with small circles represent single-field Hall results. Figure 87 (b) and (d) show interesting transitional behavior as the sample switches from $p$-type to $n$-type for $T > 175 \text{ K}$. While the conductivity change is reflected in the single-field results, MSA is able to quantify both carriers throughout the temperature range. Figure 87 (e) and (f) show the electron and hole percent conductivities across the entire layer. For the uid doped sample (left column), conduction is dominated by the electron carrier at all temperatures due to the lower effective mass. Alternatively, in the Be-doped sample (right column), low T conduction is dominated by hole carriers but quickly transitions to electron-dominated as the electron population rises with temperature. Any interpretation of single-field Hall results on SL material must take into account the relationships outlined in Figure 87, particularly in determining background doping levels.
5.2.2 InAs/InAsSb

Despite a wealth of optical and lifetime studies of the InAs/InAsSb material system, there has been very little work concerning carrier transport to date. Although there were initial concerns about poor vertical transport [272, 273], more recent measurements find an order of magnitude improvement of vertical hole mobility in InAs/InAsSb material [274] versus similar InAs/GaSb material [204]. Studies to
date have been primarily $n$-type but recent efforts have been made to dope the material $p$-type [275], thus harnessing the higher mobility electron to enhance performance [276]. To the best of the authors’ knowledge at the time of writing, MSA of transport in the InAs/InAsSb material system have not been presented in the literature.

To determine fundamental carrier properties a 3.3 µm thick uid LW InAs/InAs$_x$Sb$_{1-x}$ ($x \approx 0.5$) layer was prepared using the same preparation details as outlined for InAs/GaSb SL layers. The material was grown on a GaSb substrate with an Al-containing insulating layer separating absorber and substrate. The desired LW response was confirmed using FTIR spectral measurements. Mobility spectrum temperature evolution results for in-plane transport are shown in Figure 88. Clearly, based upon the mobility spectrum results, the transport within this layer is complex. Four electron and two hole peaks are labelled for convenience. The overall conductivity, including the high mobility bulk electron, of this layer was found to be much higher than uid InAs/GaSb SL results.
In the InAs/InAsSb material system, holes are expected to be primarily localized to the InAsSb layers while electrons reside mainly in InAs layers but may penetrate into InAsSb as well. As a result, the uid LW InAs/InAsSb material was determined to be $n$-type, as expected [139]. Mobility and carrier concentration behavior of all peaks are shown in Figure 89, with carrier e2, e3, e4, and h2 listed as sheet concentration since it is unclear if they are bulk-related. The high mobility electron peak e1 and hole peak h1 can intuitively be assigned to the SL bulk due to intrinsic behavior. A bandgap of 89 meV near room temperature was calculated from fitting of the intrinsic carrier concentration, verifying LW behavior.
Carrier e1 has a mobility of 127,810 cm²V⁻¹s⁻¹ at 77 K and a low temperature residual doping of 1.5 x 10¹⁵ cm⁻³ at 30 K. The bulk hole concentration was surprisingly higher, measuring 4.2 x 10¹⁵ cm⁻³ at 30 K. The absorber hole mobility was determined to be 4,307 cm²V⁻¹s⁻¹ at 77 K, comparable to results from LW InAs/GaSb layers, indicating similar in-plane hole effective masses. Alternatively, the absorber electron mobility is notably higher than InAs/GaSb SLs in this work. The magnitude and temperature dependence of the bulk electron mobility is reminiscent of ternary InAsSb material; i.e. mobility governed by ionized impurities and alloy scattering at low temperature and lattice phonon scattering at high temperature. The InAsSb-like properties of the bulk electron are an indication of strong electron wave function leakage into adjacent barriers [277].

The percentage of total conductivity of carriers e2, e3, and e4 are not insignificant, measuring 8.9%, 48.4%, and 5.5%, respectively, at 30 K. In fact, carrier e3 has the largest conductivity contribution of any carrier at 30 K. The percent conductivity versus temperature for electron carriers is shown in Figure 90, and gives a better idea about conduction dynamics in this layer. Spikes at 150 K and 200 K are seen to correspond to MSA peak merging of electron carriers once mobility values become comparable, which also tends to distort the mobility versus temperature smoothness. Despite peak mergers, the dominate peak near room temperature is mostly comprised of the bulk electron population due to thermal
Figure 90: Electron peak percent conductivity to overall conductivity versus temperature in uid LW InAs/InAsSb layer. The graph clearly shows peak mergers at 150 K and 200 K.

In order to better investigate the origin of carriers the following LW InAs/InAsSb samples were grown:

- 0.5 µm thick uid sample
- 1.0 µm thick Be-doped $p$-type sample (target doping level: $2 \times 10^{16}$ cm$^{-3}$)

Both samples were grown and prepared under nominally similar conditions. The 0.5 µm thick sample was grown in an effort to determine surface-like contributions by changing sample thickness while the Be-doped sample was simply to investigate $p$-type doping effects. Variable-field measurements were taken on both samples at 77 K for comparison.

MSA revealed the 0.5 µm uid sample to contain four electron peaks and zero hole peaks. The $n$-type background carrier concentration in this layer was determined to be $7.1 \times 10^{15}$ cm$^{-3}$, almost a factor
of 5 higher than in the 3.3 µm thick sample. Given the background hole doping in the 3.3 µm sample (∼3 x 10^{15} cm^{-3} at 77 K), the absence of hole conduction in this layer is not surprising. The electron mobility spectra from the 3.3 µm and 0.5 µm thick layers are shown side-by-side in Figure 91. Although there are qualitative similarities, little can be concluded from the comparison. A drop in the e1 peak mobility is a result of increased ionized impurity scattering and compensation effects [261], further indication of the InAsSb-like mobility properties governing in-plane scattering in this material. The near factor of 5 change in background concentration between these samples is a major growth concern that has considerable performance implications, and highlights the need for more fundamental growth studies.

Figure 91: 77 K electron mobility spectrum of 0.5 µm and 3.3 µm thick InAs/InAsSb absorbers.

Peaks e2 and e3 appear at similar mobility but are overall much less conductive, in better agreement with bulk InAsSb results presented earlier. The combined conductivity of peaks e2 and e3 turn out to be a factor of ∼4 less in the 0.5 µm layer than in the 3.3 µm layer. This finding is an indication that e2 and e3 are not likely found in the bulk of the material. Rather, the variability seen here is probably a result of surface/interface quality; i.e. the 3.3 µm layer appears to possess particularly poor surface and
barrier-interface regions. Future studies should aim to closely monitor material quality near the SL-barrier and surface interfaces, especially with regards to growth conditions and chemical surface treatments. The high conductivities and variability of surface/interface carriers found in this work make a more detailed study paramount.

The 77 K mobility spectrum of the Be-doped InAs/InAsSb sample is shown in Figure 92. Two electrons and two hole carriers were resolved. Be-doping is observed to effectively remove the bulk electron (e1) peak from the mobility spectrum. The hole peak of $3,069 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$ agrees nicely with the absorber hole resolved in the 3.3 µm thick sample and does not appear strongly dependent on doping concentration. The carrier concentration of holes in the Be-doped sample was determined to be $6.1 \times 10^{15} \text{ cm}^{-3}$ (target level: $2 \times 10^{16} \text{ cm}^{-3}$). Concentration lower than targeted values may be a result of compensation and/or insufficient dopant activation. Although the sample is $p$-type, single-field Hall results do not yield positive values of $R_H$ until fields are greater than 4 T. A recent study showed type conversion in MW InAs/InAsSb SLS at a Be doping level of $3 \times 10^{16} \text{ cm}^{-3}$ [275]. In that study, samples were measured at 10 K and 0.5 T, conditions under which contributions from the two electron peaks may be expected, suggesting that type conversion may occur at lower doping levels. Although the required doping level to type-convert is likely to vary on a run-to-run basis, it is encouraging that both studies suggest type conversion at low-$10^{16} \text{ cm}^{-3}$ levels.
The electron (top) and hole (bottom) spectra for the 3.3 μm uid and the 1.0 μm Be-doped samples are shown in Figure 93. The lower mobility hole carrier (h2) displays consistent conductivity between samples despite the changes in absorber thickness and doping. It is interesting to note that the mobility of carrier h2 is consistent with previous findings on the hole mobility in Al_{x}Ga_{1-x}Sb [278], suggesting this carrier (h2) could be a result of partial conduction within the insulating layer. Further analysis, including temperature dependent behavior, would be required in order to more accurately characterize the h2 carrier.
Figure 93: Electron (top) and hole (bottom) spectra comparison between uid and Be-doped InAs/InAsSb absorbers.

The electron peaks in Figure 93, namely the e3 (~10,000 cm²V⁻¹s⁻¹) and e2 peaks (~25,000 cm²V⁻¹s⁻¹), are also present in the Be-doped samples but at much lower concentration than the uid SL. Lower surface and barrier-interface sheet concentrations are expected in p-type material due to the alignment of the Fermi level. At this point, carrier e3 has consistently been assigned to the surface while e2 attributed to the back SL-barrier interface. While electron peaks e2 and e3 have been found in all three SL samples studied in this section, no consistent behavior concerning sheet concentration has been observed. The mobility and concentration of peaks e2 and e3 for all samples at 77 K are shown in Table IX. The conductivity of e2 and e3 is the lowest in the Be-doped sample, at sheet concentration values of only 3.9 x 10¹¹ cm⁻² and 8.3 x 10¹⁰ cm⁻², respectively. The mobility values are fairly consistent across samples, but sheet concentration values vary significantly, with the apparent outlier being the uid 3.3 µm sample.
Table IX: Summary of surface (e3) and barrier-interface (e2) electron characteristics at 77 K.

<table>
<thead>
<tr>
<th>Sample</th>
<th>E2 mobility [cm²V⁻¹s⁻¹]</th>
<th>E2 sheet concentration [cm⁻²]</th>
<th>E3 mobility [cm²V⁻¹s⁻¹]</th>
<th>E3 sheet concentration [cm⁻²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.3 µm uid InAs/InAsSb</td>
<td>21,817</td>
<td>1.3 x 10¹²</td>
<td>10,000</td>
<td>5.3 x 10¹²</td>
</tr>
<tr>
<td>0.5 µm uid InAs/InAsSb</td>
<td>23,714</td>
<td>4.6 x 10¹¹</td>
<td>12,590</td>
<td>6.3 x 10¹¹</td>
</tr>
<tr>
<td>1.0 µm Be:2e16 InAs/InAsSb</td>
<td>20,540</td>
<td>8.3 x 10¹⁰</td>
<td>8,500</td>
<td>3.9 x 10¹¹</td>
</tr>
<tr>
<td>InAsSb</td>
<td>34,912</td>
<td>1.2 x 10¹¹</td>
<td>13,380</td>
<td>5.7 x 10¹¹</td>
</tr>
<tr>
<td>InAs</td>
<td>-</td>
<td>-</td>
<td>14,500</td>
<td>1.1 x 10¹²</td>
</tr>
</tbody>
</table>

Measurements on the minority carrier lifetime in the 3.3 µm and 0.5 µm uid InAs/InAsSb were found to be ~350 ns at 77 K, in agreement with previous results [139]. A reduction in minority carrier lifetime in the Be-doped layer was observed. The Be-doped lifetime at 77 K was measured to be ~120 ns, which gives a concentration lifetime product in close agreement with similar lifetime measurements on Be-doped InAs/InAsSb samples, suggesting an SRH-limited lifetime [279]. The fundamental properties of the InAs/InAsSb material system presented here are very promising and warrant further investigation.

5.3 Residual doping and annealing results

Despite advantages in lateral uniformity, Auger suppression, and reduced B2B tunneling currents, LW InAs/GaSb has not yet reached theoretical performance limits [280]. Unfortunately, high defect-
related SRH centers and high background carrier concentrations limit the lifetime of InAs/GaSb T2SLs [140] and can impact carrier mobility [161]. The background carrier concentration in InAs/GaSb SLs is fundamentally related to transport and is a crucial parameter in design optimization, and must be reduced in order for InAs/GaSb SLs to become a more viable candidate for LW IR detectors [281].

A number of growth studies have shown the importance of growth conditions as related to background doping in InAs/GaSb SLs [145, 282, 283]. Although significant gains in growth quality have been demonstrated, minority carrier lifetimes still remain low (~100 ns). The impact of interface quality has been debated, with most reports showing no correlation with lifetime [138, 284], and others suggesting modest lifetime improvement [285]. Even in reports showing improvement [286], lifetime values were still much lower than desired, suggesting that bulk constituents remain the issue.

Post-growth annealing efforts have been explored in order to improve the quality of T2SL materials [287-289], as well as in bulk III-V materials [290]. Annealing has the potential to improve bulk defects and interface quality if done properly. In this section, we will report on the application of MSA to post-growth annealing studies of bulk InAs and GaSb and LW InAs/GaSb SLs.

Anneals were performed in a closed ampule containing high-purity As. Bulk uid GaSb and InAs samples (same growth layers as Section 5.1) were annealed at temperatures of 530 °C and 560 °C while uid and Be-doped LW InAs/GaSb SL samples were annealed at 500 °C. Anneals on InAsSb and InAs/InAsSb layers showed signs of surface sublimation and are therefore not reported on. Ramp up times were short, after which the samples were annealed at temperature for roughly 2 hours. Cool-down was gradual and recorded to take approximately 16 hours. After annealing samples were prepared for Hall and lifetime measurements using standard procedures.

The 77 K single-field Hall results on bulk InAs and GaSb are shown in Table X. A clear degradation in the mobility of the InAs is observed with increasing anneal temperature. Alternatively, no significant change in the mobility or carrier concentration of the GaSb layer is observed. Figure 94 shows the surface morphology of as-grown layers and those after 560 °C anneal, showing severe degradation in both GaSb and InAs.
Table X: Summary of 77 K single-field Hall results on annealed bulk InAs and GaSb.

<table>
<thead>
<tr>
<th>Anneal</th>
<th>InAs mobility [cm$^2$V$^{-1}$s$^{-1}$]</th>
<th>InAs carrier concentration (n)</th>
<th>Gasb mobility [cm$^2$V$^{-1}$s$^{-1}$]</th>
<th>GaSb carrier concentration (p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>19,416</td>
<td>$9.34 \times 10^{15}$</td>
<td>4,910</td>
<td>$8.47 \times 10^{15}$</td>
</tr>
<tr>
<td>530 °C</td>
<td>17,852</td>
<td>$9.56 \times 10^{15}$</td>
<td>4,299</td>
<td>$1.15 \times 10^{16}$</td>
</tr>
<tr>
<td>560 °C</td>
<td>7,813</td>
<td>$1.08 \times 10^{15}$</td>
<td>4,538</td>
<td>$9.30 \times 10^{15}$</td>
</tr>
</tbody>
</table>

Figure 94: Nomarski images of surface morphology on GaAs (top) and InAs (bottom) samples. As-grown images are shown in the left column, while images after annealing at 560 °C are shown in the right column.
MSA results on bulk annealed samples at 77 K are shown in Figure 95 to better determine what properties are changing within the material. The mobility spectrum for the GaSb returned virtually identical results regardless of treatment, showing the material to be resilient to high temperature annealing. The light hole and heavy hole peaks are unchanged, indicating no material improvement or reduction in background doping levels. The mobility spectrum of the InAs layer shows significant alteration with annealing treatments. After analyzing the conductivity of the layer, we see a slight increase in low mobility carriers (~1,000-15,000 cm²V⁻¹s⁻¹) and an 18% reduction in the bulk conductivity peak. After 560 °C anneal, an 80% drop in bulk electron conductivity is observed. Low mobility carriers (surface and substrate-interface) are also shifted to lower mobility, signifying degradation in these regions.
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Figure 95: GaSb (left) and InAs (right) mobility spectrum at 77 K for as-grown (solid green), 530 °C annealed (red dot), and 560 °C annealed (blue dash).

Attempts were made to measure the minority carrier lifetime of bulk samples in relation to annealing treatment. As-grown GaSb, as previously mentioned, displayed low (< 100 ns) lifetime and showed no signs of improvement with annealing treatment. On the other hand, the InAs material showed a high degree of sensitivity to annealing treatments. Measurements after 530 °C anneal were plagued with surface recombination (20 ns) and no bulk lifetime could be established. Lifetime measurements on the
560 °C sample possessed exceptionally long lifetimes (~ 70 µs), well above theoretical predictions, a strong indication of deleterious carrier trapping effects.

Overall, the results on bulk materials showed no signs of improvement in mobility, background carrier concentration, or minority carrier lifetime. Surface damage was evident in both samples and InAs material showed a rapid degradation in quality with increasing anneal temperature. For this reason, anneal temperatures of 500 °C will be used on InAs/GaSb SL layers, which is expected to improve photoresponse and mobility [291].

Bulk electron and hole carriers were extracted from temperature dependent MSA on the previously characterized uid and Be-doped LW InAs/GaSb samples following a 2 hour 500 °C anneal under As overpressure. The annealed and unannealed temperature dependent mobility and carrier concentration of bulk carriers for the uid LW InAs/GaSb sample are shown in Figure 96. Mobility values near room temperature are in agreement but changes in the low temperature hole and electron are observed. An improvement of the bulk hole after annealing is accompanied by a drop in the bulk electron mobility for temperatures of 30-150 K. For an operating temperature of 77 K, the hole mobility improves from 2,567 cm²V⁻¹s⁻¹ to 3,901 cm²V⁻¹s⁻¹ after annealing, an encouraging improvement. Alternatively, the electron mobility drops from 17,793 cm²V⁻¹s⁻¹ to 11,190 cm²V⁻¹s⁻¹. The low temperature mobility changes are complemented by low temperature changes in carrier concentration, namely a drop in hole population and increase in electron population. As can be seen in Figure 96, the bandgap of the material is preserved after annealing. As a whole, the background doping levels appear to drop after annealing, which should have a positive impact on performance. Furthermore, mobility changes in the material at low temperature should also have a positive influence on performance, as an increase in the hole carrier mobility (minority carrier) could lead to QE improvement.
Figure 96: Bulk mobility (top) and concentration (bottom) for absorber electron and hole before and after post-growth anneal at 500 °C in uid LW InAs/GaSb.

The mobility and concentration comparison for the Be-doped LW InAs/GaSb sample are shown in Figure 97. Strong overlap in the mobility and carrier concentration is observed for electron and hole carriers. The bandgap of the material is again unaffected by the annealing treatment. Overall, the Be-doped sample appeared more resilient to post-growth annealing treatments and did not display any
significant changes in MSA. This result may be related to a lowering of the average lattice constant in the SL as a result of Be-doping [292].

Figure 97: Bulk mobility (top) and concentration (bottom) for absorber electron and hole before and after post-growth anneal at 500 °C in Be-doped LW InAs/GaSb.
In summary, results show that MSA can effectively be applied to the study of residual doping levels in T2SLs. Post-growth temperature annealing was largely ineffective at improving bulk GaSb and InAs material. Care should be exercised in annealing of bulk InAs material, as rapid degradation is observed at temperatures greater than 500 °C. The bandgap of LW SL material was unchanged after annealing at 500 °C for 2 hours. Improvements in background doping level and hole mobility were seen on an undoped LW InAs/GaSb layer, but no significant changes were observed in the Be-doped LW InAs/GaSb, possibly due to crystallographic changes within the SL as a result of doping.

5.4 Surface passivation experiments

An important challenge in the development of LW T2SL devices is the reduction of excessive surface leakage currents due to exposure of mesa sidewalls. The termination of the lattice gives rise to a large number of surface states, and along with the spontaneous formation of native oxides, provides a conductive pathway that increases dark current and limits performance. The issue is especially pronounced in LW devices and has been met with substantial efforts to develop effective and durable passivation techniques. Passivation studies using dielectric SiO$_2$ [293], (NH$_4$)$_2$S [294], sulphur [295, 296], polyimide [297], photoresist SU-8 [298], and atomic layer deposition (ALD) of Al$_2$O$_3$ [299] have all been explored as means of passivation. The goal of establishing a long-term passivation technique remains an active area of research in the field.

To analyze the efficacy of passivation treatments, this section proposes the application of MSA to determine the impact of various depositions on SL surface conductivity. Focus will be placed upon heterostructure devices employing $p$-type absorbers, which present potential performance advantages due to the fundamentally high mobility of the minority carrier electrons but is challenging due excessive surface leakage currents. Previous analysis on Be-doped LW InAs/GaSb revealed an electron carrier (e2) with weakly temperature dependent mobility and concentration and identified as a surface electron. Based on Figure 98, we see that the surface carrier percent conductivity maximizes at 30 K. Therefore, to better
assess the impact of surface treatments, all measurements are performed at 30 K. For reference, the un-
passivated surface electron has a mobility of 4,620 cm²V⁻¹s⁻¹ and sheet carrier concentration of 1.97 x 10¹¹
cm⁻², giving a conductivity of 1.458 x 10⁻⁴ siemens at 30 K.
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Figure 98: Percent conductivity of bulk electron (closed circle), surface electron (open circle), and bulk hole (open triangle) in Be-doped LW InAs/GaSb layer used for all surface passivation measurements. Surface electron conductivity contribution is seen to maximize at low temperature.

Two passivation approaches were attempted. The first approach consists of dielectric SiO₂ deposition followed by X-ray charging [300, 301], thus forming an SiO₂-based electret to act as a built-in gated diode, which has been shown to be an effective suppressant of surface leakage [302]. The second approach consists of electrical passivation via thiolated self-assembled monolayer (SAM) deposition followed by a subsequent inorganic (SiO₂, SiN) physical encapsulate. The electret-based approach is appealing because it removes the need for a metal gate contact layer, thus making it more compatible with FPA fabrication. The thiol approach also has many advantages. Thiols consist of a sulfur head, which has
long been used in passivation of III-V materials. Many thiols are commercially available, and may be non-functionalized or functionalized. Functionalized tails may allow for easier bonding of a polymer encapsulate layer. Alternatively, non-functionalized thiols may act as sacrificial layers, preventing oxidation prior to chemical vapor deposition (CVD) of dielectric passivation, thus providing a superior interface.

Surface preparation is a critical procedure for successful passivation deposition. For simplicity, all material etching (delineation/Hall sample preparation) was performed using a H₃PO₄/citric acid solution. A degrease step consists of sonication in hexane, acetone, and ethanol, following by O₂ plasma ashing. For thiol passivated samples, a rapid H₂SO₄/citric acid etch was performed prior to deposition since phosphoric acid solutions resulted in poor monolayer formation [303]. Samples used for Hall characterization were wet-etch significantly into the absorber layer, adequately exposing multiple SL periods. Efforts to maintain similar preparation, including sample geometry and etch depth, were conducted.

After etching to expose the SL, ~300 nm of SiO₂ were deposited on three measurement samples; a control sample with no charging (bare SiO₂), a sample X-ray charged overnight (-75 V surface), and a sample X-ray charged over multiple charging cycles (-90 V surface). The surface voltage of charged samples was measured before and after Hall measurement. The overnight charge surface measured at –75 V before and -23 V after, while the charge-cycled sample measured at –90 V before and –61 V after.

The mobility spectrum results on electret surface passivation are shown in Figure 99, with inset showing unchanged bulk hole spectra to confirm measurement integrity. Surprisingly, the bare SiO₂ passivation results in nearly an order of magnitude increase in surface conductivity compared to unpassivated as-grown measurement. This may be due to improper deposition or, more likely, the introduction of water moisture during cool-down for Hall measurement leading to the formation of charged trap states [304]. A reduction in surface conductivity is seen for both SiO₂ electret passivations versus bare SiO₂, but surface conductivity for all SiO₂ layers is higher than in the as-grown sample. The more highly charged electret passivation is encouraging since in theory it shows that surface conduction
can be reduced using this approach. However, the charge stability in these electret layers does not appear tolerable at this point, as severe drops in surface voltage were measured in both layers after Hall measurement and continued to drop when measured a week later. Clearly, for this project to prove successful in the future, a more mature understanding of charge stability is needed, in addition to a more robust charging apparatus, with corona discharge being an excellent candidate.

Figure 99: 30 K mobility spectrum of surface electron after SiO2 passivation with respect to electret charging. As-grown surface conductivity shown for comparison. Inset graph shows consistency of bulk hole spectra to verify measurement integrity.

Thiolated SAMs used in this work were chosen due to commercial availability, affordability, and relative ease of deposition. The non-functionalized alkane thiols in this work are referred to as CXSH, were X denotes the carbon chain length, and include C6SH (hexanethiol), C12SH (dodecanethiol), and C18SH (octadecanethiol). The increased carbon chain length may provide a more hydrophobic surface to prevent moisture adsorption, but possibly at the expense of thiol density in the monolayer. An additional amine-functionalized thiol, cysteamine, is investigated due to the enhanced potential to bond with a
polymer-based encapsulate for long term chemical and physical stability.

Standard alkane thiol deposition is carried out by sample immersion of 10 mM CXSH in solution with 9:1 ratio of ethanol to NH₄OH. Ammonium hydroxide is intended to promote covalent bonding by de-protonating the thiol molecule [305]. After 24 hr immersion at 40 °C, the sample is rinsed in ethanol and prepared for Hall measurement. The same procedure was used for cysteamine (Cyst1) with the exception of temperature, with immersion at room temperature. An additional cysteamine sample (Cyst2) was deposited in a 100 mM, NH₄OH-free solution at 40 °C for 2 hours in an attempt to avoid unwanted etching [306]. Changes in deposition procedure (time, chemical treatment, temperature) are noted as necessary.

Surface electron conductivities for all thiol passivation treatments are compiled and shown in Figure 100. Due to the remaining conductivity of the bulk hole and SL-barrier interface, the confidence level for resolving carriers rests at ~10⁻⁶ S. All thiol treatments (C6SH, C12SH, C18SH, Cyst1, and Cyst2) are seen to be excellent passivants of the surface electron carrier, showing at least two orders of magnitude reduction in surface conductivity. The true reduction in surface conduction is unfortunately below system limit in some cases and cannot be reported here.
In an attempt to alleviate the onerous immersion time, C12SH and Cyst1 samples were prepared and tested after only 2 hours in solution (C12SH 2hr and Cyst1 40C 2hr in Figure 100). Results show that cysteamine binds to the surface at a much faster rate than C12SH, in agreement with deposition rates on InAs. Still, the surface conductivity using cysteamine with a shortened deposition time is worse than standard deposition, suggesting further refinements would need to be made.

Additional samples were prepared to incorporate the dielectric encapsulation layers (C12SH + SiO₂, C12SH + SiO₂ (no N₂), C12SH + SiNx, Cyst1 + SiO₂ #1, and Cyst1 + SiO₂ #2). All attempts to encapsulate C12SH passivated layers saw an increase in surface conductivity back to as-grown quality levels. The reason for this is not precisely known but provides valuable feedback on deposition procedures. On the other hand, cysteamine encapsulated with SiO₂ repeatedly retained the desired surface passivation. This result is particularly promising for future development of long term passivation using
the two-step chemical and physical passivation approach.

Unfortunately, MSA measurements also show serious issues with surface stability at this stage in development. A bare cysteamine layer was retested after one cryo-cycle and one week later (Cyst1 + 1 week 1 cryo) and showed reversion back to as-grown conductivity levels. The same degradation was observed for a dielectric encapsulated cysteamine layer after 2 cryo-cycles and 2 months (Cyst1 + SiO2 + 2month + 2cryo). Although the results remain encouraging, this finding highlights the need for further studies in order to properly address this issue.

Diodes were fabricated for successful thiol passivations (C6SH, C12SH, C16SH, Cyst1, and Cyst2) to validate the observed MSA reductions in surface conductivity. The device layer (mentioned earlier) used is a *p*-type barrier structure [262] with an identical *p*-type LW InAs/GaSb absorber, a wide-gap lightly *p*-type doped barrier layer, a wide-gap highly *n*-type top contact, and a highly doped *p*-type back contact layer. Spectral response measurements revealed the desired 9.5 µm cut-off and a low turn-on bias of ~ 50 mV. The 77 K dark current results for all thiol passivations are shown in Figure 101. Unpassivated and shallow etch results are shown for reference, with the shallow etch being indicative of material quality. At an operating bias of ~ 50 mV, all thiol passivated layers are within an order of magnitude of shallow etched values. C6SH and cysteamine appear to be the best performers, suggesting that smaller molecules provide a highly thiol density leading to better passivation.
Figure 101: Dark current measurements of thiol passivated p-type barrier structure. Unpassivated and shallow etch results are shown for comparison.

Dark current measurements for shorter deposition times (C12SH 2hr and Cyst1 40C 2hr) were significantly worse than those shown in Figure 101, and are not shown here. The poor diode performance of shorter depositions echoes the results seen with MSA. For this reason, no attempts were made to measure dark current on layers incorporating encapsulate layers as MSA indicated further development was necessary.

Perimeter-to-area versus the inverse dynamic resistance-area product on device diodes is shown in Figure 102, with extracted surface resistivity values included. Significant increases in the surface resistivity are observed for all thiol treatments, with the best performer (Cyst1) showing more than three orders of magnitude increase, measuring 103 MΩ·cm. The surface resistivity value indicates the degree
by which the surface influences diode behavior, showing that thiol passivation is quite effective.

![Graph showing inverse dynamic resistance-area product versus perimeter-to-area plot for successful thiol passivations. The fitted slope from this data is used to determine the surface resistivity, as shown in inset-table.]

Figure 102: Inverse dynamic resistance-area product versus perimeter-to-area plot for successful thiol passivations. The fitted slope from this data is used to determine the surface resistivity, as shown in inset-table.

A rank plot is shown in Figure 103 to indicate process uniformity. The most consistent, uniform results are obtained from the smallest molecules (Cyst and C6SH). Cyst2 (100 mM NH₄OH-free solution at 40 °C for 2 hours) shows inferior uniformity as compared to the longer 24 hour deposition of Cyst1. C12SH and C18SH show progressively less uniform results, in line with previous assessment on molecular size.
Fundamental transport properties of bulk and SL III-V materials were presented in this section with a focus on the most promising materials for future development of LW detectors. The basic transport properties presented in this section are expected to be helpful in future modelling and experimental work on this material system. MSA proved useful in addressing two of the most critical issues for the future of this technology; residual carrier concentrations and surface passivation. Background doping levels were more accurately resolved using a MSA approach and were better monitored with regards to post-growth annealing treatments. It was found that the electrical properties of GaSb could not be improved via thermal treatment. InAs material worsens rapidly at high annealing temperatures and care should be taken if thermal treatments are necessary. Post-growth annealing of an uid InAs/GaSb T2SLs at 500 °C showed an improvement of hole mobility from 2,567 cm²V⁻¹s⁻¹ to 3,901 cm²V⁻¹s⁻¹ at 77 K, but was accompanied...
by a drop in electron mobility. No changes in the background carrier concentration and mobility of carriers in Be-doped InAs/GaSb SLs were observed. Overall, post-growth annealing does not appear to be a viable path forward in reducing background doping levels. The results in this work recommend that more detailed growth studies would contribute more to the knowledge base and have a more dramatic impact on future improvements.

In-plane carrier transport in SL structures were reported for LW InAs/GaSb and LW InAs/InAsSb materials. Background electron and hole concentrations in uid samples were found to be higher in InAs/InAsSb layers, indicating non-optimized growth conditions. The bulk electron (left) and hole mobilities (hole) for all SLs in this work are shown in Figure 104. Very little variance in hole mobility is seen amongst samples, in agreement with similar predicted in-plane effective masses. The largest discrepancies are seen in the electron mobility behavior. Electrons in InAs/GaSb layers were limited by IRS and did not change substantially with doping, measuring ~15,000-20,000 cm²V⁻¹s⁻¹. The electron mobility in InAs/InAsSb layers were much higher, in excess of 10⁵ cm²V⁻¹s⁻¹, and was governed by ionized impurity and alloy scattering. The high electron mobility in InAs/InAsSb is very promising for the development of p-type device structures.

Figure 104: In-plane mobilities of bulk electrons (left figure) and bulk holes for all superlattice measurements.
Passivation experiments using MSA were reported for $p$-type InAs/GaSb. This novel application of MSA clearly demonstrated its utility with regards to assessing surface treatments. The powerful MSA characterization quickly provided reliable indication of passivation quality and was demonstrated to correlate with device performance in all cases.
6. Conclusions and future work

The utility of mobility spectrum analysis with regards to IR device materials has been demonstrated via investigation of HgCdTe and III-V T2SL materials in a variety of studies. This powerful technique has proven adept in characterization of multi-layered structures, extracting critical parameters which are shown to correlate with additional performance metrics. The versatility of MSA ensures that it will remain a valuable tool for future efforts within the IR community.

Limiting mechanisms on LW HgCdTe planar layers varied with choice of substrate, namely, growth on lattice-matched CdZnTe substrates produced intrinsically limited performance while growth on alternative substrates (Si and GaAs) were dominated by extrinsic mechanisms. Dislocation scattering produced a significant reduction in the bulk electron mobility for growth on alternative substrates for $T \leq 77$ K by a factor of $\sim 1.3$-1.5. The occupation rate, $f$, varied from 0.07-0.10 for LW material, and showed dependences on both x-value and doping concentration. The presence of significant dislocation scattering correlated with SRH-limited minority carrier lifetimes and pronounced tunneling dark current. A factor $\sim 5$ reduction in minority carrier lifetime was observed in the presence of significant dislocation scattering, with SRH-limited lifetimes of only 30 ns measured at 77 K. With mobility limited by ionized impurity scattering and a lifetime of $\sim 2$-$3$ $\mu$s at 77 K, it is clear that growth on CdZnTe remains the preferred technology for highest performance LW application.

MSA of MW P+/n heterjunctions provided a number of useful results. It was shown that MSA provides direct measurement of conductivity within the $p$-type cap layer so that proper growth and annealing conditions may be verified. Examples of poor growth conditions and improper doping incorporation have been reported in this work, both of which are clearly identified by MSA technique. Low temperature mobility was again sensitive to dislocation scattering and in all cases excessive diode tunneling currents were reported. Occupation rate for dislocation scattering ranged from 0.12 to 0.17 for MW material. It is interesting to note that minority carrier lifetime measurement returned intrinsically limited lifetimes for all samples. This may be evidence that temperature dependent MSA is more sensitive
to extrinsic behavior and may serve as a useful performance indicator.

Future work on HgCdTe should be geared towards fundamental studies, such as solidifying dislocation scattering parameters, better understanding of $p$-type dopant incorporation/activation, or further characterization of minority carriers in LW material. With increased layer complexity, the level of insight into each particular material property is sacrificed for information on an increased amount of properties. For this reason, fundamental studies should be performed on the simplest layers possible so that the level of detail may be maximized and conclusions strengthened. On the other hand, this work has undoubtedly shown that MSA can identify when problems arise in dual-layer structures. Therefore, MSA would serve as an effective diagnostic tool for dual-layer or triple-layer growth campaigns, either preventing processing on non-optimal layers or by determining root causes in the event of subpar performance.

Measurements on bulk III-V materials were used to accurately determine background carrier concentration, surface carriers properties, and barrier-interface conduction for GaSb, InAs, and InAsSb layers. Reliable background levels were only obtained with MSA approach for InAs and InAsSb due to significant conduction at the surface and barrier-interface which dramatically altered single-field Hall measurement results. Post-growth annealing results showed InAs to be sensitive to high temperature treatment (> 500 °C) resulting in inferior material properties. GaSb was resilient to all post-growth treatments (500-560 °C), suggesting that material improvements cannot be made using this methodology. InAsSb material displayed the highest mobility (> $10^5 \text{cm}^2\text{V}^{-1}\text{s}^{-1}$ at 77 K) but could not be annealed due to sublimation at the surface. GaSb revealed the highest background doping level and lowest minority carrier lifetime of samples studied in this work.

Annealing of LW InAs/GaSb T2SLs at 500 °C did not alter cut-off wavelength and moderate improvements of the hole mobility were observed for an uid sample, with mobility improving from 2,567 cm$^2$V$^{-1}$s$^{-1}$ to 3,901 cm$^2$V$^{-1}$s$^{-1}$ at 77 K. Although some improvements were recorded, post-growth annealing does not ultimately appear viable in improving performance in the InAs/GaSb material system. In-plane transport properties of uid and Be-doped InAs/GaSb and InAs/InAsSb LW absorbers were
reported. Hole mobility did not change between material systems or with Be doping level, maintaining temperature independent values of ~2,000-4,000 cm²V⁻¹s⁻¹. Absorber electrons for InAs/GaSb layers were IRS-limited with mobility of ~15,000-20,000 cm²V⁻¹s⁻¹ while electrons in InAs/InAsSb layers were in excess of 10⁵ cm²V⁻¹s⁻¹ at low temperature and limited by ionized impurity and alloy scattering. The high mobility in InAs/InAsSb layers signify significant electron wave function leakage into adjacent InAsSb layers. Similar hole mobility values are not surprising as comparable hole effective masses are predicted. Overall, background carrier concentrations were highest for the InAs/InAsSb material system, indicating non-optimized growth conditions, which is also reflected in the variance of conductivity at the surface and barrier-interface.

Novel application of MSA towards the study of surface passivation of p-type LW InAs/GaSb layers was reported. Successful passivation techniques identified via MSA correlated well with dark current reduction in p-type barrier structures. Passivation via charged electret shows promising results, as passivation improved with increasing stored charge, but further refinements are necessary for practical application. Thiolated self-assembled monolayers showed very effective passivation according to MSA and dark current measurements. However, issues regarding long-term stability and encapsulation of thiol depositions were also identified.

A wealth of future studies on III-V bulk and SL materials using MSA remain to be explored, ranging from basic to highly specialized. As stated earlier, growth improvements are still necessary to reduce background carrier concentration levels, particularly in the InAs/InAsSb system, so that transport properties may be improved. The advancement of growth techniques can be accurately monitored using MSA, making this technique an indispensable tool towards that endeavor.

Additional studies regarding surface passivation are required, including demonstration of long-term stability and refinement of encapsulate deposition techniques. Follow-up quantum efficiency (QE) measurements are also necessary to quantify potential performance benefits of p-type absorbers. An extension of the passivation work reported here should include Be-doped InAs/InAsSb layers as well, as harnessing the electron mobility of this system could provide a dramatic increase in carrier collection.
MSA techniques will be integral in this development, especially with regards to doping levels necessary to type convert. The reduction in minority carrier lifetime with high $p$-type doping observed in this work and elsewhere make it desirable for extrinsic doping levels to be kept as low as possible.

The final extension of this work builds upon the techniques and analysis presented here and directs them towards characterization efforts of SL materials in the vertical (growth) direction, which have a much more direct influence on device performance. Vertical conductivity studies using geometrical magnetoresistance could be used to determine limiting transport mechanisms of InAs/GaSb and InAs/InAsSb materials, particularly at low temperature, and to better establish theoretical connections between in-plane and vertical transport. Surface passivation studies in the vertical direction can also be conducted by varying sample size. Measurements on very small samples would more accurately replicate mesa diode sidewalls and act as the ultimate test of passivation efficacy due to increased surface area.
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