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There has been a recent swell of interest in the analysis of blog comments. However, much of the work
focuses on detecting comment spam in the blogsphere. An important issue that has been neglected so far
is the identification of diversionary comments. Diversionary comments are defined as comments that divert
the topic from the original post. A possible purpose is to distract readers from the original topic and draw
attention to a new topic. We categorize diversionary comments into 5 types based on our observations, and
propose an effective framework to identify and flag them. To the best of our knowledge, the problem of
detecting diversionary comments has not been studied so far. We solve the problem in two different ways: (i)
rank all the comments in descending order of being diversionary; (ii) consider it as a classification problem.
Our evaluation on 4,179 comments under 40 different blog posts from Digg and Reddit shows that the
proposed method achieves the high mean average precision (MAP) of 91.9% when the problem is considered
as a ranking problem, and 84.9% of F-measure as a classification problem. Sensitivity analysis indicates
that the effectiveness of the method is stable under different parameter settings.
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1. INTRODUCTION
Blogs, as a type of web-based publications consisting of periodic posts with user com-
ments, have been extensively used by individuals to express their views from the late
1990s. According to the statistic published in Tumblr1 and WordPress2 on February
2014, there were around 247.8 million existing blogs, and the population was predicted
to double roughly every 5.5 months [Bhattarai et al. 2009]. With such a rapid growth,
the number of comments under blog posts also proliferates proportionally. As a strong
force of public opinions, blog comments attract attention from people with different

1https://www.tumblr.com/about
2https://wordpress.com/

Author’s addresses: J. Wang, C. T. Yu, P. S. Yu and B. Liu, Computer Science Department, University of
Illinois at Chicago; W. Meng, Computer Science Department, SUNY at Binghamton.
The paper is an extension of the paper that appeared in Proceedings of the 21st ACM international confer-
ence on Information and knowledge management (CIKM ’12).
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted
without fee provided that copies are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. Copyrights for components of this work owned
by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or repub-
lish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request
permissions from permissions@acm.org.
c© 2015 ACM. 1539-9087/2015/06-ARTXXXX $15.00
DOI: http://dx.doi.org/10.1145/0000000.0000000

ACM Transactions on Embedded Computing Systems, Vol. V, No. N, Article XXXX, Publication date: June 2015.



XXXX:2 J. Wang et al.

backgrounds. Ideally, commentators write their truthful opinions to help shape and
build the contents in the blog posts. However, in practice, various types of unrelated
comments are written deliberately. For instance, merchants design a simple agent to
automatically write unrelated comments with hyperlinks to boost the ranks of tar-
get web pages, companies post advertisements to promote products, and trolls leave
off-topic comments to upset people or start arguments. In addition, regular commen-
tators can also change their concerns and intentions subconsciously as the discussion
continues, which leads to diversionary comments from the original post.

Many kinds of unrelated comments in the blogosphere have drawn interests from
researchers. One type of unrelated comments has hyperlinks to commercial-oriented
pages, and is defined as comment-spam [Bhattarai et al. 2009]. It is basically a form
of web spam that aims to mislead search engines to obtain a higher-than-deserved
ranking. Various initiatives have been taken to reduce comment-spam. Mishne et al.
[Mishne 2005] developed language models for the blog post, post comments and the
pages linked by comments in order to classify comments based on the disagreement
among the three models. Based on the features that spam comments are usually
shorter than legitimate comments, Cormack et al. [Cormack et al. 2007] conducted
their work on filtering of short messages. Their idea is to improve the traditional bag-
of-words spam filter by adding more features such as word bigrams separated by 3
or fewer words, character bigrams and character trigrams. However, we did not find
any study on detecting uncommercial-oriented comments that try to divert to another
topic. Based on a study of 12,583 comments for 135 blog posts from Digg3 and Red-
dit4, we only observed a small percentage of comments containing hyperlinks (4.5%),
but found a significantly higher percentage of comments shifting the discussion topic
(30.7%). One example of these diversionary comments is that given a post which sug-
gests users locking and encrypting their smartphones, when most commentators write
to share the methods about protecting phones, a diversionary comment changes the
topic to discuss why people care more about banking stuff than personal information.
And starting from this point, the following comments become more diverse, they even
divert the topic to government policy in US and Canada, including spying networks
and health care systems. When readers of this post want to get more ideas about how
to encrypt their phones, surely non-diversionary comments are of interest.

In this article, we define comments diverting the discussion from the original post as
diversionary comments. Based on our observation, we categorize diversionary com-
ments into five types, which are listed below (the type distribution among diversionary
comments is also given based on a manually labeled data set of 4,179 comments for 40
randomly chosen blog posts):

Type 1 (60.2%)(Comments shifting to different topics):
Those that change the discussion topic to another one. It may appear in one of the
following forms:
(1) The blog post discusses about topic x, and a diversionary comment directly

changes the topic to y, which is somewhat unrelated to x under the blog con-
text, though they might be related under a much broader context, especially
under the political issues. The “social security” diversionary comment under
the post about cutting defense spending provides an example for this subtype.
By extracting the discussion topics in this kind of diversionary comments, we
can use them to recommend users for further reading.

3http://digg.com/
4http://www.reddit.com/

ACM Transactions on Embedded Computing Systems, Vol. V, No. N, Article XXXX, Publication date: June 2015.



Diversionary Comments under Blog Posts XXXX:3

(2) The blog post discusses about topic x, an earlier comment talked about both x
and y, where x and y are unrelated, a diversionary comment continues on topic
y without mentioning topic x. Consider a blog post about Facebook popularity
decline among teens, an earlier commentator claimed that he never had a Face-
book account or owned a television. A diversionary comment proceeds on the
topic about television: “Actually the not having a TV thing is becoming a popu-
lar trend. I’d join but I’m too much of a gamer to abandon owning a TV, despite
rarely watching TV”.

Type 2 (22.6%)(Comments about personal attack to commentators):
Those that comment on the behavior of some preceding commentators without dis-
cussing anything related to the topic of the original blog post. An example of this
type of diversionary comments is “What’s the matter with you? Are you only posting
at the very lowest level of threads so you don’t deal with responses?”
Type 3 (9.7%)(Comments with little content):
Those that lack content and only contain words such as “lol” and “hahaha”. Even
though they might express agreements or disagreements with the preceding com-
mentators or the content of the blog post, their relatedness to the post content is not
clear, and therefore, they are considered as diversions.
Type 4 (4.7%)(Comments about the hosting website only):
Those that complain or commend the blog hosting website. We consider them as
unrelated to the post content. An example diversionary comment of this type is
“Everyone should boycott Digg on Monday.” In this comment, “Digg” is the hosting
website.
Type 5 (2.7%)(Advertisements):
Those that introduce products or refer to companies or websites, and all of which
are unrelated to the post content.

Based on the above observations, we reports a study of identifying diversionary com-
ments. We propose a framework to solve this problem in two different ways, depending
on whether the final step applies a ranking algorithm or a classification algorithm.
The two approaches use the same set of features. While the ranking algorithm takes
the features as scores to rank comments in descending order of being diversionary, the
classification algorithm takes those features to build a classifier.

In the post-comments environment, each comment either replies to the post or to
a preceding comment. The basis to recognize a legitimate comment is that it is either
highly related to the post content, or closely related to the preceding comment it replies
to, with respect to the topics discussed in the post. In contrast, a diversionary comment
is related neither to the post nor to its reply-to comments with respect to the topics in
the post content (a comment’s reply-to comment is the one it replies to.). Relatedness
between two documents (a document is either a post, or a comment) can be measured
by some form of similarity. Consider a post and its comments. The post is usually much
longer than an ordinary comment. As a consequence, the proportion of terms or topics
in common between the post (P ) and a comment (C) is usually not larger than that
between a comment (C) and its reply-to comment (RC). So a normalized similarity
between P and C is usually smaller than that between C and RC. If a threshold t
is set to decide whether a comment is highly related to the post, then an even higher
threshold than t should be set to measure the high relatedness between a comment and
its reply-to comment. Our method tries to first represent each comment and the post
by a vector, then to use a similarity function to compute the relatedness between each
comment and the post, and that between each comment and the comment it replies
to, Finally, we rank comments based on the similarity scores, or classify comments by
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using these similarity scores as features. However, the following reasons make this a
challenging task.

(1) It is difficult to find an accurate representation for each comment and the post.
Comments are relatively short and can only offer limited literal information. A sim-
plistic way of applying term frequencies to build document vectors would yield low ac-
curacies, because a related comment may not share enough words with the post, while
a diversionary comment may share significant words with the post. For instance, given
a post with the topic of President Obama’s accomplishments, a diversionary comment
which doubts Obama’s birthplace shares the significant word “Obama” with the post.

(2) Pronouns and hidden knowledge in the comments and post are other obstacles
to accurate representations. Firstly, many commentators use pronouns to represent
the person or the issue mentioned in the post. Without mapping pronouns to their
corresponding proper nouns or phrases, the number of occurrences of the person or
issue cannot be captured accurately. Secondly, comments often mention some proper
nouns, including celebrities, product names, company names and abbreviations, which
are not explicitly mentioned in the post but are closely related to the post content. For
example, when a post discusses policies of Democrats, a related comment may mention
about President Obama’s domestic policy since he represents the Democrats. Without
including such knowledge into the comment and the post, they cannot be represented
appropriately either. Thirdly, many words or phrases, though different, may refer to
the same topics. Thus when two comments contain different words but refer to the
same topics, their representations are different but ideally should be similar.

(3) A commentator may write to reply to the post directly, but may also write to
follow a preceding comment. Most blog hosting websites offer a reply-to hierarchy for
commentators. However, many comments do not follow the hierarchy, which makes it
difficult to find what a comment replies to.

The main contributions of this article are as follows:
(1) It proposes the new problem of identifying diversionary comments and makes the

first attempt to solve the problem in the blogosphere.
(2) It introduces several rules to accurately locate the comment that a comment

replies to. An effective rule is also proposed to determine whether a comment replies
to the post directly.

(3) It proposes an effective approach to identify diversionary comments, which first
applies coreference resolution [Bengtson and Roth 2008] to replace pronouns with
corresponding proper nouns or phrases, extracts related information from Wikipedia
[Gabrilovich and Markovitch 2007] for proper nouns in comments and the post, uti-
lizes the topic modeling method [Blei et al. 2003; Teh et al. 2004] to group related
terms into the same topics, and represent comments and the post by their topic dis-
tributions, and then according to their similarities with the post and the comments
they reply to, classifies comments or ranks comments in the descending order of being
diversionary.

(4) A data set, which consists of 4,179 comments under 40 different blog posts from
Digg.com and Reddit, was annotated by 5 annotators with substantial agreement. Ex-
periments based on the data set are performed to verify the effectiveness of the pro-
posed approach versus various baseline methods. The proposed method achieves 91.9%
in mean average precision (MAP) [Baeza-Yates and Ribeiro-Neto 2008] when the rank-
ing algorithm is applied, and 84.9% in F-measure when the classification algorithm is
applied. In addition, its effectiveness remains high under different parameter settings.

2. MOTIVATION
The existence of diversionary comments is a double-edged sword because they not only
bring diversification, but also noise. On one hand, many blog posts have too many
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comments, and readers do not have time to read them all. When readers are only
interested in reading strictly on-topic information, diversionary comments are better
skipped. As an example, suppose an investigator wants to examine blog posts and com-
ments related to human trafficking. An effective search engine should return posts
and their comments related to this topic while filtering out comments unrelated to
the topic so that the investigator can concentrate on the on-topic comments. On the
other hand, some diversionary comments reflect commentators’ divergent thinking.
Although diversionary comments are unrelated to the original post, some readers may
still find some of them interesting. In other words, this diversionary topic could be
recommended to the other readers of this post. For example, under a post about “the
risky rush to cut defense spending”, a diversionary comment changes the topic to social
security. Though social security is not strictly related to defense spending cut under
the context, both social security and defense are important government programs and
their budgets are somewhat related. Thus, some readers of this post might also be
interested in the topic about social security. In addition, by identifying diversionary
comments, we can provide a high level summary of discussion topics in comments, and
let the readers learn the major shifts of discussion topics. This is desirable as it helps
solve the information overload problem and enables readers to focus. Furthermore,
identifying diversionary comments across different blog posts can also help identify
biased commentators or trolls. If a commentator is found to write diversionary com-
ments frequently, then he/she is more likely to be affected by ideologies, or be a troll
that intends to harm discussions. In summary, a commentator who writes a diver-
sionary comment may deliberately mislead other readers to a different topic or try to
broaden the topic under consideration. Irrespective of the intentions of the authors of
diversionary comments, the identification of diversionary comments is desirable.

We believe that the problem is also of interest to social networks. Facebook is build-
ing a system that tries automatically to block irrelevant comments. According to news
from TechCrunch5, when a well-known tech startup enthusiast tried to post a comment
under a Facebook post about the nature of today’s tech blogging scene, he received an
error message from Facebook:“This comment seems irrelevant or inappropriate and
can’t be posted. To avoid having comments blocked, please make sure they contribute
to the post in a positive way.” However, his comment itself was just expressing agree-
ment with the post and adding in his own ideas. Later a Facebook spokesperson ex-
plained that his comment received a “false positive” as spam, and stated that Facebook
built this automated system to maintain a trusted environment. Clearly, Facebook be-
lieves that an automated system that can block off-topic comments is important. How-
ever, it is critical for such a system to be highly accurate in order to reduce complaints
from users. Therefore, developing an effective method to identify diversionary com-
ments is very important.

We also conduct a user study to verify the effect of identifying diversionary com-
ments. In this study, we randomly pick 20 blog posts and draw a set of their associated
diversionary comments (there are 448 such comments.) from our labeled data set. Each
participant in this study is provided a few blog posts and a set of their associated com-
ments. For each comment, he/she is asked the following question:

Consider you hold interest in the post discussion topic, is this comment of interest to
you?
Interestingly, the results shows 83.7% of diversionary comment are of no interest to
the participants. The diversionary comments that draw participants’ interests mostly
(93.2%) belong to subtype 1 of type 1, and may connect to the blog post under a much
broader context. Given that a diversionary comment is likely to be of no interest to

5http://techcrunch.com/2012/05/05/facebooks-positive-comment-policy-irrelevant-inappropriate-censorship/
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the readers, we believe that identifying diversionary comments provides readers an
option to quickly find the comments of interest, and therefore improving the readers’
experience. In this work, we flag diversionary comments so the readers can decide
whether to read diversionary comments or skip them.

3. RELATED WORK
By analyzing different types of diversionary comments, we realize that types 2, 3 and
5 belong to the traditional spam in different contexts. Therefore, we discuss related
work on various types of spam detection. We are not aware of any work on detecting
type 1 and type 4 diversionary comments.

The most investigated types of spam are the web spam [Castillo et al. 2006; Castillo
and Davison 2010; Martinez-Romo and Araujo 2009; Ntoulas et al. 2006; Wang et al.
2007] and email spam [Blanzieri and Bryl 2008; Cormack 2008; Twining et al. 2004;
Zhuang et al. 2008]. Web spam can be classified into content spam and link spam.
Content spam involves adding irrelevant words in pages to fool search engines. In
the environment of our study, the commentators do not add irrelevant words as they
want to keep their comments readable. Link spam is the spam of hyperlinks, but as
we discussed in the previous section, diversionary comments seldom contain hyper-
links. Email spam targets individual users with direct mail messages, and are usually
sent as unsolicited and nearly identical commercial advertisements to many recipients.
Spam emails are filtered based on recurrent features such as the use of some specific
words. However, diversionary comments are mostly not commercial oriented and may
not contain the same kind of features. In addition, comments are written within the
context of the post and preceding comments, while emails are written independently.

Comment spam in the blogosphere has also been studied extensively [Bhattarai
et al. 2009; Mishne 2005; Cormack et al. 2007; Sculley and Wachman 2007]. It is ac-
tually a form of web spam, but is written under a post. There are some important
differences between such spam and diversionary comments. Firstly, comment spam
typically contain hyperlinks to external pages while diversionary comments seldom do,
and therefore, techniques which involve using the information from hyperlinks cannot
be applied to identify diversionary comments. Secondly, comment spam are relatively
short compared with legitimate comments, and usually repeat the same words in a
certain pattern in order to attract search engines, while most diversionary comments
have similar lengths as those related comments, and rarely repeat the same words.
Therefore, techniques based on features of traditional comment spam will not perform
effectively for identifying diversionary comments.

Another related research is opinion spam detection, though it is not conducted in the
blogosphere. Jindal and Liu [Jindal and Liu 2008; Jindal et al. 2010] regard untruthful
or fake reviews aiming at promoting or demoting products as opinion spam. They tried
to identify untruthful opinions, reviews on brands only and non-reviews as three types
of opinion spam. They detected the last two types of spam reviews based on supervised
learning and manually labeled examples. They detected untruthful reviews by using
duplicate and near-duplicate reviews as the training data, which they believed were
likely to be untruthful. However, we are not aware of many duplicate comments under
the same post or across different blog posts. In addition, the observed duplicate com-
ments are usually due to accidental resubmissions by the same users. Ott and Cardie
[Ott et al. 2011] focus their study on deceptive opinion spam, which is defined as ficti-
tious opinions that have been deliberately written to sound authentic. They developed
their approach by integrating work from psychology and computational linguistics.
According to them, the best performance of detecting deceptive opinion spam could be
reached by the classifier built on linear SVM with features extracted from the Lin-
guistic Inquiry and Word Count (LIWC) software [J. W. Pennebaker and Booth 2007]
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and the combination of unigrams and bigrams. LIWC software is a popular automated
text analysis tool used widely to detect personality traits [Mairesse et al. 2007]and
analyze deception. Under the broad area of social science, this method could be ap-
plied to the detection of diversionary comments, so we will compare its performance
with our proposed approach in the experiment section. However, theoretically, diver-
sionary comments are not identical to untruthful and deceptive reviews because they
are different concepts. Diversionary comments are not necessarily fake or deceptive.
In addition, diversionary comments are detected based on the context, which contains
both the blog post and the preceding comments, while opinion spam detection does not
involve the preceding reviews context.

We also investigate related work on extracting semantics from short texts including
microblog posts and news feeds, as comments are short texts, and finding diversionary
comments requires understanding the semantics of comments and blog posts. There
are two popular and effective approaches that have been extensively used. The first
approach is to apply the topic model LDA and its variants to learn topics from the
texts, while the second approach is to augment short text information by adding exter-
nal knowledge, such as Wikipedia concepts [Gabrilovich and Markovitch 2007]. Our
approach has combined both of them and is demonstrated to be more effective than
each of the two individual methods. The comparison between these two approaches and
our proposed method will be made in the experimental section. Hong et al. [Hong and
Davison 2010] conduct their work on Twitter. They propose several schemes to group
data, then use these different corpora to train the LDA model separately and compare
their performance. Yano et al. [Yano et al. 2009] propose a CommentLDA model to pre-
dict responses to political blog post, which jointly describe the contents of posts, the
authors, and the contents of comments. In our work, we group all the comments under
one blog post, and build a topic model for them. Tsagkias et al. [Tsagkias et al. 2011]
try to retrieve related social utterances for a given news articles. They extract external
knowledge from the social media utterances that are explicitly linked to the given news
to help build a better query. Our proposed method also utilizes external knowledge by
retrieving web pages that are related to the title of the post. Meij et al. [Meij et al.
2012] explore their work on adding semantics into microblogs. They try to capture the
semantics by automatically identifying concepts that are defined in Wikipedia. Baner-
jee et al. [Banerjee et al. 2007] also explore the information in Wikipedia to enrich
the news or blog feeds. Hu et al. [Hu et al. 2009] cluster similar short texts (snip-
pets) by using internal semantics and external semantics. They present a framework
to incorporate the internal semantics by parsing texts into segment level, phrase level
and word level, and the external semantics by deriving knowledge from Wikipedia and
WordNet. In our work, we also enrich the contents of comments and posts by adding
concepts from Wikipedia. In addition, we utilize coreference resolution to resolve pro-
nouns. Overall, our method has combined several techniques to enrich the contents of
comments and blog posts, which will be further detailed in the technique section.

4. ANALYSIS OF COMMENTS
Before discussing the proposed techniques for identifying diversionary comments, let
us first describe the data used in this work and illustrate some data features. In this
work, we use posts and their comments from Digg v4.06 and Reddit.

A standard hierarchy of post-comments in these two websites is illustrated in Fig-
ure 1. Each comment consists of 4 features (username, written time, comment level,

6Digg v4.0 is the version from July 2, 2010 to July 12, 2012.
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Fig. 1. A snapshot of a hierarchy of a blog post and its comments

comment content)7. Among these features, “username” is the commentator’s name,
while “written time” represents the time when the comment is posted. Comments with
“comment level” of (n + 1) are designed to reply to preceding comments of level n. In
addition, if a comment’s level is 0, then it is supposed to reply to the post content di-
rectly. In Figure 1, R1 is a comment of level 0, and R2 is a comment of level 1 which
follows the topic of R1. Similarly, R3, with the level of 2, replies to R2.

Under such a hierarchy, we believe that a relevant comment is the one that is either
related to the post content directly or related to the preceding comment it replies to,
while a diversionary comment is unrelated to both the post content and the comment
it replies to, with respect to the topics discussed in the post content. Therefore, finding
what a comment replies to is necessary for the identification of diversionary comments.

There are existing literatures [Aumayr et al. 2011; Zhu et al. 2008; Wang et al.
2011; Wang et al. 2011] on finding the reply structure under online forums. The post-
comments hierarchy is similar to, but different from the forum reply structure. Com-
ments under a post can respond to the post directly, or reply to some previous com-
ments, while in a forum thread, people post to reply to previous posts. Aumayr et
al. studied the reply structure of threads in online forums. They extract content and
non-content features and apply the decision tree algorithm to build a classification ap-
proach for their task. Among their features, “quotes” (a post quoted a previous post’s
username, id and text section) as a very strong feature in their paper, however, can-
not be applied to our work. Comments under blog posts usually do not quote previous
comments’ content. Moreover, the “level” feature is distinct under the post-comment
structure. In the following, we extract features including username, level, time differ-
ence and content similarities, and provide a set of heuristic rules to effectively detect
what a comment replies to.

4.1. Finding what a comment replies to
In most cases, a comment at level 0 replies to the blog post content and a comment at
level (n+1) replies to a comment at level n. However, in practice, not all commentators
follow such rules to write comments. In Figure 2, R2 replies to R1 about where to
watch political discussions, but it does not follow the standard rule. Therefore, besides
the feature of “level”, we need to combine other features such as written time and
username to locate a comment’s reply-to comment. We use the following heuristics to
find a comment’s potential reply-to comments. Assume comment A is at level n and
written at time t, while its reply-to comment is written at time t’.

(1) If comment A’s content contains the information about username such as “@user-
namej”, then among comments which precede comment A and are written by “user-
namej”, the reply-to comment of A is the one that has the smallest positive value of
(t− t′);

7There are other features such as digg numbers and bury numbers for Digg; since we do not use them, they
are not listed here
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Fig. 2. Comments Example

(2) Among all comments which precede comment A and have the level (n − 1), the
reply-to comment of A may be the one that has the smallest positive value of (t− t′);

(3) Among all comments which precede comment A and have the level n, the reply-to
comment of A may be the one that has the smallest positive value of (t− t′);

(4) Among all comments which precede comment A, the reply-to comment of A may
be the one that has the smallest positive value of (t− t′), no matter what its level is.

(5) If comment B satisfies condition (1), then B is A’s reply-to comment, otherwise,
all comments which satisfy any of conditions (2), (3) or (4) are considered as potential
reply-to comments. If there is only one potential reply-to comment, we consider it as
the final reply-to comment. However, if there are multiple potential reply-to comments,
we compare the similarities between the comment and all of its potential reply-to com-
ments, and choose the one that has the largest similarity based on our method (to be
described in Section 5.2).

However, some comments reply to the blog post content directly instead of to other
comments. The first comment of the post definitely replies to the post. For each of the
other comments at the level of 0, when its similarity with the post is greater than its
similarity with its potential reply-to comments, and greater than a specified threshold
t (specified as t3 in Algorithm 1 in Section 5.1.6), we consider it replying to the post
directly.

5. DIVERSIONARY COMMENTS IDENTIFICATION
In this section, we present the proposed techniques to identify diversionary comments.
We first explain each strategy we use to exploit the hidden knowledge and the algo-
rithm we use to rank comments. We then discuss the pipeline of our method.

5.1. Techniques
As we mentioned in the previous section, a diversionary comment is not related to ei-
ther the blog post content or the reply-to comment with respect to the topics discussed
in the post content. Typical similarity functions such as the Cosine function [Salton
et al. 1974] and the Jensen-Shannon divergence [Fuglede and Topsoe 2004] can be
used to measure the relatedness between two documents. Here, a document is either
a comment or a blog post. Based on our experimental results in a later section, their
performances are similar. Cosine similarity between two documents is computed by

sim(d1, d2) =

−→
V (d1) · −→V (d2)

| −→V (d1) | · | −→V (d2) |
(1)
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where −→V (d1) and −→V (d2) are document vectors8.
Jensen-Shannon divergence is a measure of the distance between two probability

distributions P and Q. It is based on KL-Divergence [Kullback 2008], but it is sym-
metric and is always a finite value. The Jensen-Shannon divergence of two probability
distributions P and Q can be computed by the following function, where M = 1

2 (P+Q).

JSD(P,Q) =
1

2
(Dkl(P,M) +Dkl(Q,M)) (2)

Dkl(P,M) =
∑
i

P (i) log
P (i)

M(i)
(3)

However, a simplistic way of utilizing these similarity functions may yield inaccura-
cies due to the following reasons:

(1) Words which are common to both documents are often replaced by pronouns.
Thus, the number of common content words between two related documents is re-
duced. Coreference resolution [Bengtson and Roth 2008], which ensures that pronouns
referring to entities are replaced, is employed to alleviate this problem.

(2) Entities and events mentioned in one document can be different from but closely
related to those appearing in another document. Wikipedia9 provides information
about related entities. If a blog post discusses an entity and a comment contains infor-
mation about a related entity, then proper extraction of information from Wikipedia
allows the comment to match the post.

(3) Content words which are different but refer to the same topic are not taken into
consideration by typical similarity functions. Topic models such as Latent Dirichlet Al-
location (LDA) [Blei et al. 2003] and Hierarchical Dirichlet Process (HDP) [Teh et al.
2004] allow different related words to be found to belong to the same topics with high
probabilities. This also enables similarities to be computed more accurately. Our ex-
perimental results in Section 6.3 will show that the topic model based methods turn
out to be very effective.

These techniques are described below.

5.1.1. Coreference Resolution. Coreference resolution groups all the mentioned entities
in a document into equivalence classes so that all the mentions in a class refer to the
same entity. By applying coreference resolution, pronouns are mapped into the proper
nouns or other noun phrases. If we replace pronouns with their corresponding words
or phrases, then the entities become more frequent. For example, a blog post which
talks about what Obama has done since he was elected as president, only mentions
“Obama” once, but uses “he” several times. Without coreference resolution, the word
“Obama” only occurs once. However, with coreference resolution, “he” will be replaced
by “Obama”, and the frequency of “Obama” will be increased.

In this work, we use the Illinois coreference package [Bengtson and Roth 2008],
which is built on a pairwise classification model. Their idea is to represent mentions
in each document by a graph with mentions as nodes. Each mention is first compared
with its preceding mentions in the document if exist, and is then decided to be linked to
the one that returns the highest coreference value. Finally, all connected nodes belong
to the same class and refer to the same entity. Here the coreference value indicates the
probability of two mentions belonging to the same class, and is returned by the pair-
wise coreference model, which takes mentions’ features, such as mention types, string

8When topic model is applied, document topic distributions are used as vectors to compute the similarity
values
9http://www.wikipedia.org/
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Table I. Top terms of an LDA model

T1 T2 T3 T4
Obama Health Obama War
(0.13) (0.80) (0.20) (0.70)

President Care Democrat Iraq
(0.08) (0.66) (0.37) (0.96)
Black Tax Party World
(0.43) (0.71) (0.63) (0.24)
House Insurance Vote Country
(0.33) (1.00) (0.52) (0.22)

Barack Pay People Afghanistan
(0.47) (0.75) (0.15) (1.00)

relation and semantic features, as input. The pairwise coreference model is learnt us-
ing an averaged perceptron learning algorithm [Freund and Schapire 1999] based on a
large set of training data. We apply the coreference resolution algorithm to each para-
graph separately as pronouns usually only refer to proper nouns or other noun phrases
in the same paragraph.

5.1.2. Extraction from Wikipedia. When a blog post talks about former Chinese Presi-
dent Hu Jintao’s visit to U.S, a comment which discusses the foreign policy of China
will be considered relevant. However, the blog post does not mention the word “China”,
and it does not share any words with the comment. A similarity function such as Co-
sine which utilizes words in common would yield a small value between the post and
the comment. Even with coreference resolution, the relationship between “China” and
“President Hu Jintao” cannot be detected. Wikipedia comes to help, which offers a vast
amount of domain-specific world knowledge. In the above example, if we search “Pres-
ident Hu Jintao” in Wikipedia, we will find the information that President Hu Jintao
is the former president of the People’s Republic of China. However, Wikipedia offers
much more knowledge than is needed in the analysis of the post or comments. In order
to avoid adding noise, we only pick up anchor texts [Gabrilovich and Markovitch 2007]
in the first paragraph from the searched webpage since this information is believed to
be most related.

5.1.3. Latent Dirichlet Allocation (LDA). If a similarity function such as the Cosine func-
tion is applied to two related but different terms, the similarity score will be zero. LDA
places different terms, which are related and co-occur frequently, into same topics with
high probabilities. Each term can be represented as a vector of topics. Thus, two related
terms which share some topics together will have a positive similarity.

Table I lists the top five terms for four different topics (additional topics are not in-
cluded in the table) in an LDA model, which is built on 600 documents that are related
to the query “what Obama has done”. Also, the probability of a word belonging to a
topic is listed. From Table 1, we find that terms “health” and “insurance” share topic
2 and therefore two comments, one having “health” and the other having “insurance“
can have a positive similarity.

In general, a document-topic distribution can be obtained in the LDA model [Blei
et al. 2003; Steyvers and Griffiths 2007; Griffiths and Steyvers 2004], using Gibbs
sampling [Heinrich 2004], and it is given by formula (4):

Θ =
CDTdj + α∑T

k=1 C
DT
dk + Tα

(4)

Here, D and T stand for documents and the number of topics respectively, CDTdj is
the number of occurrences of terms in document d, which have been assigned to topic
j, and α is a smoothing constant. Based on formula (4), the distribution of a document
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on a set of topics can be estimated. Given each document’s topic distribution, we can
compute the similarity between documents using their topic distribution vectors.

Using Gibbs sampling, a term-topic distribution is also obtained and it is given by
formula (5):

ϕ =
CWT
ij + β∑W

k=1 C
WT
kj +Wβ

(5)

Here, W and T stand for the number of terms and topics respectively, CWT
ij is the

number of times that term i has been assigned to topic j, and β is a smoothing constant.
This formula allows the similarity between two terms to be computed.

5.1.4. LDA Inference on test data. In order to build an accurate LDA model, a substantial
amount of data is required. A blog post and its associated comments usually have
limited amount of data. To obtain enough data, we submit the title of the post as a
query to search engines and obtain the first 600 documents as preliminary data to
build an LDA model. We denote the data as the training data, although no data have
been manually labeled in any way as LDA is an unsupervised model. The post and
the associated comments are denoted as test data. Gibbs sampling is still applied to
determine the topic assignment for each term occurrence in the test data based on
formula (6):

ϕ′ ∝


ϕ, if term i occurred in the training data;

CW ′T ′
ij +β∑W ′

k=1
CW ′T ′

kj
+W ′β

, if term i only occurs in the test data. (6)

where ϕ represents the term-topic distribution from the LDA model built on the
training data set, W ′ and T ′ stand for the number of terms and topics in the test data
respectively, CW

′T ′

ij is the number of times that term i has been assigned to topic j in
the test data set. Finally, after the assignment of topic to all the term occurrences in
the test data set, the document-topic distribution for each document in the test data
set is obtained by formula (4). In later computation of pairwise similarities based on
Cosine function or Jensen-Shannon divergence, we use the obtained document-topic
distribution in the test data as the document vectors.

5.1.5. Hierarchical Dirichlet Process (HDP). When utilizing LDA to learn the topics in a
data set, we need set the number of topics preliminarily. The choice of the number
of topics can lead to different results. A model built with too few topics will gener-
ally result in very broad topics, while a model with too many topics will result in
un-interpretable topics. Therefore, a method which could choose the number of topics
automatically is desirable. Hierarchical Dirichlet Process (HDP) [Teh et al. 2004] tries
to extend LDA by using Dirichlet processes to capture the uncertainty regarding the
number of topics. Dirichlet process could be considered as a probability distribution
whose domain is also a random distribution.

We apply the Chinese restaurant franchise scheme [Teh et al. 2004] to simulate the
HDP, which is a two-level sampling process for our work. Under this setup, each word
instance is firstly assigned to a table (the first level), then a table is assigned to a topic
when it is first built (the second level). Tables are local to documents10, while topics
are global across documents. All word instances in a table share the same topic, and
different tables could belong to the same topic.

10It indicates that documents do not share any tables.
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Table II. Notation used in HDP posterior distribution

Notation description
tji the table assignment for the ith word in the jth document (xji)
n−ji
jt. # of words in the tth table in the jth document except the current word
njtk # of words in the tth table in the jth document belonging to topic k
n..k # of words being assigned to topic k in the data set
m.k # of tables belonging to topic k in the data set
m.. # of tables in the data set
ck(xji) # of times word xji being assigned to topic k
V # of distinct words in the data set
K # of existing topics in the data set
f
−xji

t (xji) the conditional probability of assigning word xji to an existing topic t
p(xji|t−ji, tji = tnew, k) the conditional probability of assigning word xji to a topic

During the sampling process, in each document, a word instance could either be
assigned to an existing table or a new table11. As shown in formula (7), the posterior
probability of assigning a word xji into an existing table t is proportional to the product
of the number of existing words in table t and the probability of assigning the word xji
into topic k, which is the topic assignment of the table t; the posterior probability of
assigning the word xji into a new table is proportional to the product of the prior
α0 and the expected value of the probability of assigning the word into a topic (see
equation (9)). When a new table is created, we also need to assign it into a topic, which
could either be an existing one or a new one. As shown in formula (10), the posterior
probability for assigning the newly-built table t into an existing topic k is proportional
to the product of the number of tables in topic k and the probability of assigning the
word xji into topic k12; the posterior probability for assigning the table t into a new
topic is proportional to the prior γ. All related notations in the following formula are
tabulated in Table II.

p(tji = t|t−ji, k) ∝
{
n−jijt. f

−xji

t (xji), if t is previously used;
α0p(xji|t−ji, tji = tnew, k), if t = tnew.

(7)

where α0, β and γ are priors,

f
−xji

t (xji) =
ck(xji) + β

n..k + V β
(8)

p(xji|t−ji, tji = tnew, k) =

K∑
k=1

m.k

m.. + γ
f
−xji

t (xji) +
γ

m.. + γ

1

V
(9)

p(kjtnew = k|t, k−jt
new

) ∝
{
m.kf

−xji

t (xji), if k is previously used;
γ
V , if k = knew. (10)

Finally, after the sampling process, all the word instances in each document are
grouped into several tables, while some tables belong to the same topic. In order to
get the topic distribution of each document, we should not simply count the number
of words being assigned to each topic under each document, because this would ignore
the diversity between different tables under the same topic in a document. Regarding

11In the first iteration of the sampling process, the first word instance of each document is always assigned
to a new table since initially there is no table for each document.
12This new table is created only because the word xji is assigned into a new table. At this moment, the table
only contains the word xji
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ALGORITHM 1: Rank comments in descending order of being diversionary
Constants t1, t2, t3, t4, where t1 ≤ t3, and t2 ≤ t4
for each comment do

C1 = the similarity between the comment and the post;
C2 = the similarity between the comment and its reply-to comment;
if its level == 0 and C1 > C2 and C1 ≥ t3 then

C2 = C1;
end
if C1 < t1 and C2 < t2 then

Put the comment into potential diversionary list(PDL);
else if C1 > t3 or C2 > t4 then

Put the comment into potential non-diversionary list(PNDL);
else

Put the comment into the intermediate list(IL);
end

end
Sort comments in PDL in ascending order of sum(C1, C2);
Sort comments in IL in ascending order of max(C1 − t1, C2 − t2);
Sort comments in PNDL in ascending order of max(C1 − t3, C2 − t4);
Output comments in PDL followed by comments in IL, followed by comments in PNDL.

this issue, we consider a document as a multi-dimensional space spanned by the tables
in the document. Each table represents one dimension, and the topics are vectors in
the space. Then for each topic, its projection to a dimension is the number of word
instances in that dimension (or table) being assigned to it. Therefore, the magnitude
of a vector (that is, the topic k) is

√∑
t n

2
jtk, and then a document j’s topic distribution

is computed by formula (11).

Θj =

√∑
t n

2
jtk∑K

k=1

√∑
t n

2
jtk

(11)

After building an HDP model on the training data, we also need to infer the topic
distribution for each document in the test data. The above described sampling process
is still applied, but the starting number of topics for the test data is the number of
existing topics in the training data, and n..k, m.k, and m.. from the training data are
used for sampling process of the test data. The topic distribution for each document in
the test data is computed by formula (11).

5.1.6. Rank comments in descending order of being diversionary. According to the property
that a diversionary comment is unrelated to both the blog post content and its reply-
to comment with respect to topics in the post, if a comment has small similarities
with both the blog post and the reply-to comment, there is a high probability for it
to be diversionary. As a consequence, we set two thresholds t1 and t2 such that if a
comment’s similarity with the blog post (C1) is less than t1 and its similarity with
the reply-to comment (C2) is less than t2, then it is placed into a list called potential
diversionary list (PDL). Within this list, the smaller the sum of the two similarities,
the more likely it is diversionary. Thus, comments in this list are sorted in ascending
order of sum(C1,C2), with the first one most likely to be a diversion.

ACM Transactions on Embedded Computing Systems, Vol. V, No. N, Article XXXX, Publication date: June 2015.



Diversionary Comments under Blog Posts XXXX:15

In contrast, if a comment has a big enough similarity either with the blog post or
with its reply-to comment, it is very unlikely to be diversionary13. As a result, we
set two thresholds t3 and t4 such that if the similarity of a comment with the post is
higher than t3, or its similarity with its reply-to comment is higher than t414, then it is
placed into a list called potential non-diversionary list (PNDL). The more the similarity
between the comment and the post (C1) differs from t3, or the more the similarity
between the comment and its reply-to comment (C2) differs from t4, the less likely the
comment is diversionary. Thus, comments within PNDL are sorted in ascending order
of Max(C1 − t3,C2 − t4).

Comments which belong to neither of the above two lists are placed into an inter-
mediate list (IL). Comments in this list do not have high probabilities of being diver-
sionary relative to those in PDL; they also do not have high probabilities of being non-
diversionary compared to those in PNDL. Thus, comments in PDL are placed ahead
of comments in IL, which are ahead of comments in PNDL. Within IL, the more the
similarity between the comment and the blog post (C1) differs from t1, or the more the
similarity between the comment and its reply-to comment (C2) differs from t2, the less
likely the comment is diversionary. Therefore, they are sorted in ascending order of
Max(C1 − t1,C2 − t2). We will discuss how to set the threshold values and study their
sensitivity in section 5.3.

Based on the above analysis, we use Algorithm 1 to rank comments.

5.2. Pipeline of the Proposed Method
Our proposed method combines the techniques discussed above to identify diversion-
ary comments. Figure 3 provides a pipeline of the method. Each step in the procedure
is described below:

(1) Submit each blog post title as a query to two search engines (Bing and Yahoo)
and retrieve all the returned web pages. Among all the retrieved web pages, we ex-
tract contents from them up to 600 web pages as the training corpus, and consider
them related to the post content. Test corpus consists of each post and the associated
comments.

(2) Apply coreference resolution on each paragraph of each document in the training
corpus and the test corpus separately, and replace pronouns with their corresponding
proper nouns or phrases. This is useful for building an accurate topic model(LDA or
HDP) in later steps.

(3) Identify proper nouns in the test data based on the Stanford POS tagger
[Toutanova et al. 2003], and a dictionary indexed by these proper nouns is built based
on Wikipedia in the following way: for each of the proper nouns, search it through
Wikipedia; if an unambiguous page is returned, terms in the anchor texts in the first
paragraph of the page are added into the dictionary as the related terms of the proper
noun. Then for each document in the training and test corpus, if it contains a proper
noun in the dictionary, we add the corresponding related terms into the document.

(4) Build an LDA (or HDP) model based on the training data firstly, then use it to
infer the document-topic distribution for documents in the test data.

(5) According to the rules described in Section 4.1, measure similarities between
each comment and the blog post, and similarities between each comment and its po-

13It is possible that a comment has a high similarity with its reply-to comment, and its reply-to comment is
a diversion, which causes problem for our approach. However, such cases are rare. In our dataset, there are
only 0.76% such comments. We will deal with this problem in our future work. Our current approach works
quite accurately as the experimental results show.
14As mentioned in the Introduction section, the criteria for “close relatedness”(in the pattern of similarity
score) between a comment and its reply-to comment is higher than that between a comment and the post
content, t4 is set bigger than t3.
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Training Data Collection

Apply coreference resolution on 
the training data and test data

Extract information from Wikipedia 
for proper nouns in the test data

Build topic model (LDA or HDP) on 
training data, and use the model to 
infer the document-topic 
distribution for each document in 
the test data set. 

Determine what a comment replies 
to.

Classify comments or rank 
comments in the descending order 
of being diversionary.

Fig. 3. Pipeline of the proposed method

tential reply-to comments in the test corpus and then decide what a comment replies
to. Similarity here is measured by computing the Cosine value or Jensen-Shannon
divergence between two documents’ topic distributions.

(6) Rank comments based on Algorithm 1, or classify the comments into diversion
or non-diversion by using the similarity between each comment and the post, and the
similarity between each comment and its reply-to comment as features. The linear
SVM algorithm is applied.

6. EVALUATION
For the experiments of this work, we collect data from Digg and Reddit. The data set
from Digg contains 20 blogs and 2,109 associated comments, which date from October
2010 to February 201115. The corpus is annotated by 5 annotators, all of whom are
graduate students. Each comment is assigned to be a non-diversionary comment or
one of the five types of diversions. When the annotators assess whether the topic of a
comment is different from that of the blog post, they use the criteria whether the topic
of the post is mentioned in the comment. Among all the annotators, one of them com-
pleted the annotations of the comments of all 20 posts, two completed the annotations
of the comments for the first 10 posts, and another two completed the annotations of
the comments for the remaining 10 posts. All the annotators resolve the disagreement
in the annotations together. We consider the final annotation as the gold standard. The
data set from Reddit contains 20 blogs and 2,070 associated comments, which were col-
lected around October 201316. The corpus is annotated in the same way, except that
there are only 4 annotators. Among them, two annotators completed the annotation

15We began this work around that time, so the data was randomly collected then
16it was the time we started revising this work
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Table III. κ agreement and percent
agreement scores for Diggs data
set

Annotator pair κ %
(A1,A2) 0.61 0.82
(A1,A3) 0.63 0.85
(A2,A3) 0.67 0.86
(A4,A5) 0.67 0.85
(A4,A3) 0.65 0.85
(A5,A3) 0.57 0.80
Average 0.63 0.84

Table IV. κ agreement and percent
agreement scores for Reddit data
set

Annotator pair κ %
(A6,A7) 0.63 0.81
(A8,A9) 0.65 0.84
Average 0.64 0.83

of comments in the first 10 posts, and another two completed the annotations of the
remaining comments.

6.1. Inter-annotator Agreement for Diversionary Comments Annotation
This section reports on an agreement study that was conducted to measure the reli-
ability of the various annotations. We use Cohen’s kappa coefficient [Cohen 1960] to
measure the agreement of each pair of annotators, which is believed to be more ap-
propriate than the simple percent agreement calculation since it takes into account
the chance agreement between annotators. It measures the agreement between two
annotators, each of whom classifies N items into C mutually exclusive categories. In
its most general form, κ is defined to be

κ =
Pr(a)− Pr(e)

1− Pr(e)
(12)

where Pr(a) is the observed agreement among annotators, and Pr(e) is a measure of
the agreement that can be expected by chance. Cohen’s κ ranges between 0 and 1, with
κ = 1 indicating perfect agreement and κ = 0 indicating agreement that is not better
than chance. We list the pairwise κ agreement values for each pairwise annotators
in Tables III and IV. For comparison, the absolute percent agreement scores are also
given. In interpreting κ, Landis and Koch [Landis and Koch 1977] suggest that values
above 0.61 indicate substantial strength of agreement, and therefore, we believe our
annotation results are enough for at least tentative conclusions.

6.2. Diversionary Comments Distribution
In this section, we report diversionary comments distribution variation. Based on the
gold standard, there are 834 diversionary comments in the Digg data set (account for
39.5% of all Digg comments), and 449 diversionary comments in the Reddit data set
(account for 21.7%). Figure 4 provides the diversionary comments distribution across
different blog posts, the first 20 points represent distributions of posts from Digg, while
the last 20 represent for posts from Reddit. We observe that most blog posts from
Digg contain 35% to 45% of diversionary comments, while most Reddit posts contain
around 25% diversionary comments. Figure 5 gives the distribution of different types
of diversionary comments. It shows that among all diversionary comments, type 1 is
the most significant one while type 5 has the lowest percentages in both Digg and
Reddit data sets (in the Reddit data set, there are actually no type 5 diversions), which
also indicates that diversionary comments studied in this work are not commercial
oriented but focus on those diverting to other topics.

6.3. Experimental Results
As we proposed in section 4, our method consists of several techniques. In order to
test the necessity of combining them, we perform experiments by comparing our final
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Fig. 4. Diversionary comments distribution in each blog post

Fig. 5. Different types of diversionary comments distribution

method with baseline methods which only apply one technique or combine fewer tech-
niques. We first evaluate our approach of ranking comments in the descending order
of being diversionary. The effectiveness of each method is measured by mean average
precision(MAP) [Manning et al. 2008].

In order to keep consistency among all methods to be compared, we set parameters
t1, t2, t3 and t4 using fixed percentiles, which are required in the ranking algorithm as
presented in Algorithm 1. Let us explain the setting of these parameter values by an
example: if t1 equals to 10%, then the similarities between the comments and the blog
post are sorted in ascending order and the similarity at the top 10% is assigned to t1.
In the section below, we set t1 equal to 10%, t2 equal to 20%, t3 equal to 50%, and t4
equal to 90%17.

6.3.1. Results by adding techniques step by step. We first compare the following meth-
ods: Cosine similarity with term frequency, Cosine similarity with coreference reso-
lution, Cosine similarity with extraction from Wikipedia, and Cosine similarity with
both coreference resolution and extraction from Wikipedia in Table V. All these meth-
ods represent comments and the post by building vectors based on term frequencies.
From Table V, we observe that Cosine similarity with term frequency has the lowest

17Their values are tuned based on a subset (25%) of the data set
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Table V. MAP for Cosine similarity with document vectors built by term frequency

Posts Term With With With
Methods Results (%) Frequency Coreference Wikipedia Coreference

Resolution Extraction And Wikipedia
Digg-1 52.9 55.2 57.1 57.3
Digg-2 75.6 74.4 72.1 70.7
Digg-3 62.1 65.9 67.9 68.2
Digg-4 85.8 83.0 92.5 90.3
Digg-5 79.5 79.0 79.6 79.0
Digg-6 54.9 56.8 58.9 60.7
Digg-7 70.9 73.0 79.3 79.7
Digg-8 75.9 75.6 75.7 75.1
Digg-9 51.2 51.9 49.9 52.8

Digg-10 70.2 73.0 74.6 76.5
Digg-11 79.1 78.5 81.9 81.1
Digg-12 81.8 81.6 81.9 82.2
Digg-13 67.1 66.5 68.5 67.9
Digg-14 83.7 84.6 84.0 83.8
Digg-15 79.5 81.3 80.5 81.8
Digg-16 61.2 60.7 60.4 60.4
Digg-17 76.3 77.0 77.5 78.4
Digg-18 83.0 83.0 82.9 82.2
Digg-19 54.6 54.3 54.4 57.1
Digg-20 77.0 77.0 80.9 80.9
Reddit-1 71.0 71.7 70.6 70.5
Reddit-2 56.0 56.0 47.3 47.2
Reddit-3 17.0 17.6 17.6 18.3
Reddit-4 60.6 62.2 61.3 62.2
Reddit-5 48.6 43.6 50.9 45.8
Reddit-6 66.0 65.6 64.2 63.9
Reddit-7 52.6 52.6 52.6 52.6
Reddit-8 64.0 64.6 63.8 64.4
Reddit-9 53.6 53.5 53.6 53.5

Reddit-10 72.5 72.5 72.8 72.6
Reddit-11 63.6 60.5 63.6 60.5
Reddit-12 55.3 55.2 55.3 55.2
Reddit-13 40.6 40.3 43.2 43.2
Reddit-14 34.8 35.2 34.8 35.2
Reddit-15 41.3 41.1 41.5 41.5
Reddit-16 43.5 46.0 43.5 46.0
Reddit-17 41.7 42.2 41.1 41.9
Reddit-18 48.1 51.1 48.1 51.0
Reddit-19 57.7 58.5 58.8 59.6
Reddit-20 57.7 60.5 58.6 62.4

MAP 61.1 61.5 61.9 62.3

MAP value, while Cosine similarity with both coreference resolution and extraction
from Wikipedia performs the best. Yet, even the best result is far from being accept-
able. The reasons for these poor results are obvious. The Cosine similarity by term
frequency is incapable of matching a document with another document if they have
related but different terms. This mismatch can be alleviated to some extent by corefer-
ence resolution, by extracting related information from Wikipedia and the combination
of the two techniques. However, many unrelated terms remain unmatched.

When LDA is applied, the number of topics is set to 10, α to 0.1, and β to 0.01. In
Table VI, when the LDA model is built simply on the test data, we represent comments
and the post by their topic distributions. However, the results are also poor. When
coreference resolution, extraction from Wikipedia or both of them are combined with
LDA, more often better results are obtained. However, even the best result in this table
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Table VI. MAP for Cosine with document vectors built by LDA on test data

Posts LDA LDA With LDA With LDA With
Methods Results(%) on test data Coreference Wikipedia Coreference

Resolution Extraction And Wikipedia
Digg-1 57.4 47.9 53.4 66.5
Digg-2 68.5 54.3 52.4 57.8
Digg-3 53.9 51.4 51.9 61.7
Digg-4 77.9 74.9 84.8 93.3
Digg-5 62.9 66.7 58.6 72.8
Digg-6 52.9 55.9 59.5 55.9
Digg-7 59.1 61.6 67.0 67.0
Digg-8 71.3 67.5 72.1 72.1
Digg-9 58.1 42.6 50.9 50.9

Digg-10 67.1 66.2 73.2 73.2
Digg-11 51.0 53.0 67.8 67.8
Digg-12 64.1 67.6 69.2 75.1
Digg-13 42.8 58.1 53.0 53.7
Digg-14 75.2 70.5 80.5 80.5
Digg-15 39.6 49.8 57.7 57.7
Digg-16 57.6 56.3 57.2 57.2
Digg-17 54.0 60.3 58.7 58.7
Digg-18 52.0 54.9 64.6 68.2
Digg-19 40.0 47.1 47.1 47.1
Digg-20 42.8 52.9 43.5 52.9
Reddit-1 57.3 51.8 55.2 57.9
Reddit-2 31.1 30.7 29.6 30.1
Reddit-3 22.3 11.3 24.4 15.9
Reddit-4 56.3 51.1 53.5 48.2
Reddit-5 37.4 34.9 28.2 34.4
Reddit-6 68.5 57.9 61.0 50.1
Reddit-7 38.6 35.8 35.6 40.3
Reddit-8 25.1 27.6 29.7 34.6
Reddit-9 35.0 41.5 35.6 43.8

Reddit-10 48.8 39.5 46.3 39.3
Reddit-11 30.2 29.0 31.5 33.7
Reddit-12 35.9 57.0 35.9 57.0
Reddit-13 17.0 37.0 26.5 31.7
Reddit-14 12.5 14.9 12.5 14.9
Reddit-15 14.6 23.3 20.8 12.7
Reddit-16 31.3 32.5 31.3 32.5
Reddit-17 35.9 43.6 29.9 26.2
Reddit-18 29.3 51.4 25.2 27.8
Reddit-19 41.4 16.9 37.1 38.9
Reddit-20 26.5 27.8 31.2 30.5

MAP 46.1 46.9 47.6 49.8

has a mean average precision value of 49.8% only. The reason for such a poor result is
that the amount of test data is too small for LDA to learn reasonable topics.

In Table VII, the LDA inference is applied to the post and comments in the test data.
We rank comments in the test data set based on the Cosine similarities of their topic
distributions. If the entries in the second column of Table VII are compared against
those in the second column of Table V and Table VI, there is a major improvement, im-
plying that this LDA inference method does find related terms across all comments and
the post. When coreference resolution and extraction from Wikipedia are individually
added in, there are also notable improvements. The largest and dramatic improvement
comes when LDA and the two techniques are combined, yielding 91.9% mean average
precision.
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Table VII. MAP for Cosine with document vectors built by LDA inference on test data

Posts LDA Inference LDA With LDA With LDA With
Methods Results(%) on the test data Coreference Wikipedia Corefrence

Resolution Extraction And Wikipedia
Digg-1 66.5 65.1 69.6 86.8
Digg-2 68.3 76.0 83.0 97.8
Digg-3 75.9 84.7 84.0 89.8
Digg-4 83.3 76.4 88.8 96.5
Digg-5 84.5 82.6 83.6 84.1
Digg-6 62.3 57.1 66.3 85.1
Digg-7 60.8 59.3 82.2 95.3
Digg-8 75.2 77.4 89.8 90.4
Digg-9 65.0 72.7 68.9 93.6
Digg-10 82.6 86.8 74.3 96.7
Digg-11 70.3 68.5 83.6 94.9
Digg-12 85.5 85.0 88.5 96.8
Digg-13 79.2 76.2 82.7 97.3
Digg-14 89.2 89.7 91.4 92.7
Digg-15 87.7 89.6 89.5 95.1
Digg-16 80.4 79.2 78.5 97.6
Digg-17 85.6 79.6 76.3 95.6
Digg-18 70.6 80.8 86.4 96.2
Digg-19 64.9 73.9 66.1 88.6
Digg-20 70.0 73.0 82.0 82.0
Reddit-1 72.3 68.5 80.7 89.5
Reddit-2 90.5 92.3 93.1 98.5
Reddit-3 66.7 70.9 78.0 85.2
Reddit-4 74.3 79.2 79.4 93.8
Reddit-5 75.9 80.0 73.2 90.4
Reddit-6 80.7 77.5 83.6 90.2
Reddit-7 81.1 84.8 83.7 88.5
Reddit-8 77.2 92.1 70.0 91.8
Reddit-9 88.5 82.7 92.4 91.8

Reddit-10 78.4 80.3 76.6 88.6
Reddit-11 73.6 64.1 75.5 93.5
Reddit-12 76.9 81.2 80.8 89.4
Reddit-13 54.1 46.7 65.4 92.3
Reddit-14 74.3 80.8 76.9 87.1
Reddit-15 83.5 75.5 82.4 98.6
Reddit-16 78.2 72.6 67.6 90.1
Reddit-17 89.1 89.2 80.9 91.6
Reddit-18 84.1 77.8 82.4 90.7
Reddit-19 83.6 75.4 72.2 91.3
Reddit-20 87.9 83.2 84.6 91.1

MAP 77.0 77.2 79.9 91.9

In Table VIII, we report the results when the Cosine similarity function is replaced
by the Jenson-Shannon divergence function. The parameter values remain unchanged.
The results turn out to be close to those in Table VII, where the Cosine similarity is
applied.

When HDP is applied, α0, β and γ are all set to 1.0 [Teh et al. 2004], and there is
no need to preset the number of topics. In Table IX, we report the result of HDP built
on the test data directly with coreference resolution and extraction from Wikipedia.
The number of topics learned from HDP is also listed. The performance turns out to
be close to that of LDA built on the test data directly with coreference resolution and
extraction from Wikipedia, as listed in the fifth column of Table VI.

In Table X, we report the performance of HDP inference on the test data with coref-
erence resolution and extraction from Wikipedia. The number of topics learned from
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Table VIII. MAP for Jenson-Shannon divergence function with document vectors built by LDA
inference on the test data

Posts LDA Inference LDA With LDA With LDA With
Methods Results(%) on the test data Coreference Wikipedia Corefrence

Resolution Extraction And Wikipedia
Digg-1 64.3 67.1 67.1 77.6
Digg-2 70.1 78.5 81.9 93.8
Digg-3 68.2 72.9 83.5 86.6
Digg-4 83.2 80.0 85.2 93.8
Digg-5 82.8 80.8 87.7 88.7
Digg-6 60.0 52.4 59.9 66.8
Digg-7 58.5 59.5 78.7 83.9
Digg-8 77.0 80.9 90.7 91.0
Digg-9 63.6 68.2 70.8 90.4

Digg-10 82.8 87.8 77.2 92.0
Digg-11 67.4 68.4 82.5 90.7
Digg-12 86.3 88.1 88.9 96.4
Digg-13 78.8 76.1 71.7 82.2
Digg-14 93.6 91.9 93.7 93.9
Digg-15 82.6 87.2 83.0 93.9
Digg-16 77.3 74.8 77.5 93.2
Digg-17 85.2 81.2 78.1 89.4
Digg-18 72.5 77.7 80.7 90.5
Digg-19 71.1 70.3 60.1 94.5
Digg-20 72.7 75.7 82.7 92.7
Reddit-1 68.7 63.2 73.5 84.8
Reddit-2 69.4 90.9 90.4 92.0
Reddit-3 57.4 70.9 78.0 87.7
Reddit-4 72.2 76.6 78.0 89.5
Reddit-5 77.0 80.5 73.4 90.4
Reddit-6 78.6 77.9 82.7 86.6
Reddit-7 72.8 85.2 80.9 89.8
Reddit-8 72.7 85.2 70.0 81.3
Reddit-9 89.2 82.2 79.4 96.0
Reddit-10 73.6 80.3 76.6 89.4
Reddit-11 72.3 66.4 60.8 93.5
Reddit-12 76.9 62.1 80.8 89.4
Reddit-13 54.1 46.7 65.4 92.3
Reddit-14 74.9 68.7 75.8 87.1
Reddit-15 78.1 72.8 78.7 92.9
Reddit-16 77.8 72.6 67.6 89.1
Reddit-17 86.0 83.1 75.3 91.6
Reddit-18 66.3 77.8 82.4 79.2
Reddit-19 62.8 68.1 72.2 91.3
Reddit-20 90.8 77.9 84.6 80.3

MAP 74.2 75.2 77.8 88.9

HDP is also listed. The result is similar to that of LDA inference on the test data with
coreference resolution and extraction from Wikipedia, as listed in the fifth column of
Table VII. Therefore, HDP is proved to achieve comparable performance with LDA,
without the need to specify the number of topics.

6.3.2. Diversionary Comments Classifier. In this section, we evaluate our approach when
the classification algorithm is applied. The similarity between each comment and the
post, and the similarity between each comment and its reply-to comment are taken as
features. Then the linear SVM algorithm [Bishop 2007] is applied to build the classi-
fier. In order to show the effectiveness of our method, we compare our method with the
method Ott and Cardie [Ott et al. 2011] used to detect deceptive opinion spam. They
studied hotel reviews, and also used the linear SVM classifier, but their features con-
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Table IX. MAP for Cosine with document vectors built by HDP on test
data

Posts Methods Results(%) HDP on the test data # of topics
Digg-1 49.4 12
Digg-2 64.7 10
Digg-3 61.1 11
Digg-4 92.1 14
Digg-5 56.9 12
Digg-6 56.1 9
Digg-7 67.8 11
Digg-8 66.8 11
Digg-9 56.7 14
Digg-10 64.2 8
Digg-11 78.3 12
Digg-12 70.8 14
Digg-13 60.3 11
Digg-14 65.5 11
Digg-15 61.0 13
Digg-16 61.3 11
Digg-17 68.9 10
Digg-18 70.8 13
Digg-19 62.9 15
Digg-20 61.7 13
Reddit-1 48.2 9
Reddit-2 40.0 13
Reddit-3 24.4 11
Reddit-4 46.7 12
Reddit-5 21.8 12
Reddit-6 32.8 9
Reddit-7 26.2 12
Reddit-8 41.9 11
Reddit-9 33.7 8

Reddit-10 36.8 12
Reddit-11 32.6 10
Reddit-12 47.4 13
Reddit-13 20.6 15
Reddit-14 21.0 10
Reddit-15 35.8 10
Reddit-16 17.2 10
Reddit-17 19.5 7
Reddit-18 32.3 10
Reddit-19 30.9 13
Reddit-20 37.5 9

MAP 48.6

tain unigrams and bigrams in the reviews, and features extracted from the Linguistic
Inquiry and Word Count software (LIWC). LIWC counts and groups the number of in-
stances of nearly 4,500 keywords into 80 dimensions, including total word count, words
per sentence, percentage of words captured by psychological dictionary, percentage of
words in the text that are pronouns, articles etc. Weighted precision, weighted recall,
and weighted F-measure are calculated based on 10 fold cross-validation. Weighted
F-measure is the weighted sum of two F-measures, one with respect to diversionary
comments and the other with respect to non-diversionary comments, each weighted
according to the number of instances with that particular class label. Weighted pre-
cision and weighted recall are calculated in the similar way. The results are reported
in Table XI, where our method obtains 84.9% as the average F-measure, while their
method only achieves 59.0% F-measure on average. In addition, we observe that the
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Table X. MAP for Cosine with document vectors built by HDP
inference on test data

Posts Methods Results(%) HDP Inference # of topics
Digg-1 93.5 9
Digg-2 93.0 8
Digg-3 92.5 9
Digg-4 91.6 8
Digg-5 94.6 10
Digg-6 92.4 8
Digg-7 91.5 9
Digg-8 91.6 10
Digg-9 91.6 9

Digg-10 92.3 10
Digg-11 91.6 9
Digg-12 91.7 9
Digg-13 88.5 12
Digg-14 89.1 13
Digg-15 90.7 10
Digg-16 91.6 12
Digg-17 88.1 10
Digg-18 94.2 6
Digg-19 89.0 10
Digg-20 91.2 8
Reddit-1 85.7 14
Reddit-2 90.2 11
Reddit-3 90.6 10
Reddit-4 88.1 8
Reddit-5 87.7 15
Reddit-6 88.1 9
Reddit-7 90.8 15
Reddit-8 93.0 22
Reddit-9 88.5 20
Reddit-10 91.1 11
Reddit-11 91.5 11
Reddit-12 85.8 8
Reddit-13 87.4 14
Reddit-14 87.6 10
Reddit-15 91.5 17
Reddit-16 90.9 10
Reddit-17 89.6 9
Reddit-18 90.2 10
Reddit-19 90.0 7
Reddit-20 92.4 14

MAP 90.5

F-measure across different posts obtained from their method are much more diverse,
while our method provides stable F-measure across different blog posts.

We also study the performance of the classifier which takes the document-topic dis-
tribution as features. For each comment, without considering what it replies to, we
take its probabilities of being assigned to each topic as inputs to the linear SVM clas-
sifier. The results are reported in Table XII. This way of building features returns an
average F-measure of 70.7%, which is also better than the method Ott and Cardie use
to detect deceptive opinion spam, but worse than our proposed method, which indicates
the high effectiveness of the heuristic rules we use to find what a comment replies to.

6.3.3. Accuracy of finding what a comment replies to. When applying our method to com-
pute pairwise similarities, the heuristic rules given in Section 4.1 provide 98.2% pre-
cision and 100% recall for locating the reply-to comment of a comment. In addition,
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Table XI. Comparison between LIWC+Unigram+Bigram method and classifier with our approach

Linear SVM LIWC+Unigram Comments similarities
Classification +Bigram as features

Results Precision Recall F-Measure Precision Recall F-Measure
Digg-1 41.4 28.6 33.8 82.4 81.7 81.8
Digg-2 55.0 52.4 53.7 89.6 89.4 89.4
Digg-3 66.7 5.4 10.0 80.4 78.7 77.8
Digg-4 62.0 98.0 76.0 81.1 81.0 81.0
Digg-5 75.0 28.1 40.9 90.0 90.0 89.9
Digg-6 36.4 12.1 18.2 84.4 84.0 83.1
Digg-7 54.2 45.1 49.2 93.3 93.2 93.2
Digg-8 93.3 41.2 57.1 89.0 87.9 87.4
Digg-9 60.6 51.3 55.6 79.5 79.0 79.0

Digg-10 76.5 31.7 44.8 80.9 79.4 79.2
Digg-11 60.8 70.5 65.3 77.9 77.0 77.1
Digg-12 57.5 100 73.0 80.5 80.5 80.5
Digg-13 40.0 11.1 17.4 81.7 80.8 80.8
Digg-14 63.1 98.2 76.8 79.8 78.9 78.8
Digg-15 57.8 90.2 70.5 82.8 82.7 82.6
Digg-16 33.3 10.5 16.0 85.5 85.1 85.1
Digg-17 59.7 87.2 70.8 83.8 83.0 82.2
Digg-18 54.7 87.5 67.3 83.1 82.4 82.2
Digg-19 66.7 6.1 11.1 84.6 84.6 84.6
Digg-20 50.0 15.2 23.3 87.7 87.7 87.7
Reddit-1 63.9 63.8 61.3 79.6 79.3 79.4
Reddit-2 83.4 84.0 80.4 92.2 91.4 90.4
Reddit-3 85.5 92.5 88.9 85.5 92.5 88.9
Reddit-4 66.2 67.3 65.5 84.5 82.7 81.7
Reddit-5 63.3 79.6 70.5 85.3 86.0 85.6
Reddit-6 49.5 58.1 50.5 78.9 79.0 78.4
Reddit-7 84.2 80.0 74.9 82.6 81.7 82.0
Reddit-8 52.9 72.0 61.0 86.2 86.4 86.3
Reddit-9 58.9 75.4 66.1 92.3 92.3 92.0
Reddit-10 82.2 76.2 70.2 80.5 81.0 80.6
Reddit-11 50.2 69.7 58.4 80.0 80.3 80.1
Reddit-12 85.7 82.5 77.9 88.3 88.6 88.3
Reddit-13 71.4 83.7 77.1 71.5 84.6 77.5
Reddit-14 83.2 91.2 87.1 94.2 94.3 94.3
Reddit-15 76.8 87.6 81.9 95.7 95.5 95.1
Reddit-16 84.6 81.0 73.3 88.0 86.0 82.7
Reddit-17 62.8 79.2 70.1 93.3 93.4 93.2
Reddit-18 60.0 76.8 67.4 92.1 92.0 92.1
Reddit-19 80.5 83.1 77.3 93.2 93.1 93.1
Reddit-20 61.5 78.4 69.0 90.8 90.5 89.7

Average Performance 64.3 63.3 59.0 85.3 85.5 84.9

when setting the threshold t (see section 3.1) equal to 50%, the precision is 100% and
the recall is 81.8% for recognizing comments replying to the post directly.

6.3.4. Sensitivity Analysis. In order to test the stability of our method, we compare its ef-
fectiveness by setting different parameter values. We first test its sensitivity by setting
different numbers of topics while keeping other parameter values unchanged when
LDA is used to learn the topic distributions in the comments and the post. In Table
XIII, the number of topics is set to 6, 8, 12, 20 and 30. Similar mean average precisions
are obtained when the number of topics is 8 and 12, while the other numbers provide
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Table XII. Classifier with comments’ topic distribution as features

Linear SVM Topic distributions
Classification as features

Results Precision Recall F-Measure
Digg-1 56.4 56.4 56.4
Digg-2 56.5 56.2 56.3
Digg-3 61.7 62.4 62.0
Digg-4 55.4 55.4 55.4
Digg-5 62.5 63.7 62.9
Digg-6 64.9 66.3 65.4
Digg-7 56.7 57.1 56.8
Digg-8 69.8 70.7 69.1
Digg-9 53.6 54.5 53.9
Digg-10 57.2 56.3 56.6
Digg-11 54.5 54.5 54.5
Digg-12 68.9 68.9 68.9
Digg-13 60.4 61.9 61.0
Digg-14 78.3 78.2 78.1
Digg-15 69.1 69.5 69.2
Digg-16 50.5 51.0 50.7
Digg-17 65.1 64.4 64.6
Digg-18 50.3 50.5 50.4
Digg-19 67.6 68.5 67.8
Digg-20 63.4 67.8 64.4
Reddit-1 71.6 70.7 69.2
Reddit-2 90.2 88.9 87.1
Reddit-3 85.5 92.5 88.9
Reddit-4 69.6 70.0 67.9
Reddit-5 77.4 80.6 75.8
Reddit-6 71.9 72.6 71.7
Reddit-7 85.5 85.8 85.0
Reddit-8 85.6 85.6 84.5
Reddit-9 78.8 80.0 79.2

Reddit-10 71.0 73.0 71.0
Reddit-11 58.7 67.1 60.6
Reddit-12 83.2 84.2 83.1
Reddit-13 71.5 84.6 77.5
Reddit-14 85.7 90.2 87.3
Reddit-15 97.8 97.8 97.7
Reddit-16 85.9 86.8 86.0
Reddit-17 87.1 87.7 86.8
Reddit-18 82.7 83.3 80.8
Reddit-19 80.6 83.1 81.1
Reddit-20 82.5 83.6 81.3

Average Performance 70.6 72.1 70.7

lower performance. Thus, our method with LDA is believed to be stable when number
of topics is in a reasonable range(8 to 12)18.

Secondly, we test the method’s stability by setting different values for ranking algo-
rithm parameters19. To make the comparison simple, we set t1 and t2 to be the same
percentile, and t4 to be the percentage of t3 plus 10%, and report the results in Table
XIV. t1 and t2 are set in the range from 0.1 to 0.45, while t3 changes from 0.2 to 0.55,
and t4 changes from 0.3 to 0.65. The MAPs based on Cosine function are provided. We
find that with such wide ranges of threshold values, there is very little change in the

18Though HDP could be utilized to get the number of topics automatically, but it is much more time con-
suming than LDA, therefore, learning the sensitivity of LDA to the number of topics is meaningful.
19The result listed here is obtained by using LDA inference to get the documents’ topic distributions. HDP
inference gets similar results.
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Table XIII. MAP for LDA inference on the test data with different
numbers of topics

Posts Results(%) T=6 T=8 T=12 T=20 T=30
Digg-1 62.1 83.8 83.8 68.4 73.4
Digg-2 83.6 95.3 89.2 76.2 69.3
Digg-3 65.0 81.7 88.7 76.2 72.7
Digg-4 81.2 87.9 88.5 83.7 78.9
Digg-5 80.1 86.0 90.9 77.8 79.2
Digg-6 51.6 85.0 91.5 55.7 44.3
Digg-7 74.2 81.7 85.6 77.9 72.9
Digg-8 69.0 89.5 85.9 76.8 70.6
Digg-9 55.7 87.3 91.3 61.6 65.6

Digg-10 77.4 90.3 94.5 80.1 76.8
Digg-11 64.2 82.5 85.3 68.5 66.0
Digg-12 83.2 92.3 88.0 83.7 78.6
Digg-13 69.1 81.1 88.2 75.2 73.7
Digg-14 94.9 89.6 93.9 88.8 89.2
Digg-15 88.0 87.8 86.9 80.9 78.9
Digg-16 66.1 88.4 82.5 73.7 61.2
Digg-17 73.4 86.9 87.3 74.0 79.0
Digg-18 74.0 96.9 88.5 77.8 71.3
Digg-19 66.3 84.7 85.3 64.4 55.8
Digg-20 68.4 82.1 74.9 55.3 60.1
Reddit-1 73.2 85.7 89.5 75.4 67.4
Reddit-2 89.9 89.9 93.1 74.1 74.1
Reddit-3 85.2 85.2 90.6 78.0 66.7
Reddit-4 64.6 88.1 88.1 65.2 62.0
Reddit-5 74.2 73.2 87.7 74.2 75.9
Reddit-6 71.4 83.6 82.2 82.2 80.7
Reddit-7 70.0 83.7 88.5 67.6 61.4
Reddit-8 79.4 91.8 79.4 79.4 77.2
Reddit-9 83.2 88.5 91.8 75.6 50.5
Reddit-10 65.0 79.8 76.6 79.8 73.0
Reddit-11 63.4 75.5 67.7 67.7 73.6
Reddit-12 67.6 85.8 91.5 70.2 79.3
Reddit-13 65.4 65.4 87.4 66.4 53.6
Reddit-14 87.4 87.4 87.6 76.9 74.3
Reddit-15 74.9 91.5 89.2 89.2 83.5
Reddit-16 67.6 90.1 90.9 50.5 50.0
Reddit-17 80.9 80.9 81.9 81.9 66.8
Reddit-18 66.2 90.7 82.4 60.9 54.3
Reddit-19 82.4 90.0 79.3 79.3 77.0
Reddit-20 84.6 91.1 84.6 70.7 62.4

MAP 73.6 86.0 86.5 73.5 69.5

effectiveness of identifying diversionary comments. Therefore, we conclude that the
method is stable with reasonable threshold values.

6.4. Case Study and Error Analysis
In this section, we first report a case study by ranking comments for a particular post
and see how the rankings change when different techniques for computing similarities
are applied. Here, we still set the number of topics to 10, t1 to 10%, t2 to 20%, t3 to
50%, and t4 to 90% when LDA is applied (Similar results are obtained by using HDP).
We first look at the following comment:

(1) “Short and to the point. Couldn’t agree more. I hope that poor woman pulls
through.”

It is written under a post with the title “The President’s statements on the attack
in Arizona”, which is about President Obama’s statement on the attack to congress-
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Table XIV. MAP with different threshold values

t1,t2 t3 t4 MAP of Cosine(%)
0.1 0.2 0.3 87.9
0.1 0.3 0.4 88.7
0.1 0.4 0.5 88.7
0.1 0.5 0.6 88.5

0.15 0.25 0.35 88.4
0.15 0.35 0.45 88.9
0.15 0.45 0.55 88.9
0.15 0.55 0.65 88.0
0.2 0.3 0.4 88.9
0.2 0.4 0.5 89.1
0.2 0.5 0.6 89.0

0.25 0.35 0.45 88.9
0.25 0.45 0.55 89.1
0.25 0.55 0.65 88.5
0.3 0.4 0.5 89.1
0.3 0.5 0.6 89.2

0.35 0.45 0.55 89.2
0.35 0.55 0.65 88.7
0.4 0.5 0.6 88.9

0.45 0.55 0.65 88.0
Average MAP 88.7

woman Gabrielle Giffords in Arizona. The comment is posted to reply to the post di-
rectly, and is considered as a non-diversionary comment, since its topic is around the
congresswoman. There are 100 comments under this post, and 39 of them are consid-
ered as diversions. And we rank comments in the descending order of being diversion-
ary.

When we use term frequency to build document vectors, compute similarities, then
rank comments based on those computations, the comment ranks at the 1st since it
does not share any common words with the post which makes its similarity with the
post equal to 0. When coreference resolution is applied, the comment’s ranking doesn’t
change; when extraction from Wikipedia is applied, though more words are added into
the post content, the comment is still ranked at the 1st position since it does not share
any words with the post content. When both coreference resolution and extraction from
Wikipedia are applied, the comment’s rank position stay the same. So far, the comment
is still found to be diversionary.

When we build an LDA model on the training data, then infer the document’s topic
distribution for each comment and the post, the comment is now ranked the 65th, since
words “hope” and “woman” in the comment have high probabilities to share the same
topic with words such as “Arizona”, “tragedy” and “congress” etc., which are all about
the post content. When coreference resolution and extraction from Wikipedia are ap-
plied to combine with the LDA inference on the test data, the comment is ranked at
79th. Now the comment is found to be non-diversionary.

A second comment example is from the post “The risky rush to cut defense spend-
ing”, which mainly talks about issues on cutting the defense spending. There are 102
comments under the post, and 41 of them are labeled as diversions.

(2)“SS brings in more than it pays out. I assume if you cut SS benefits you’ll also
cut SS tax? Which presents another problem the people who are drawing today paid
in years ago, before the tax cut. You really can’t cut SS benefits for exactly this reason
people paid into the system on the promise that they could draw out when they retire.
If we now say they can’t draw from it (or can’t draw as much from it as they thought)
that would be tantamount to default.”
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And its reply-to comment is: “Defense spending and Social Security both need re-
duced. Old people like to feel safe and they like their free money. Therefor Defense
spending nor Social Security will never be reduced.”

The comment (2) is about social security, which clearly is a diversion from the post
content. In addition, its reply-to comment mentions both “defense spending” and “so-
cial security”, while comment (2) chooses to divert the topic to “social security” only,
which is not the topic discussed in the post.

When we use term frequency to build document vectors, compute similarities be-
tween comments and the post, and between comments and their reply-to comments,
then rank comments based on Algorithm 1 (described in Section 5.1.6), comment (2)
ranks at the 87th position. It shares significant number of words with the post content,
such as “bring”, “pay”, and “cut” etc, as a consequence, its similarity with the post is
bigger than the threshold t3 and it is put into the non-diversionary list (PNDL) (de-
scribed in Algorithm 1), though its similarity with the reply-to comment is not high
since they only share one word “people”. When coreference resolution is applied, the
comment’s ranking does not change; when extraction from Wikipedia is applied, re-
lated terms for the proper nouns in the post and comments are added into the post
content and some comments, this comment’s position moves to 86. When both corefer-
ence resolution and extraction from Wikipedia are applied, the comment’s rank posi-
tion stays the same as the ranking position of applying only extraction from Wikipedia.
At this moment, the comment is found to be non-diversionary.

When the LDA inference is applied, the post and all the comments are represented
by the document’s topic distributions, this comment is now ranked at the 39th position.
The comment is highly related to the topic with such top terms as “ss”, “government”,
“pay” and “retire”, while the probability of assigning the post into this topic is very
low, therefore, the similarity between the comment and the post is low. In addition, its
similarity with the reply-to comment is not high either, because the reply-to comment
is also equally related to other topics, such as the topic with top terms “defense”, “cut”
and “spend”. When coreference resolution and extraction from Wikipedia are applied
to combine with the LDA inference, the information in this comment is not expanded
by these techniques, but similarities between the post content and some other non-
diversionary comments become bigger, and therefore this comment’s rank moves up to
12th. Now the comment is found to be diversionary.

However, our proposed system is not perfect. A typical non-diversionary comment
that is identified as a diversion by our method is a short comment without any pro-
nouns, proper nouns and without any topic tokens, as illustrated by the following ex-
ample. Consider the post discussing Facebook popularity decline among teenagers, a
reader wrote the following comment: “What’s taking over?”. It was written to reply to a
previous comment: “It’s rapidly declining in popularity with my age group also (30ish).”
By reading this comment and connecting it with the post, we realize it is related and
non-diversionary, however, the technique we proposed would treat it as a diversion-
ary comment, as its similarity with the post and with its reply-to comment are both
low. In our proposed system, the coreference resolution did not help since there is no
pronoun inside this comment; the extraction from Wikipedia did not help enrich the
context either as there is no proper nouns in this comment; in addition, the word to-
kens of this comment (e.g. take) are not topic-indicative, and therefore, it is hard to get
a reasonable topic distribution by using topic model methods.

There are also diversionary comments that are wrongly identified as non-diversions
by our method. Comment (2) in Figure 6 is such a case. In Figure 6, we show a few com-
ments that are under the post about Facebook popularity decline among teenagers.
Comment (1) is related to the post, as it is arguing that there is no need to worry
about the popularity decline, as Facebook owns IG (Instagram), which is popular
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(1) Oh well. Teens don’t have money anyway. Facebook also has IG, so it’s 
not as if they’re losing big.

(2) This is the first time I’ve seen Instagram abbreviated as IG. Is this a thing, 
or did you just make it up?

(3) My first thought was they have the Imperial Guard? What does that 
even mean\ then I remembered I’m not in a 40k sub.

(4) I didn’t make it up, but I don’t see it used incredibly often. I was on 
my phone and didn’t feel like typing the whole word because I’m a 
lazy American.

Fig. 6. Comments example under the post about Facebook popularity decline among teens

among teens. Comment (2) replies to comment (1), however, diverts the topic to dis-
cuss whether IG is an abbreviation of Instagram. And the following comments (com-
ments (3) and (4)) all follow this diversionary topic. Unfortunately, our system treat
comment (2) as a non-diversionary comment. In our approach, by extracting informa-
tion for “Instagram” from Wikipedia, the content of comment (2) is enriched by the key
words such as “social network” and “Facebook”, which results in more common words
between comment (2), comment (1) and the post content. When applying topic model
methods, their similarities are further increased, since the keywords “Instagram”, “so-
cial network” and “Facebook” allows comment (1), (2) and the post to be assigned into
the same topic with very high probability.

7. CONCLUSIONS
We presented a study on identifying diversionary comments under blog posts, which
are prevalent based on our evaluation. In our evaluation data set, 30.7% of comments
were annotated as diversions. Since it is difficult to predict whether a reader wants
to read an off-topic comment, we suggest that diversionary comments are flagged so
it is up to the reader to decide whether it is worth reading them. To the best of our
knowledge, this problem has not been researched in the literature before. We first
identified 5 types of diversionary comments, and then introduced rules to determine
what a comment replies to under a hierarchy of the post and its associated comments.
It then proposed a method to compute the relatedness between a comment and the
post content, and the relatedness between a comment and its reply-to comment, which
involves coreference resolution, extraction from Wikipedia and topic modeling (LDA or
HDP). Finally, it classifies the comments into diversion or non-diversion, or rank com-
ments in descending order of being diversionary. The proposed method was evaluated
on 4,179 comments from Digg and Reddit. The annotations were done by different an-
notators, and the agreement of the annotation results was reported based on Cohen’s
κ agreement scores. We demonstrated the effectiveness of the proposed method using
the mean average precision (MAP) measure and the F-measure. Comparisons with
baseline methods showed that the proposed method outperformed them considerably.
A sensitivity study of different parameter settings was also conducted. The results
showed that the parameters performed very well under a large range of values. A fu-
ture research problem is to identify the different subtypes of diversionary comments.
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