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SUMMARY

This work provides a software tool for the generation of parameterized macromodels of electro-

magnetic structures. The novelty of this work is the implementation of a class of greedy and

adaptive algorithms for the optimal choice of those points in the parameter space that are used

to construct and self-validate the model, and which are provided by a commercial EM solver.

The developed tool provides a seamless integration with the adopted field solver, allowing a

fully-automated model generation.

xi



CHAPTER 1

INTRODUCTION

The use of parameterized macromodels has become more and more popular in a wide range of

applications, from electromagnetic compatibility to microwave engineering, where they can be

employed for the analysis, design and optimization of microwave structures. It is quite common,

in fact, that for design optimization purposes or sensitivity analysis some geometric properties

and physical quantities are left undefined and become variables of the system.

A macromodel can be defined as an approximate reduced-order behavioral model, which pro-

vides in a compact form a state-space representation of the object response. The success of

macromodels is due mainly to the fact that they are easy and fast to simulate both in time and

in frequency domain, still guaranteeing a high level of accuracy.

A typical workflow for macromodel generation is to start from scattering responses obtained

from commercial full-wave solvers, which are then post-processed to fit or identify a compact

model. This implies that, in order to simulate all configurations that are necessary to build the

model, an extremely large amount of full-wave analyses must be performed. With the increase

in the number of dimensions, the quantity of data samples increases exponentially, making the

construction of the macromodel too expensive in terms of computational time and resources.

One of the possible solutions to overcome this problem is the use of adaptive sampling algo-

rithms targeting the identification of a quasi-minimal distribution of data samples sufficient to

characterize the system, and thus to build a reasonably accurate model. This thesis presents a

1
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class of sampling algorithms for a fully-automated generation of parameterized macromodels,

based on a given electromagnetic solver. The presented framework not only implements a com-

bination of greedy and adaptive algorithms for the optimal choice of points in the parameter

space, but it also connects one of the most diffused commercial EM solvers (Keysight EMPro)

to a MATLAB tool for the extraction of parametric macromodels in a fully automated way.

The developed framework implements an iterative adaptive algorithm which selects, at each

step, the optimal points in the parameter space for the generation of the model. The choice of

such points is based both on the analysis of data already available in the parameters space from

previous iterations (data-driven technique) and on the accuracy of intermediate macromodels

(model-driven technique). More specifically, the optimality of a new point is established by

a joint analysis of the distribution of points already present in the parameters space, of the

variability of data in such space and on the accuracy of the model created during the previous

iteration.

Due to the model-driven approach used during this selection, an intermediate parameterized

macromodel is built at each iteration. The choice, among all available data, of those which will

be used to fit the model, and those left for validation is made by a Vectorial Kernel Orthogonal

Greedy Algorithm (VKOGA). VKOGA operates a sparse approximation of nonlinear vectorial

functions by simultaneously approximating all vector components in a greedy way. The iterative

nature of the algorithm allows to obtain a compact, robust model with a minimum number

of points, and so of solver simulations, reducing drastically computational time. The tool

developed for this thesis, moreover, provides a seamless integration between field solvers and
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the macromodeling engine, thus further increasing time efficiency and offering to the user the

possibility to interact exclusively with such tool, being the interaction among field solver and

model generator completely automated.

The algorithm has been trained and tested on a number of electromagnetic structures, namely

a distributed filter, an integrated low pass filter and a microstrip patch antenna, and its effec-

tiveness has been demonstrated in all the aforementioned cases.

1.1 Outline

The thesis is organized as follows: in Chapter 2 a general overview on macromodeling theory

is given, with a particular emphasis on parameterized macromodels, which are relevant to this

work.

Chapter 3 is devoted to a detailed description of the adaptive algorithm implemented for the

selection of optimal points in the design space. A brief reference to examples is given, which

however is the main topic of Chapter 4, fully focused on the experimental results of the im-

plemented tool. Here, all the examples and practical cases in which the framework has been

tested are described and results are provided and analysed, as a proof of the effectiveness of

the presented class of algorithms. In Chapter 5, instead, a summary on available commercial

EM solvers is provided, together with an analysis on their working principles, their target ap-

plications and similarities/differences among them. The rest of the Chapter is then devoted to

a more technical description of the integration process between the MATLAB tool and the EM

solver, followed by conclusions and future work ideas in Chapter 6.



CHAPTER 2

PASSIVE PARAMETERIZED MACROMODELING

2.1 What is a macromodel?

The need of macromodeling arises from the impossibility to apply direct approaches on a whole

electrical system: in order to perform numerical modeling it would be necessary to analyse an

entire system (which is often extremely complex and detailed, like a PCB) characterized by

first-principle models (like Maxwell’s equations) and simulate it on a computer. The resources

needed for this type of direct simulation in terms of runtime and memory requirements are sim-

ply prohibitive, thus making it extremely difficult for engineers to model and simulate directly

a complex system.

A possible solution to overcome this difficulty is to divide the system into sub-parts and char-

acterize them independently by means of ”macromodels”. Macromodels are approximate be-

havioral models obtained from the terminal responses of the structure, which allow to obtain a

state-space representation of the behavior of the object [1].

Since sub-blocks represent specific parts or devices of the whole structure, they can be properly

connected to perform system-level analysis, but this time with reasonable processing time.

2.2 Black-box macromodeling

The most diffused type of macromodeling, and the one which is used in this thesis, is called

black-box modeling: the name refers to the similarities between the physical object un-

4
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der analysis and the final macromodel, and it can be clarified by describing how black-box

macromodels are obtained in the first place. The behaviour of the structure is analysed by

identifying some terminals and retrieving the corresponding input and output responses of the

object. These responses will be used to build the actual macromodel, whose responses will

approximate the true responses with a certain level of accuracy. This means that, at the end

of the macromodeling process, there will be no direct correspondence between the model and

the original system in terms of topology: the model will reproduce the behaviour of the object,

not its physical structure [1].

The most common situations in which black-box macromodeling comes into play are basically

two:

• the system under analysis is available as a physical object (an antenna, for example). In

this case real measurements can be performed on it, either in time domain or in frequency

domain, in order to collect data upon which a model can be built;

• the object is available as a CAD model (but not as a real hardware). This means that the

measurements on it will be performed by means of commercial field solvers (like Keysight

EMPro, the EM solver employed in this thesis), which usually provide only the results of

the simulations and not the intermediate steps of the computation (this is mainly due to

”protect” the algorithm from unwanted disclosure). Thus, at the end of the simulation

the object is already a black-box when it comes to its behaviour.

This second situation is the case for this work, where the models are built upon the responses

of commercial EM solvers.
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The whole discipline of macromodeling deals with the numerical techniques used to identify the

model of a system, starting only from its input-output characteristics. It is important to clarify

that the formulation of a sufficiently accurate model is the first aim of the procedure: there

is no interest in discovering the internal physical structure of the black-box, this is not what

macromodeling is for. Once the model is created, the object will be represented by a system of

equations that approximate its characteristics, with no link to its geometry.

2.3 Rational curve fitting

The core step in the formulation of behavioral macromodels consists in fitting the model to

a set of tabulated input-output responses. In order to do this, a model structure which will

represent the object under analysis must be chosen in the first place. Generally, since we deal

with Linear Time-Invariant (LTI) systems, the natural choice is to create a model which will

mimic their transfer function H(s). Again, a natural choice in this case is to represent H(s) as

a rational function with the complex frequency s as the independent variable.

A rational function H(s) corresponds, by definition, to an algebraic fraction of two polynomials

as numerator and denominator:

H(s) =
N(s)

D(s)
=
b0 + b1s+ b2s

2 + · · ·+ bms
m

1 + a1s+ a2s2 + · · ·+ ansn
. (2.1)

where m is the numerator degree and n is the denominator degree. This general expression can

be rewritten in equivalent forms, such as the pole-zero form:



7

H(s) = α
(s− z1)(s− z2) · · · (s− zm)

(s− v1)(s− v2) · · · (s− vn)
(2.2)

where vi are the poles and zi are the zeros, and as the pole-residue form:

H(s) = r0 +
r1

s− v1
+

r2

s− v2
+ · · ·+ rn

s− vn
(2.3)

where ri are the residues, taking m = n.

Each of these representations can be a starting point for the creation of a macromodel, but

generally the most employed is the pole-residue form of equation 2.3, mainly because algorithms

computing poles and residues turn out to be more robust [1].

Once the model structure has been defined, the following steps consist in determining the

model parameters by fitting the model characteristic to the input-output responses collected

from direct measurements or solvers’ simulations. If we define the available responses as H̃t

and the frequency at which they are calculated as st = jωt, we can restate the problem as

H̃t ≈ H(jwt) = r0 +
r1

jωt − v1
+

r2

jωt − v2
+ · · ·+ rn

jωt − vn
(2.4)

This corresponds to a curve fitting problem, where the coefficients ri and vi must satisfy equa-

tion 2.4 for all frequencies st.

All the three representations of the rational function reported above lead to cost functions

which are non-linear and non-convex in the decision variables, thus potentially presenting
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many local minima. The problem of the minimization of the cost function then becomes very

challenging, since a local optimization scheme like the Newton’s method is not guaranteed to

converge. The need for new rational curve fitting schemes comes from the non-linearity and

non-convexity of the cost function, leading to new and more robust numerical methods.

Many methods have been formulated and are available, but one, the Vector Fitting (VF)

algorithm, will be analysed in this thesis, as it is the method employed for the creation of the

parametric macromodels we deal with.

2.4 Vector Fitting

The Vector Fitting method, as anticipated before, is an algorithm for fitting a model, expressed

in the form of a rational function, to input-output responses, expressed either in frequency

domain or in time domain. It has been introduced by [2], and an open-source MATLAB code

implementing it is available online [3].

VF is probably the most employed fitting method, at least for electrical and electronic appli-

cations, thanks to some features that make it simple and versatile to use, but at the same time

sufficiently accurate and efficient.

Before diving into the details of Vector Fitting algorithm, it is helpful to introduce some precur-

sors of the VF scheme, the so-called Sanathanan-Koerner (SK) and Generalized Sanathanan-

Koerner (GSK) iteration. This step is important because these two formulations introduce

some key aspects that solve the two crucial problems characterizing other fitting algorithms, in

particular a bias in the fit and the ill-conditioning of the model.
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2.4.1 The Sanathanan-Koerner iteration

Sanathanan Koerner iteration, presented in [4], has the merit of having solved a major concern

of the linearization approach via weighting, that is the introduction of a bias in the fit due to

the frequency dependence of the weight [1].

The rational form has always the form reported in equation 2.1. If we group all the coefficients

into a vector of the form

x = (b0, b1, ..., bm, a1...an)T (2.5)

the model takes the form

H(s;x) =
N(s;x)

D(s;x)
(2.6)

Since the final goal is to obtain a model which approximates the original responses with the

highest accuracy achievable, it is useful to define a residual vector as

rt(x) = H̃t −
N(st;x)

D(st;x)
(2.7)

which can be rewritten as

rt(x) =
D(st;x)H̃t −N(st;x)

D(st;x)
(2.8)

The solution is obtained by iteration, so the residual can be expressed in terms of the iteration

index ν
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rνt (xν) =
D(st;xν)H̃t −N(st;xν)

D(st;xν−1)
(2.9)

What must be noticed in equation 2.9 is the denominator, which corresponds to the denominator

D calculated in the previous iteration ν − 1. Due to the fact that this term is already available

when the iteration ν is performed, the problem reduces to a linear least squares problem.

2.4.2 The Generalized Sanathanan-Koerner iteration

The second problem highlighted before was the ill-conditioning of the model, due to the use of

polynomials as numerator and denominator in the rational function H(s;x).

The solution introduced by the GSK iteration is the use of more general basis functions in place

of the previous monomial ones, which can be expressed as follows:

H(s;x) =
N(s;x)

D(s;x)
=

∑m
j=0 cjϕj(s)∑n
j=0 djϕj(s)

(2.10)

where

x = (c0, ..., cn, d0, ...dn)ᵀ. (2.11)

The basis functions ϕ(s) represent a general rational basis function, and this is perfectly accept-

able since N(s;x) and D(s;x) become linear combinations of rational functions, thus rational

functions themselves, and consequently H(s;x), being their ratio, is a rational function as well.
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A first natural choice for ϕj(s) is the partial fraction basis, expressed as

ϕ0(s) = 1, and ϕj(s) =
1

s− qj
, j = 1, ..., n. (2.12)

These basis functions are linearly independent, provided that the associated poles qj are different

one from the other.

2.4.3 From GSK to Vector Fitting

Using equation 2.12 the model can be represented as

H(s;x) =
N(s;x)

D(s;x)
=
c0 +

∑n
j=1

cj
s−qj

1 +
∑n

j=1
dj
s−qj

(2.13)

where we set d0 = 1 to guarantee uniqueness in the model representation. This can be rewritten

as

H(s;x) = c0

n∏
j=1

s− zj
s− qj

n∏
j=1

s− vj
s− qj

= c0

n∏
j=1

(s− zj)

n∏
j=1

(s− vj)
(2.14)

From this passage it is clear why the Vector Fitting is defined as a pole relocation process: if

we start from a set of poles {qj} we end up with a set of estimated poles {vj} for the model,

retrieved through a refinement process [5].
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2.4.4 The Vector Fitting scheme

In order to present the VF algorithm, it is necessary to start from a group of initial arbitrary

poles, the starting poles. From this set {qνj , j = 1, ..., n} we can define the basis

ϕν0(s) = 1, and ϕνj (s) =
1

s− qνj
, j = 1, ..., n. (2.15)

and the weighting function

ξν(s) = ϕν0(s) +
n∑
j=1

dνjϕ
ν
j (s) = 1 +

n∑
j=1

dνj
s− qνj

(2.16)

This expression can be used to approximate H̃t in this way:

ξν(st)H̃t =

1 +
n∑
j=1

dνj
st − qνj

 H̃t ≈ cν0 +
n∑
j=1

cνj
st − qνj

(2.17)

by solving the corresponding linear least squares problem to determine the coefficient cνj and

dνj . The weighting function can be transformed into its zero-pole form

ξν(s) = 1 +
n∑
j=1

dνj
s− qνj

=

∏n
j=1(s− zνj )∏n
j=1(s− qνj )

(2.18)

The zeros zνj will be used to calculate the set of starting poles qν+1
j for the following iteration.

This pole relocation process is repeated until convergence, which coincides with the weight

function ξν(s) approaching 1 for all frequencies.
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2.5 Parameterized Macromodeling

What has been discussed up to now does not contemplate the presence of a parameter: the

macromodel is always expressed as a function of just the complex frequency s, which is the only

independent variable of the system.

However, there are many practical cases in which the dependence upon one or more parameters

must be included in the model. It can happen, for example, that the macromodeling technique

is used to represent an object under design: in this case, it is possible that some physical

parameters are left undefined, and their values will be chosen such that the overall object

performance is optimized.

Another practical case is the modeling of an object illuminated by an external electromagnetic

field (a recurrent situation in EMC/EMI problems). If the behavior of the system in presence

of an external excitation must be modeled, the impinging direction of the wave can be left as

a parameter, so that the model can predict the system response for any possible direction.

The presence of parameters in the formulation of the problem makes the subject shift from the

so called univariate macromodeling (with no parameter dependence) to multivariate macro-

modeling, better known as parameterized macromodeling, as explained in [1].

Examples illustrated above give an idea of the wide range of applications in which parameterized

macromodels can be employed, from optimization problems to EMI/EMC analyses.

In the remaining part of the chapter, the main results presented before will be reformulated for

the multivariate case.
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First of all, a parameterized macromodel can be defined as H(s; θ), implying that the model

response depends both on frequency s and on a parameter θ. Obviously, the parameters can

be more than one, so that the macromodel representation becomes H(s;θ), where θ represents

a vector of parameters, but here for simplicity the case with one parameter will be analysed.

Construction of the model starts from the evaluation of the true response for fixed frequencies

and fixed parameter values. True responses, in fact, are usually obtained from real life measure-

ments, or as outputs of EM solvers. In both cases, if we define a frequency range [ωmin, ωmax]

and a parameter range [θmin, θmax], the available responses will be of the form

H̃t,µ = H̃(jωt; θµ) t = 1, ..., T, µ = 1, ...,M. (2.19)

meaning that they refer to fixed sampled frequencies ωt, t = 1, ..., T , with ω1 = ωmin and

ωT = ωmax, and to fixed parameter values θm,m = 1, ...,M , with θ1 = θmin and θM = θmax.

The model will be constructed starting from these data, by enforcing the fitting condition:

H(jωt; θµ) ≈ H̃t;µ t = 1, ..., T, µ = 1, ...,M. (2.20)

implying that the obtained model will approximate the true responses over the defined param-

eter and frequency range.

As illustrated in [1], there are many formulations for parameterized macromodels: the simplest

one is the case with fixed poles, where it is assumed that the parameter dependency does not

affect the position of the poles. In other words, only the residues depend on the parameter,
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while the poles remain always the same. This case is obviously really specific, and it cannot be

applied in the majority of situations where a parameterization of the model is necessary and

where, for instance, the system resonances that are represented by the poles depend on the

parameter(s).

A more general form is the fully parameterized model, where a parameter dependency of the

poles is taken into account. It must be underlined, however, that the parameterization of the

poles v(θ) and the zeros z(θ) needs to be implicit, since they generally vary non-smoothly with

respect to the parameter, as a variation of the parameter θ could lead to bifurcations of zeros

and poles [6].

This leads to an implicitly parameterized macromodel, which can be expressed as

H(s; θ) =
N(s; θ)

D(s; θ)
=

∑n
j=0

∑X
χ=1 Aj,χϕj(s)ξχ(θ)∑n

j=0

∑X
χ=1Bj,χϕj(s)ξχ(θ)

, (2.21)

The basis functions ϕj(s) are frequency dependent and they are defined as partial fractions

ϕ0(s) = 0, ϕj(s) =
1

s− qj
, j = 1, ..., n, (2.22)

where ξχ(θ), instead, denote a set of parameter dependent basis functions, the Fourier basis for

example, as presented in [6], or the Chebychev polynomial up to a given maximum degree.
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The fitting problem then reduces to the identification of the coefficients Aj,χ and Bj,χ. The

parameterized form of the generalized Sanathanan-Koerner iteration (GSK), also called PSK,

is used, which can be expressed in the form:

n∑
j=0

X∑
χ=1

[
dνj,lH̃t,µ −Aν

j,χ

]
ϕj(jωt)ξχ(θµ)

n∑
j=0

X∑
χ=1

Bν−1
j,χ ϕj(jωt)ξχ(θµ)

≈ 0 (2.23)

equation 2.23 can be recognized as a linear least squares problem where the unknowns to be

identified are Aν
j,χ and Bν

j,χ. The index ν suggests that the solution is obtained through an

iterative procedure where ν = 1, 2, ... until the solution converges.

2.6 A Parameterized macromodeling tool

A direct implementation of the concepts introduced before regarding macromodeling of para-

metric structures is provided by IdEMPar, a MATLAB tool developed at Politecnico di Torino

[7]. The tool, based on [8] and [9], is an innovative CAD tool for the creation of parametric

models of passive components and interconnects.

The tool generates models which are functions of complex frequency jω and one or more design

parameters, allowing for fast optimizations and what-if analyses. Models, in fact, are created

from a set of simulated scattering responses of the device under analysis, provided in the form

of Touchstone files. Fitting of such responses allows for the creation of a model which interpo-

lates the device response with respect to both frequency and design parameters. Moreover, the
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Figure 1: Block diagram of the workflow for the parameterized macromodeling tool

generated model can be exported as a SPICE netlist or as a set of Touchstone file, thus giving

the possibility to use it in the most diffused EDA tools.

As already stated previously, the tool is based on the theory presented before, which led to the

formulation of a parameterized model as:

Siq(jω; θ) =

∑
χ,n

Aχnξχ(θ)ϕn(jω)∑
χ,n

Bχnξχ(θ)ϕn(jω)
, i = 1, 2, 3..., q = 1, 2, 3... (2.24)

where

• ξχ(θ) is a set of basis functions defined in the parameter space;

• ϕn(jω) are the partial fraction basis function defined by the automatically selected basis

poles;

• Aχn, Bχn are the unknown model coefficients which must be identified for model genera-

tion.

If more than one parameter is present, the model can be formulated as:
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Siq(jω, θ1, ..., θM ) =

∑
χ1,...,χM ,n

Aχ1,...,χMnξχ1(θ1)...ξχM (θM )ϕn(jω)∑
χ1,...,χM ,n

Bχ1,...,χMnξχ1(θ1)...ξχM (θM )ϕn(jω)
(2.25)

Since the macromodel is a rational function of frequency, the synthesis of a SPICE netlist is

straightforward, making this tool a powerful instrument for the creation of models employable

in EDA processes.

As the purpose of this thesis is to develop a class of adaptive algorithms selecting data points

for model generation, the proposed tool is not involved in the actual creation of the model.

This duty is left to IdEMPar, which in this work has been employed as a black-box software.

Even if the code for the generation of parameterized macromodel has not been touched, some

modifications on IdEMPar have been necessary, in order to integrate it with the developed

framework.



CHAPTER 3

THE MAIN ALGORITHM

As already expressed in the introduction, this research thesis mainly deals with the implemen-

tation of an adaptive algorithm for an optimal selection of data points necessary to build an

accurate parameterized macromodel. The focus of this chapter is an extensive analysis of the

implemented algorithm: after a brief summary on the context and background of this work, a

detailed presentation of the algorithm will follow.

3.1 Why an adaptive algorithm?

Parameterized macromodels, as they have been presented in Chapter 2, have become more and

more diffused in a wide variety of applications. The fact that they reproduce the behaviour of

a system maintaining the dependency on one or more layout variables makes them particularly

suitable during the design, optimization and analysis processes.

It should be clear by now that models are built by fitting a set of system responses, which can

come directly from real-life measurements, or they can be the output of first-principle solvers.

Such solvers, which will be analysed more in depth in Chapter 5, are generally commercial tools

that solve Maxwell’s equations at a system level by dividing the object under analysis and the

surrounding space into small elements.

In order to build a parametric macromodel, ideally an EM solver simulation should be performed

for each value that the parameter can assume. If more than one parameter is present, the

19
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number of necessary simulations increases exponentially. A common approach, in this case, is

to divide the design space into a fine grid: in such a way, points are distributed uniformly and

they cover homogeneously the entire space (Figure 2, plot on the left). This approach, however,

becomes soon unfeasible: the large number of simulations that must be performed (especially

if more than one parameter is present), combined with the fact that EM simulations tend to

be time-consuming, makes the generation of a parameterized macromodel extremely expensive,

both in terms of time and computational resources. In addition, the tool for model creation

is a stand-alone software, and no type of integration is provided with commercial field solvers:

this translates into a significant amount of additional time that the user must spend to drive

manually the solver, repeat the required simulations, collect data and use them to feed the

modeling tool. If, at the end of the process, the model results to be not accurate enough, the

procedure must be repeated from the beginning.

A possible solution to this problem is the use of an adaptive algorithm which automatically

selects a quasi-minimal distribution of data points able to characterize the overall behavior of

the response, as it is explained in [10].

The algorithm works in an iterative way: it starts from an initial set of data points distributed

over the parameter space, and it is able to identify at each step the best position for the data

points to be added at the initial set, which eventually will be used to construct the model.

The final distribution of points, differently from what happens with the standard approach

described before, is no more homogeneous, but it will be more dense in the regions that require

a finer sampling (Figure 2, plot on the right).
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Figure 2: Comparison between uniform and non-uniform distribution of data points in space.

The algorithm implemented for this research work, moreover, provides a complete integration

with the field solver: during each iteration, after the identification of new data points, the

algorithm automatically calls the solver to run the new simulations, collects the necessary results

and runs the model generator tool. The accuracy of the model will act both as termination

criterion for the algorithm and as a selection criterion for the new data points in the next

iteration.

In the next section, the adaptive algorithm for the selection of new data points will be analysed

in detail.
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Figure 3: Block diagram of the framework in which the realized tool is placed

3.2 An adaptive algorithm for selection of new data points

3.2.1 Parameterized macromodels and the design space

Parameterized macromodels are created by fitting a set of responses H̃(s,θ), where s is the

complex frequency s = jω and θ is a vector containing all the design parameters θ = {θ(m)}Mm=1.

Since responses come from an Electromagnetic solver, frequency actually corresponds to a vector

containing a set of discrete sampled frequencies {st}Tt=1.

Each EM simulation corresponds to a specific data point in the design space, and consequently

to a specific set of scalar values that parameters θ assume in that simulation. Thus, if the set

of data points is defined as P = {pk}Kk=1, each point pk consists of p
(1)
k , ..., p

(M)
k scalar values

associated to the parameters θ.

The adaptive algorithm is expected to choose the best position for data points in the parameter

space, so that the best model accuracy for the minimum number of data points is obtained.
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3.2.2 Criteria for the choice of new data points

The adaptivity of the algorithm lies in the choice of new data points at each iteration: if this

choice is conveniently made, a small amount of points will be sufficient to characterize the

complete behavior of the system.

In this case, three main criteria have been identified for point selection; these criteria are often

in conflict, so a tradeoff among them guarantees the robustness of the algorithm.

The criteria are:

• Exploration - a first intuitive rule is to select new points in the regions of the space which

do not contain points yet, and so which have not been yet characterized. This criterion

guarantees that, at the end, the entire design space has been explored, and data points

are spread in a uniform way. It is clear that this criterion does not take into consideration

the response associated to data points, but just their location in space.

• Exploitation - this criterion ensures that points are placed in those regions of design space

that are characterized by a large variation in the response. Thus, if the behaviour of the

system changes significantly is a specific region, there the sampling density will be more

refined.

• Model-Data relative error - if the two previous criteria were based on the position of

points and on the true response, this one takes into consideration the accuracy of the

model constructed at the previous iteration. It relies on the idea that more points need

to be added in the regions where the model is not sufficiently accurate, so where more

information is necessary to approximate the system response.
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The procedure is to adopt a metric for each selection criterion, which will help identifying the

regions that are more suitable for the new points according to each rule. All metrics will be

merged into a combined metric providing an ultimate ranking of data points. In the following

paragraphs each criterion will be analysed more in depth.

3.2.3 Exploration

The metric associated with the exploration criterion must assess the distribution of data points.

As suggested in [10], this is here achieved by computing the Voronoi tessellation of the

parameters space.

The Voronoi tessellation is defined as the partitioning of a space based on the distance of each

point belonging to the space from a set of predefined points, also called seeds. The plane is

divided into regions containing one seed plus all those points which are closer to that seed than

to any other present in the space. These regions are the so called Voronoi cells.

In the algorithm, the idea is to identify the Voronoi cells around each point already present in

the design space. An estimation of the volume of each cell (or the area, if the parameter space

is R2), will give an indication of the regions sampled more sparsely.

It can be demonstrated that the Voronoi diagram is the dual of the Delaunay triangulation,

and usually the former is obtained by first calculating the latter, as it is depicted in Figure 4.

The Delaunay triangulation, named after Boris Delaunay for his research on this topic back in

1934 [11], is a triangulation DT (∆) on a given set of discrete points ∆ such that no point in ∆

is inside the circumcircle of any triangle in DT (∆) [12].
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Figure 4: Superimposed plots of Delaunay triangulation and Voronoi tessellation.

In this algorithm as well, initially the Delaunay triangulation is calculated, then the correspond-

ing Voronoi tessellation is retrieved: this is not the definitive tessellation yet, as the cells close

to the edges of the space are unbounded, but in order to estimate their area/volume they must

be bounded. The code that was implemented in this work, then, uses the edges of the design

space as the polytope bounding the Voronoi diagram.

Once all the cells are bounded, their area is estimated by means of Monte Carlo method [13].

This method consists of the following steps:

• Include the area to be estimated inside a rectangle of known area;

• place a specific number of points inside the rectangle at random locations;

• count the number of points (over the total) which fall inside the unknown area;
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• estimate the unknown area by means of this formula:

unknown area = area of the rectangle x
points inside the unknown area

total number of points
(3.1)

Once all areas around data points have been estimated, a normalized metric A(pk) is used:

A(pk) =
Area(Ck)

k=K∑
k=1

Area(Ck)

(3.2)

In this way A(pk) gives a measure of the portion of space inside the Voronoi cell Ck around

point pk.

3.2.4 Exploitation

This criterion identifies the regions in the design space where the system response varies more

rapidly, and it does so by calculating a local linear approximation at each data point.

As a first step, for each data point pk in P a set of L neighbouring points is identified. This

set can be labelled as N(pk), where

N(pk) = {pkl}Ll=1, N(pk) ⊂ P\{pk} (3.3)

For each point pk, the neighbours are used for an estimation of the gradient ∇H(st,θ) for

each frequency st. The gradient allows to determine the local linear approximation at point pk

H̆(st,θ).
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Figure 5: Flow chart of exploration based metric

A comparison of this approximation with the true response H(st,θ) at the neighbouring points

N(pk) gives a measure of the variability of the response in the area around pk.

3.2.4.1 Choice of neighbouring points

An important step in this procedure involves the choice of the neighbouring points N(pk). In

fact, they must lie as close as possible to the data point pk, but at the same time they must be

placed as far as possible one from the other: in this way it is guaranteed that they cover the

entire design space around point pk.

As indicated in [10], these two requirements are checked for each possible set of neighbouring
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points (having fixed the central data point pki), and they are translated into two properties,

namely cohesion and adhesion.

• Cohesion implies the neighbouring points must lie as close as possible to the point pk. In

other words, the distance of each neighbour pkl from the central point pk must be the

smallest possible, such that C(N(pk)) is minimized

C(N(pk)) =
1

L

L∑
l=1

||pkl − pk|| (3.4)

• Adhesion implies that the neighbouring points must lie as far away from each other as

possible, maximizing D(N(pk))

D(N(pk)) =
1

L

L∑
l=1

min{||pkl − pkw||, ∀w 6= l} (3.5)

It is clear that cohesion and adhesion are in contrast, so the goal is to find the best trade-off

maximizing both.

It is demonstrated in [14] that if we choose a set of neighbouring points containing L = 2M

elements, the best configuration will be the M-dimensional cross-polytope. A polytope is a

geometric object with ”flat” sides, and it is a generalisation in any number of dimensions of the

three-dimensional polyhedron [15]. For example, a polygon is a 2-polytope.

A cross-polytope, instead, is a regular, convex polytope that exists in n-dimensions. A square,

for example, is a 2-cross-polytope [16].
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The idea, then, is to check which, among all possible sets of neighboring points, is closer to the

cross-polytope configuration: this is done by defining a neighbourhood score

S(N(pk)) =
R(N(pk))

C(N(pk))
(3.6)

where

R(N(pk)) =
D(N(pk))√
2C(N(pk))

(3.7)

is called cross-polytope ratio, since it gives a measure of how much a neighbouring set is close

to a cross-polytope. Looking at equation 3.7, it is intuitive that, if R(N(pk)) is 0, it means that

also adhesion D(N(pk)) = 0, thus all neighbouring points lie in the same spot (the distance

among them is 0). If, instead, R(N(pk)) = 1, it means that the neighbouring points form a

perfect cross-polytope. This can be demonstrated in the simple two-dimensional case. Consider

Figure 6, where the black dot is the central point, for which a neighbourhood is defined, and

the red dots are such neighbours.

The distance between each neighbour and the central point is 1, so the Cohesion factor, as

expressed in equation 3.4, will be equal to 1.

The minimum distance among neighbouring points, instead, is equal to
√

2 , so also Adhesion

factor in equation 3.5 will be equal to
√

2. If we substitute these values in equation 3.7, it will

result that the cross-polytope ratio is 1. The correctness of the results is confirmed by the fact

that a 2-dimensional cross-polytope is a square (as the one formed by the red dots in Figure 6).
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Figure 6: Cross-polytope configuration of neighbouring points

3.2.4.2 Computing the gradient

The response gradient can be expressed as

∇H(st,θ) =

(
∂H(st,θ)

∂θ(1)
,
∂H(st,θ)

∂θ(2)
, ...,

∂H(st,θ)

∂θ(M)

)
. (3.8)

From this, it is possible to compute the best local linear approximation around point pk:

H̆(st,θ) = H(st,pk) +∇H(st,θ)|pk(θ − pk). (3.9)
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The gradient is estimated by solving the system A · ∇H(st,θ)|pk = b where

A =



p
(1)
k1 − p

(1)
k p

(2)
k1 − p

(2)
k ... p

(M)
k1 − p

(M)
k

p
(1)
k2 − p

(1)
k p

(2)
k2 − p

(2)
k ... p

(M)
k2 − p

(M)
k

... ... ... ...

p
(1)
kL − p

(1)
k p

(2)
kL − p

(2)
k ... p

(M)
kL − p

(M)
k


(3.10)

b =



H(st,pk1)

H(st,pk2)

...

H(st,pkL)


(3.11)

where pk1,pk2, ...,pkL are the neighbouring points of point pk. At this point, the best local

linear approximation is compared the the original response at the neighbouring points for each

frequency st. The exploitation metric is then obtained by estimating the gradient between

the response of H̆(st, pkl) and the real response H(st, pkl) at the neighbouring points, and

maximizing the gradient among all frequency points.

Expl(pk) = maxt(

L∑
l=1

|H̆(st,pkl)−H(st,pkl)|) (3.12)
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In the algorithm the normalized version is used:

E(pk) =
Expl(pk)
K∑
k=1

Expl(pk)

(3.13)

The workflow for the estimation of the Exploitation metric is summarized in Figure 7.
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Figure 7: Flow chart of exploitation based metric
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3.2.5 Data-Model relative error

The first two metrics guarantee a robust procedure for an optimal choice of data points. How-

ever, their value is established before any type of modeling has been performed, consequently

not taking at all into consideration the quality of the final result. This type of approach is the

so-called data-driven approach.

There are a number of reasons why this type of strategy can be preferred to the model-driven

one: it is for sure faster, as no intermediate macromodel needs to be computed, and it is not

dependent nor influenced by the chosen model type.

However, an accurate management of the orders of intermediate macromodels, together with

some wise choices that allow to reduce the number of models to be generated at each iteration,

allow the use of a model-driven approach where the additional computational time is compen-

sated by an increase in the efficiency of the algorithm.

Creating the model at each iteration and identifying the regions where it is less accurate to

drive the choice of the next points allows for a sort of feedback mechanism to be implemented.

For this reason, a third metric is used, namely the relative error between original data and the

generated model in the chosen data points of the design space.

If we define the available data as H̃(jω;θ) since they have been obtained from an EM solver,

they will be sampled in frequency and they will refer to a particular set of parameters θ,

corresponding to a particular point pk in the parameter space. Thus, they can be rewritten as

H̃(jωt;pk). (3.14)
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If we call the model H(jω;θ), the relative error on each point pk can be defined as

Error(pk) =

√∑
t

||H(jωt;pk)− H̃(jωt;pk)||
2

√∑
t

||H̃(jωt;pk)||
2

(3.15)

Also this metric, as the other two, is normalized, so that all metrics contribute in the same way

to the final choice of points.

Err(pk) =
Error(pk)
K∑
k=1

Error(pk)

(3.16)

3.2.6 The final metric

The three presented metrics must be combined into an overall metric, which can be employed

to rank data points. The global metric is

G(pk) = (1 + αA(pk)) · (1 + βE(pk)) · (1 + γErr(pk)) (3.17)

where the coefficients α, β, γ allow for a parameterization of the metric, in the sense that the

three individual criteria can be assigned different weights depending on their importance in the

choice of the next points. Up to now, the three parameters have been set to 1, so that each

criterion contributes in the same way to the final metric. Data points with higher score will

correspond to regions that need further sampling, while points with lower score are placed in

regions already well represented by existing data points.
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In this way, the algorithm selects the points with a larger G and requests from the solver the

additional simulations at the center of the corresponding Voronoi cells.

Set of datapoints

Exploration

metric

Exploitation

metric
Error metric

Final metric

Figure 8: Flow chart for generation of final metric

3.3 A greedy algorithm for the selection of fitting points

In the previous section the adaptive algorithm for the selection of new data points has been pre-

sented. It has been clarified, as well, that the type of approach used in this work is model-driven,

such that during intermediate stages of the process the construction of multiple parameterized

macromodels must be managed.

A fundamental step in the generation of a model is the choice of fitting and validation points.

If, in fact, a given number of responses is available for model construction, just a number of
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them is usually employed to fit the model: some responses are left out on purpose, as they will

be used after the fitting process to ”validate” the model, so to verify its quality.

Since the choice of the correct responses for the fitting process results to be often crucial, in

the presented work this task is performed by a greedy algorithm, more specifically a Vectorial

Kernel Orthogonal Greedy Algorithm (VKOGA) [17].

The primary purpose of VKOGA is approximating non-linear vectorial functions. Usually, in

order to represent sparsely a non-linear function, an m-term approximation is employed, which

expresses how well a linear combination of m functions belonging to a given set from a certain

function space can approximate a function belonging to the same space.

It has been demonstrated that it is impossible to find in practice the best m-term approximation,

thus greedy algorithms are generally used to identify quasi-optimal m-term approximations.

Greedy algorithms, in fact, are iterative processes that, in order to find a global optimum, find

the local optimum at each step.

In this algorithm, the space used is a particular type of approximation Hilbert space, the so

called reproducing kernel Hilbert spaces (RKHS) induced by kernels [17]. A function K : Ω x

Ω → R is a positive definite kernel if ∀N ∈ N, X = {x1, ...,xN} ⊂ Ω and α ∈ RN\{0} we

have
N∑

i,j=1

αiαjK(xi,xj) ≥ 0. (3.18)
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From this definition of kernel it is possible to introduce RKHS.

Let Ω ⊂ Rd, K : Ω×Ω→ R be a symmetric, positive definite kernel and X ⊂ Ω. We denote by

BX := 〈{K(x, ·)|x ∈ X}〉 (3.19)

the R-vector space spanned by all functions K(x, ·), where 〈·〉 denotes the span operation.

We then denote by

B = BΩ = 〈{K(x, ·)|x ∈ Ω}〉 (3.20)

the Hilbert space induced by K over Ω. In fact, for each symmetric, positive definite kernel K

there is a unique such space with the reproducing property

〈f,K(x, ·)〉B = f(x)∀f ∈ B,x ∈ Ω (3.21)

which is the reason for the name Reproducing Kernel Hilbert Spaces.

The estimation of the m-term approximant is computed so that it guarantees the best possible

approximation, thus by employing orthogonal projection with respect to the RKHS scalar

product.

If S ⊆ B is a linear subspace of B, then the orthogonal projection operator is denoted by

PS : B → S

f 7→ PS [ f ]

(3.22)
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such that

〈f − PS [ f ] , g〉B = 0 ∀g ∈ S. (3.23)

3.3.1 A brief introduction on Reproducing Kernel Hilbert Spaces

In order to have a better understanding of the theory behind VKOGA, it is important to devote

a few words to Reproducing Kernel Hilbert Spaces. RKHS are particularly popular in machine

learning, but they have been employed in a variety of applications, from statistics to signal

theory. Their main property, which is also the reason for their name, has been introduced

in the previous section and it is the reproducing property (equation 3.21). To give a less

formal, but more intuitive definition of Reproducing Kernels, we can say that a reproducing

kernel behaves as the Dirac delta, in the sense that it can evaluate a function in a point

(δx[ f ] = f(x)). Differently from the Dirac delta, however, it is a Hilbert space function.

This property is extremely useful when we want to find a correspondence between continuous

functions and pointwise samples. We can restate the property of a reproducing kernel as

〈kλ(x), f(x)〉 = f(λ) = δλ[ f ] (3.24)

where kλ(x) is the reproducing kernel. Now it is clear how the point evaluation of the Dirac

delta is realized by the reproducing kernel by means of the inner product. The procedure is

the same if we consider f(x) as built from an orthonormal basis: what the reproducing kernel

does is to project the signal onto the basis functions and reconstruct it from the basis function

coefficient, thus confirming its reproducing property.
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As an example, we can consider the space H4
Leg formed by the first five Legendre polynomials,

depicted in Figure 9. This space is defined as the linear span of its five elements, as they form

an orthogonal basis for the space.

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-2

0

2
Legendre Polynomials

Figure 9: Plot of the first five Legendre Polynomials.

If three reproducing points are chosen (crosses in Figure 10), it is possible to identify the

corresponding reproducing kernels, depicted in Figure 10. It is possible to see how the shape

of the kernel depends on the position of the reproducing point.

If five reproducing points λi are well chosen (in the sense that they are evenly distributed), the

corresponding five kernel functions will form a reproducing kernel basis, so that any function

f ∈ H4
leg can be reproduced by knowing just the values f(λi) in the reproducing points (see

Figure 11.
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Reproducing Kernels

Figure 10: Example of three kernel functions for three different reproducing points.

-2

0

2

Reproducing Kernel Basis

Figure 11: Example of kernel functions for five reproducing points.

This brief overview of Reproducing Kernel Hilbert Spaces and Reproducing Kernel Basis should

give an idea of how they allow to deal with continuous functions in Hilbert space requiring only

numerical samples as input [18].

In the following section the workflow of VKOGA, which is based on RKHS, will be analysed in

more detail.
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3.3.2 How VKOGA works

Many algorithms used in machine-learning, provided a set of input data, are able to create

a mathematical model from them, so that they can learn from data and make data-driven

predictions and decisions. The approach they use, common also to VKOGA, is to divide input

data into three datasets:

• Training dataset: it includes a set of data used to train the model and fit its parameters.

Once the model is created, it is run with the training dataset and its response is compared

to the target, so that the parameters can be adjusted.

• Validation dataset: it includes another set of data which are not used for model training.

Once the model has been generated, it is used to predict the responses of the validation

dataset. This becomes particularly useful for overfitting detection.

• Test dataset: this last set of data is used to provide an unbiased evaluation of the final

model.

What VKOGA does is to first split data into these three datasets. It then defines the Radial

Basis Function (RBF) kernel, which can be Gaussian or of Wendland type.

Wendland functions are a family of compactly supported radial functions that start from a

truncated power function [19]. They are always positive definite up to space dimension dmax

and have smoothness Ck [20], [21]. An example of Wendland functions is reported in Table I.
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TABLE I: WENDLAND RADIAL BASIS FUNCTIONS

φ(r) k dmax

(1− r)2
+ 0 3

(1− r)4
+(4r + 1) 2 3

(1− r)6
+(35r2 + 18r + 3) 4 3

The parameters that VKOGA is going to fit at each iteration (greedy step) are ε, the shape

parameter, which determines the flatness and the width of the basis function, and λ, the

regularization parameter, which helps avoiding overfitting.

The actual VKOGA consists in the choice of n selected points, among the entire training

dataset, which are capable of approximating the non-linear target function.

The selection criterion used by the algorithm can be the f-greedy rule, if the target function is

known, or the P-greedy one, if the target is unknown.

An example of how VKOGA works for the approximation of a function is given in Figure 12.

As anticipated previously, VKOGA is used in the presented framework for the choice of points

to be used for fitting in the parameterized model construction. The function used as target is

the data-model error.
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Figure 12: Example of VKOGA results for the approximation of a non-linear function.



45

3.4 The complete algorithm workflow

Now that all the separate parts of the algorithm have been introduced, it is possible to present

the complete workflow, step by step.

Such workflow can be divided into a preliminary part, executed only at the beginning of the

algorithm, and an iterative part, which is repeated until the termination criterion is met.

The preliminary part consists of the following steps:

• it defines the number of parameters, their names and initial and final value for each

parameter. From this it is possible to create the design space;

• it automatically selects n scattered points randomly placed in the design space;

• it calls the EM solver to run the simulations for the n initial points, and then it retrieves

the results;

• it uses VKOGA to choose, among the n points, which are going to be used for fitting and

which for validation;

• it automatically selects the correct dynamic order for parametric model construction.

This is achieved by identifying the dataset with maximum phase variation and selecting

the model with the smallest error among a range of models with possible dynamic orders.

This order will remain fixed for the rest of calculations, as the number of points doesn’t

change during iterations;
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• once the dynamic order has been identified, it generates all the models with all the possible

orders of the parameters. The selection of the right orders is based on the errors of the

generated models.

In the iterative part, instead:

• it chooses the best points in the parameter space that must be added, according to the

global metric introduced before. The number of added points corresponds to 1
3 of the

points already present in the design space;

• it employs VKOGA to select fitting points for model construction;

• it creates the model with all possible combinations of parameters orders;

• according to the relative error on validation points, it selects the model with the right

orders;

• it checks the final model error as a termination criterion for the algorithm. If the target

accuracy has not been reached, the model errors will be used, together with the other

metrics, to choose the new data points in the next iteration.

Regarding the first point in the iterative part of the algorithm, it must be clarified that the

choice of adding 1
3 new points is heuristic. The number of added points, in fact, must be a good

trade-off: if it is too small, the number of iterations required to obtain a good model increases

significantly; if it is too large, the adaptivity in the choice of new points is lost, making the

use of the algorithm completely useless. Adding 1
3 of the already present points has turned
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out experimentally to be a good trade-off, which allows to obtain an accurate model with a

reasonable number of iterations, but still keeping the adaptivity of the choice intact.

3.4.1 Selection of model orders

As the realized framework is fully automated, the choice of the model orders (both dynamic

order and parameters orders), which is generally done by the user, often with a trial-and-

error procedure, needs to be done autonomously by the system. The adopted procedure, then,

requires a further explanation.

The correct dynamic order is estimated at the beginning of process, and since it depends on the

number of poles of the system, so on its frequency response, it doesn’t change with the amount

of responses considered, so it can remain fixed for the remaining calculations.

For the order of the parameters, instead, the situation is more complicated, as its value changes

with the number of available data points. However, some considerations can be made a priori.

Let us consider the final model expression as reported in equation 2.21 and equation 2.24:

H(s; θ) =
N(s; θ)

D(s; θ)
=

∑n
j=0

∑X
χ=1 Aj,χϕj(s)ξχ(θ)∑n

j=0

∑X
χ=1Bj,χϕj(s)ξχ(θ)

, (3.25)

If we assume to be in a case where two parameters are present, we can define their orders as

χ1 and χ2, where

χ1 = 1, ..., χ1

χ2 = 1, ..., χ2

(3.26)
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and where χ1 and χ2 are the maximum allowed orders for each parameter. The variable χ can

be introduced, equivalent to χ = χ1 · χ2. The following condition must be imposed:

χ < ρ ·K = χ (3.27)

where K is the number of data points in the design space, and ρ is a variable that must be

strictly less than one, e.g. 1
2 or 1

3 , in order to avoid overfitting by ensuring that the main least

squares system equation 2.23 is sufficiently overdetermined. Both ρ and χ1, χ2 are parameters

that are predefined by the user based on some a priori knowledge about the system to be

modeled. Then, all the models with all the possible combinations of χ1 and χ2 complying with

equation 3.27 are generated, and the one with the smallest overall error is chosen.

Since, by increasing K, also the parameter orders are likely to increase, the values of χ1 and

χ2 for the current models will be the starting ones for the models in the next iteration, so that

no time is wasted in computing models which will have for sure the wrong orders.

3.5 The individual roles of selection criteria

In order to show the importance of each selection criterion for the choice of new points, it is

useful to analyse the individual role that each of them plays in such choice. To do so, each

criterion has been ”isolated”, meaning that the algorithm has been run with each criterion as

the sole metric upon which the choice of points was based. In this way, it is possible to see the

different results to which they lead, demonstrating how a combined metric results to be the

optimal selection rule.
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For illustration purposes, we consider here as the structure to be modeled a Transmission Line

filter, which will be analysed more in detail in Chapter 4, while here it is just used as an example

for algorithm analysis and testing. The schematic of the filter is reported in Figure 13. In this

example the two design parameters are the length of the internal line segment l2 and the value

of the impedance connected to the central stub (the actual parameter is the reflection coefficient

Γ2, which varies as Γ2 = sin(θ2)). The line length varies from 3 mm to 6 mm, while Γ2 spans

from 0.4 to 0.7.

l5 l6 l7

l1 l2 l3 l4

Γ1 Γ2 Γ3

Figure 13: Schematic of transmission line filter

3.5.1 Selection based only on exploration

The first analysis is on the exploration metric alone: the choice for the next points will then be

based solely on the distribution of present points, with the aim of filling the areas where less

points are present. Figure 14(a) represents the relative error, in logarithmic scale, of the model

constructed with the initial set of points (before adding any), composed of 10 points randomly
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scattered in the space and 4 points placed at the corners. This plot is important both because it

represents the overall quality of the generated model, but also because the quality of the model

is used as a termination criterion for the algorithm (once a sufficiently accurate model has been

produced, the algorithm stops). In 14(b) the Voronoi tessellation of the parameter space is

depicted together with a color metric indicating the value of Exploration criterion (from blue,

for small cells, to red, for bigger cells). It is intuitive that the next points will be placed in the

red areas, and this hypothesis is confirmed by 14(c), which indicates where the new points have

been placed. The number of added points at each iteration has been fixed to 1
3 of the already

present points.

Once the new points have been added, a new model is generated, and the relative error is

depicted in 15(a). It is possible to see, when compared to 14(a), that the model is more

accurate, as the majority of cells are not red anymore.
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Figure 14: Selection based on exploration, first iteration.

The exploration metric is again evaluated on this new tessellation, giving as a result the plot

in 15(b). This leads to the identification of new points represented in 15(c).
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Figure 15: Selection based on exploration, second iteration
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The new model for the new set of points is generated, and the number of red cells has decreased,

as reported in figure 16(a). Once again the metric is evaluated (16(b)) and the new points

identified (16(c)).
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Figure 16: Selection based on exploration, third iteration
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Now the parameter space contains 32 points, and the generated model, as reported if 17(a) is

extremely accurate, so the algorithm is stopped.
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Figure 17: Selection based on exploration, final results

3.5.2 Selection based only on exploitation

The same analysis is carried out, but this time considering only exploitation metric, so iden-

tifying the regions with a larger variability of data. The initial random distribution of points

is always the same as in the exploration analysis, so that results can be comparable. For this

reason, the first model built with the initial 14 points, reported in 18(a), is the same as in the

exploration case (see 14(a)).
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The exploitation metric is evaluated on this initial distribution of points, and the results are

depicted in 18(b). It is worth noticing that this metric, in this example, results to be opposite

to the exploration one, as the ”hottest” regions tend to be on the edges and in the center of

the design space, leading to a completely different choice of points. The choice of new points

in the first iteration is reported in 18(c). The new model is constructed (19(a)) and, since the

final error is not small enough, the exploitation metric is once again evaluated (19(b)) and new

points selected (19(c)).
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Figure 18: Selection based on exploitation, first iteration
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Figure 19: Selection based on exploitation, second iteration

The algorithm is repeated again for another iteration (20(b), 20(c)) until a sufficiently accurate

model is achieved (21(a)).
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Figure 20: Selection based on exploitation, third iteration
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Figure 21: Selection based on exploitation, final results

A first comment can be already made by looking at the results presented up to now. It turns

out, in fact, that for the same total number of data points, the exploitation criterion leads to a

more precise model than the one based on the exploration one (compare 21(b) to 17(b)). Thus,

the exploration criterion cannot be considered, by itself, an optimal selection metric.

3.5.3 Selection based only on data-model error

The last metric yet to be analysed is the data-model relative error metric, which places the new

points where the model results to be less accurate. The workflow is the same as in the previous

cases, so we present only the results without discussion in Figure 22, Figure 23, Figure 24,

Figure 25. It is, however, worth noticing how the final distribution of data points is extremely

different from those obtained with the other two metrics. If we consider 25(a), in fact, it is
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clear how some regions have a concentration of points much higher than the others, leading to

a final tessellation of space which is highly non homogeneous.
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Figure 22: Selection based on model error, first iteration
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Figure 23: Selection based on model error, second iteration
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Figure 24: Selection based on model error, third iteration
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Figure 25: Selection based on data-model error, final results

Before going to the next section, a comment on the last results is necessary. The accuracy

obtained in the final model, if using model error as the only metric, is clearly really high,

especially when compared to the results provided by the two other metrics alone. However, in

this last case the effectiveness of the algorithm is assessed by using the same metric adopted

for the choice of new points (the model error), thus the final result will for sure be optimal in

this sense. However, even if model error is a good indicator of the results that the algorithm

can provide, it completely overlooks some aspects that are indeed important for evaluating

the optimality of the chosen points (how they are evenly distributed on the design space, for

example). So, even if at a first glance the data-model error metric seems to be far superior
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than the other two, it cannot be used as the only and final metric, as it is still complementary

to the other selection criteria.

3.5.4 Selection based on combined metric

The last step consists in analysing the behaviour of the algorithm when the final metric is used,

so when a combination of the previously analysed selection criteria is employed. After all the

plots for the various iterations are provided, some final comments are in order.

In Figure 26 the graphs concerning the first iteration of the algorithm are provided. In 26(a)

the model error on the initial random distribution of points is depicted, then in 26(b) the results

on all the metrics (three individual plus the final one) are reported, leading to the selection of

the new points in 26(c).

The same happens in Figure 27, this time with the results of the second iteration, and in

Figure 28 for the third iteration. The final model error is reported in 29(a), together with a

comparison among metrics in 29(b), from which it is possible to conclude that the combined

metric is the best solution for the selection of new points, as it provides the most accurate

model. A representation of the model responses, compared to the original data, is provided

in Figure 30, plotting separately a selection of responses used for fitting and another used for

validation. It is possible to see how the accuracy obtained is high in both cases.
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Figure 26: Selection based on combined metric, first iteration
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Figure 27: Selection based on combined metric, second iteration
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Figure 28: Selection based on combined metric, third iteration
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Figure 29: Selection based on combined metric, final results
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Figure 30: Final model

As it is clear from 29(b), the combined metric is the one providing, in the end, the best results

compared to the use of single metrics. This is due to the optimality of the selected points,

which satisfy multiple criteria. The final distribution of points, thus, will be more dense where

the model tends to be less accurate, or where data show higher variability, but the presence of

the exploration metric still guarantees an homogeneous distribution on the design space.



CHAPTER 4

EXAMPLES

After the analysis of the algorithm in Chapter 3, the next crucial point, which will be treated

in this chapter, is its testing and validation.

The presented framework has been tested on a variety of applications, and its effectiveness

demonstrated in all the analysed cases.

As already mentioned, the target of this work is the analysis of Electromagnetic structures,

which is carried out by means of electromagnetic solvers. This process indeed requires a further

step, since it needs the integration with such solver.

This, together with the large time usually necessary to run an electromagnetic simulation, made

it convenient to test and validate the tool first on an example which, although consisting of a

microwave structure, did not require the use of field solvers.

The structure taken into consideration is the Transmission Line filter of Figure 31. This

object is composed of single transmission line segments, whose length can be parameterized,

and three parallel stubs, each one connected to a load, whose reflection coefficient Γ is left as a

parameter as well.

The nominal parameters of this structure are presented in Table II. This structure should be

considered as an academic example, specifically designed to test the main algorithm. Each

transmission line segment is characterized by its per-unit-length parameters, here computed

using an integral method taking into account skin and proximity effect [22], [23] . Per unit

70
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length resistance and inductance are therefore frequency-dependent, leading to a challenging

example for rational approximation (which cannot be exact).

It must be noticed that the structure reported in Figure 31 is the same as the one reported in

Figure 13: the same structure, in fact, has been tested multiple times by changing the varying

parameters. Each combination of parameters, in fact, leads to a completely different set of

responses, thus generating examples which are completely independent one from the other,

each of them worth analysing.

The left-end part and the right-end part of the circuit are used as the two ports, taken as

references to calculate S-parameters.
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TABLE II: TABLE OF TRANSMISSION LINE FILTER PARAMETERS

Parameter Value

L1 7 mm

L2 7 mm

L3 7 mm

L4 7 mm

L5 1 mm

L6 1 mm

L7 1 mm

Γ1 0.5

Γ2 0.5

Γ3 0.5

Obviously, in this example there are many possibilities for the choice of the two design pa-

rameters (namely, the length of internal lines, the length of the stubs and the impedance of

the loads), so different combinations of them have been taken into consideration and analysed.

This allows to see the behavior of the algorithm in different situations, for example when the
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l5 l6 l7

l1 l2 l3 l4

Γ1 Γ2 Γ3

Figure 31: Schematic of transmission line filter

two parameters have different variability (so the parameter orders are widely different).

In the following sections the results of each case are reported.

4.1 TL filter with varying stub length and load

In this first case the first parameter is the length of the central stub l6 and its load, Γ2. Stub

length ranges from 1 mm to 4 mm, while the reflection coefficient Γ2 varies as sin(α), with α

going from 0.3 to 0.6.

The algorithm performs 3 iterations before the necessary accuracy is reached. In the following

pages the results at the end of each iteration are reported in Figure 32, Figure 33 and in

Figure 34, and they are summarized in Table III.

A final plot of the model responses compared to original data is reported in Figure 35, separating

fitting and validation responses.
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(a) First iteration (b) Second iteration

(c) Third iteration (d) Fourth iteration

Figure 32: Plots of the metrics (single and combined) at each iteration.
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(a) First iteration
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(c) Third iteration

0.1 0.15 0.2 0.25 0.3 0.35 0.4

Line length (cm)

0.3

0.35

0.4

0.45

0.5

0.55

0.6

R
ef

le
ct

io
n 

co
ef

fic
ie

nt

Voronoi diagram of parameter space

Points in parameter space
New selected points

(d) Fourth iteration

Figure 33: Plots of the distribution of data points and selection of the new ones at each iteration.
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(d) Fourth iteration

Figure 34: Plots of the model error at data points for each iteration.
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TABLE III: TABLE OF RESULTS FOR STUB LENGTH AND LOAD CASE

Iteration N. of points Par.1 order Par.2 order Model error

1 14 2 1 0.0499

2 18 2 1 0.0018

3 24 2 1 0.0052

4 32 3 1 4.279e-4

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Frequency 1010

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

Re{S(1,1)}, data
Im{S(1,1)}, data
Re{S(1,1)}, model
Im{S(1,1)}, model

(a) Final model, selection of fitting responses
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(b) Final model, validation responses

Figure 35: Final model
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4.2 TL filter with varying internal line length and stub length

The second example is still related to the Transmission Line filter, but this time the two

parameters are the length of the internal line l2 and the length of the central stub l6. As it can

be seen in Table IV, the parameter orders are higher than in the previous example, and the

final accuracy reached is worse. A number of other tests have been conducted on this example,

changing the parameters and their range of variation. Even if, obviously, each case is different,

all of them are similar in terms of quality of the results, confirming the effectiveness of the

algorithm. For this reason, it has been considered unnecessary to include all of them in this

thesis.

A final representation of model responses compared to original data can be found in Figure 39.

TABLE IV: TABLE OF RESULTS FOR STUB LENGTH AND LINE LENGTH CASE

Iteration N. of points Par.1 order Par.2 order Model error

1 14 1 2 0.4744

2 18 2 2 0.0806

3 24 2 2 0.0646

4 32 2 3 0.0083

5 42 3 3 0.0047
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(a) First iteration (b) Second iteration

(c) Third iteration (d) Fourth iteration

(e) Fifth iteration

Figure 36: Plots of the metrics (single and combined) at each iteration, stub-line case.
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(c) Third iteration
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(d) Fourth iteration
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(e) Fifth iteration

Figure 37: Plots of the distribution of data points and selection of the new ones at each iteration,

stub-line case.
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(e) Fifth iteration

Figure 38: Plots of the metrics (single and combined) at each iteration, line-stub case
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(a) Final model, selection of fitting responses

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Frequency 1010

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

Re{S(1,1)}, data
Im{S(1,1)}, data
Re{S(1,1)}, model
Im{S(1,1)}, model

(b) Final model, validation responses

Figure 39: Final model

4.3 Microstrip low-pass filter

This example, differently from the previous ones, involves the use of a field solver for the

simulation of the structure, specifically Keysight EMPro. The object under analysis is a planar

microstrip passive filter. The stepped impedance low-pass filter is displayed in Figure 40. The

structure is composed of a rectangular substrate block (relative permittivity=3, Conductivity

= 0 S/m), with dimensions 12mm x 10mm x 0.64mm. The Strip Line, instead, is made of

PEC and it has been modeled as a Sheet Body coming from the union of single rectangles.

On the left-end side and right-end side of the structure, two ports have been inserted for the

measurement of S-parameters. The simulation is run in time domain (FDTD engine), so the cell
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size for the FDTD grid has been fixed to 0.1mm in the three dimensions, giving Mesh priority

to the PEC objects of the structure.

Absorbing boundary conditions have been set in X and Y direction, while in Z the boundary

is PEC (Lower Boundary). Each simulation has a fixed duration of 10000*timestep, where the

timestep value is automatically chosen by the software, depending on object geometry. It has

been verified in time domain that the duration is sufficient for the signals to reach complete

convergence (all energy has been dissipated).

Figure 40: 3D representation of the microstrip filter
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The structure has been designed to be completely parameterized. For this test, the two param-

eters chosen are the width of the two squares, called l1 and l2. Both of them range from 2 mm

to 3.5 mm. The algorithm required 6 iterations to obtain an accurate model.

A final representation of the model can be found in Figure 44.

TABLE V: TABLE OF RESULTS FOR MICROSTRIP LOW PASS FILTER

Iteration N. of points Par.1 order Par.2 order Model error

1 14 2 1 0.4443

2 18 2 2 0.0682

3 24 2 2 0.1040

4 32 2 2 0.0532

5 42 2 2 0.0047

6 56 2 2 0.0009
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(a) First iteration (b) Second iteration

(c) Third iteration (d) Fourth iteration

(e) Fifth iteration (f) Sixth iteration

Figure 41: Plots of the metrics (single and combined) at each iteration, low-pass filter case
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(c) Third iteration

2 2.5 3 3.5

l1 (mm)

2

2.5

3

3.5

l2
 (

m
m

)

Voronoi diagram of parameter space

Points in parameter space
New selected points

(d) Fourth iteration
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(e) Fifth iteration
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Figure 42: Plots of the selection of new points at each iteration, low-pass filter case
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(b) Second iteration
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(c) Third iteration
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(d) Fourth iteration
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(e) Fifth iteration
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Figure 43: Plots of model error at each iteration, low-pass filter case
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(a) Final model, selection of fitting responses
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(b) Final model, validation responses

Figure 44: Final model

4.4 Microstrip patch antenna

The last example presented in this thesis is a microstrip patch antenna. The structure is made

of a rectangular substrate block 29.6mm × 23mm. The substrate has relative permittivity =2.2

and conductivity = 0 S/m. On top of the substrate, two rectangles made of PEC are modelled

as Sheet Bodies. One rectangle is 16mm × 12.45mm, while the stub is 4mm × 2.5mm. The

width of the stub is parameterized, and it ranges from 2mm to 5mm, as well as the position of

the stub, which can slide in the y-direction (from 7mm to 8mm measured from the top side of

the object). The port of the structure is placed on one side of the stub.

The structure has been simulated in Keysight EMPro with FEM Engine.
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The results provided by the algorithm are reported in the figures below. Figure 46 contains the

evaluation of the metrics for the 4 iterations that the algorithm performed to obtain an accurate

model, Figure 47 the selection of new points for each iteration, and Figure 48 the model errors.

After 4 iterations, the final model error is reported in Figure 49, together with a logarithmic

plot of the model error at each iteration.

A summary of numerical results can be found in Table VI and a final representation of the

model responses compared to original data is provided in Figure 50.

Figure 45: 3D representation of the microstrip patch antenna
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(a) First iteration (b) Second iteration

(c) Third iteration (d) Fourth iteration

Figure 46: Plots of the metrics (single and combined) at each iteration, patch antenna case
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(a) First iteration
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(c) Third iteration
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Figure 47: Plots of the selection of new points at each iteration, patch antenna case
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Figure 48: Plots of the model error at each iteration, patch antenna case
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Figure 49: Final results, patch antenna case
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TABLE VI: TABLE OF RESULTS FOR MICROSTRIP PATCH ANTENNA

Iteration N. of points Par.1 order Par.2 order Model error

1 14 2 2 0.7749

2 18 2 2 0.4785

3 24 2 2 0.1303

4 32 2 4 0.0107

5 42 3 4 0.0077
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Figure 50: Final model



CHAPTER 5

EM SOLVERS

Beside the implementation of a class of adaptive algorithms, the other main goal of this thesis is

the integration between commercial field solvers and the macromodeling tool. The final target

is for sure a general integration with any type of EM solver, an ambitious yet unrealistic goal.

The integration of a solver, in fact, requires the knowledge (so the availability for the end user)

of the API (Application Programming Interface) of the software, which is not always distributed

by the producer. Moreover, the programming/scripting language used varies from tool to tool,

increasing further the necessary knowledge/skills to perform this task.

The (chronologically) first part of this research work was devoted to the analysis of all EM

solvers available, taking into considerations the features that would indicate among them the

most suitable for this specific application. This type of analysis requires as a first step a direct

comparison of the solvers, which here consists in the design and simulation of the same structure

in all the environments, with a subsequent cross-validation of the results obtained.

This premise motivates the presence of this chapter, where a brief overview of EM solvers

precedes a description of the validation process which has been conducted. Then, the rest of

the chapter is devoted to the illustration of the steps necessary to obtain full integration of the

solver with the MATLAB tool. Although this is clearly not scientifically relevant to the main

topic of this work (namely, a class of adaptive algorithms for parameterized macromodeling),

this is indeed the part of the process which required more time and the largest number of

96
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”transversal skills” to be developed. Furthermore, it led to a full framework automation, a key

feature of the work presented in this thesis.

5.1 Classification of EM Solvers

Electromagnetic field solvers (EM solvers) are software tools devoted to solve directly Maxwell’s

equations, thus applying a first-principle numerical method. They are a subset of the wider

field of EDA (Electronic Design Automation), and they are largely employed for the design of

PCBs and Integrated Circuits. As explained in [24], field solvers can be inserted into the larger

framework of Computational Electromagnetics (CEM), which can be defined as the technique

that employs computers to solve electromagnetic problems, obtaining as an output numerical

results.

A possible classification of field solvers can be done by considering the type of numerical tech-

nique employed. As suggested by [25], there are two big groups of numerical methods for the

solution of Maxwell’s Equations:

• The first group solves Maxwell’s Equations directly in their differential form, so it refers

to their PDE (Partial Differential Equations) formulation. The most famous techniques

belonging to this family are the FDTD (Finite-Difference Time-Domain) method and

the FEM (Finite Element Method). In both cases the object under analysis and the

surrounding space are divided into small elements (they could be segments, patches or

cells), which interact with nearby units. The most favorable situation for the employment

of this type of approach is when small 3D objects with many complex details have to

be analysed. In particular, since the space under consideration must be discretized, this
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technique is more suited for closed problems, where the space is finite, while for open

problems it would require the discretization of an infinite space. This problem is over-

come thanks to the introduction of techniques like PML (Perfectly Matched Layers) and

Absorbing Boundary Conditions.

• The second group solves Maxwell’s Equations by dealing with their integral form. the

problem is solved by dealing with the unknown currents flowing on the object under

analysis. The integral equation which is used is formed by the solution to a point source,

also known as Green’s function. The peculiarity of this approach lies in the fact that the

solution to the problem is valid not only on the object, but also in the entire surrounding

space, without any type of approximation. The Method of Moments (MoM) is the

most diffused method belonging to this family. In this case a subdivision of the analysed

object is performed, but not of the surrounding space and, differently from PDE-based

methods, each subdivision interacts with all other subdivisions. The equivalence theorem

is then used to produce equivalent currents radiating in free space out to infinity.

5.2 Software tools

In the following, the software tools are presented and briefly described. The choice of the solvers

was merely based on their availability, both through Academic License or in their Student

Edition version.

• Keysight ADS - Momentum: Advanced Design System is an EDA software for the

design of planar objects in RF, microwave and high speed digital applications.The inte-
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grated solver Momentum uses MoM formulated for planar structures. This represents a

limitation for the design of full 3D objects.

• Keysight EMPro: Keysight EMPro is an electromagnetic simulation software for the

analysis of 3D EM effects. The analysis can be carried out both in Frequency Domain, by

means of FEM, or in Time Domain, though FDTD. What makes it particularly interesting

for the specific application in mind is the possibility to use advanced scripting features

(in Python language) to improve automation.

• ANSYS Electronics Desktop: The evolution of Sysoft HFSS is one of the most diffused

tools in industry, thanks to both its flexibility and the wide variety of applications it is

designed for. It is based on Finite Element Method.

• CST Studio Suite: CST Microwave Studio is one of the most complete software tools

available. It employs the Finite Integration Technique (FIT). One of its peculiarities is the

possibility to choose among Time Domain and Frequency Domain. Unfortunately, only

the Student Version was available, and the limitations it poses on the maximum number

of grid cells makes it really difficult to obtain results comparable to those achieved with

the other software tools.

5.3 Validation of EM solvers

The validation process consists in modelling and simulating the same structure in all the avail-

able field solvers, comparing then the results obtained. This procedure is presented in the

current section, where a simple stripline structure is analysed.
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5.3.1 The structure

The structure taken into consideration is a simple object composed by a ground square metal

plate, 20x20 mm in side, surmounted by a 0.035 mm thick copper trace. The trace is connected

to the plate by means of two cylindrical vias, 0.13 mm in diameter and 0.4 mm in height, which

in turn join the plate thanks to two 50 Ω resistors. The two resistors constitute the ports of

the structure. A 3D representation of the structure is reported in Figure 51.

Figure 51: 3D representation of the microstrip structure

The simulations performed on the structure are of two types: the first is the measurement of

S parameters, while the second is the measurement of coupling voltage in one of the ports

under the excitation of an external incident plane wave.
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Figure 53: Comparison of S21 parameters

The procedure to measure S parameters is done automatically by the solver, but it is necessary

to identify the ports of the structure, which correspond to a voltage source in series with a 50

Ω resistor. The ports are excited one at a time, and each time the output present at all the

other ports is collected. For the software tools which offer both a time domain and a frequency

domain solver, the solutions for both analyses have been included.

For the second measurement, the structure is exposed to an incident plane wave, with incident

plane normal to +z direction (sidefire excitation), and E-field vector (x=1, y=0, z=0). Then,

the voltage across resistor R1 is measured [26]. In order to compare the results obtained from

CST and EMPro, the data of the voltages in time domain are collected and manipulated in

Matlab: here the FFT is computed, making sure that the two sets of data have the same number

of points. The results are reported in figures Figure 54 and Figure 55.
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As a further analysis, the structure is subjected to a broadside excitation (wave incident in

+y direction, E field directed toward -z direction).

Finally, a simulation with endfire excitation is performed, with propagation in -x direction

and E field directed toward -z direction.

After this analysis, it is possible to conclude that the results provided by the different solvers

are in good accordance with each other. In all the analysed cases, there is not a perfect

correspondence among the results provided by the different tools, but this is acceptable, as

they employ different types of numerical techniques, which inevitably lead to different levels of

accuracy.
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5.4 Choice of the EM Solver

After the first approach with the different solvers thanks to the validation phase, the acquired

knowledge on them is sufficient to make a wise choice on the best one for the intended purpose.

Due to the fact that CST was available only in the Student Version (with strong limitations

on a number of features, including mesh refinement) and to the difficulties encountered with

ANSYS HFSS on some types of measurements, like those with excitation from an incident field,

combined with the fact that a FEM solver is generally slower compared to those employing other

techniques, the choice fell on Keysight ADS and EMPro.

Among these two, the work focuses on EMPro, as the software is generally simpler to use

compared to ADS (which, on the contrary, spans a broader range of applications), it includes a

3D CAD tool (so more intuitive) and all documentation concerning its API is available to the

final user.

Nonetheless, a good portion of the integration process has been done on ADS as well, but for

clarity only the part concerning EMPro will be presented here.

5.5 EMPro

As already stated at the beginning of the chapter, Electromagnetic Professional (EMPro) is

Keysight EEsof EDA’s electromagnetic (EM) simulation software design platform for analyzing

the 3D EM effects of components such as high-speed and RF IC packages, bondwires, antennas,

on-chip and off-chip embedded passives and PCB interconnects [27].
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An important feature in EMPro is Python scripting: the use of an object-oriented scripting

language gives the possibility to create and simulate a project automatically, or to automatize

a process that should be repeated manually a large number of times.

A Python script can be executed in the user interface of EMPro from the script editor. This

allows to write scripts tailored for a particular project and run them inside the corresponding

workspace. Another possibility is to use the commandline Python Interpreter, which allows

to run Python scripts without accessing EMPro user interface. This can be done by running

EMPro from emproenv.bat shell script [28].

5.5.1 EMPro Scripting

The approach used for managing EMPro integration with the MATLAB tool was a gradual

automation of the necessary steps, namely:

• create a geometry;

• set up the solver;

• run the simulation;

• collect results.

Provided that the first phase, so creating the object geometry, is not intended to be automated,

as it must be always done directly by the user through EMPro user interface, the remaining

steps are instead expected to be done automatically by the developed framework.

Thus, the first scripting phase has been done with EMPro user interface, and it concentrates

mainly on the last point, so the collection of simulation results.
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The idea, in this case, is to collect the necessary results (voltage, current or S-parameters)

and save them in a text file. These can be then read from MATLAB and, after the necessary

manipulations, Touchstone files can be created. Saving results then requires just a few lines of

code, devoted to identify the correct result and export it in the desired format.

Such Python code is:
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#get the right result with dataset.getResult

voltage = empro.toolkit.dataset.getResult(sim=x, object='P', result='V');

time = voltage.dimension(0)

out = file("filename.txt", 'w')

for t, v in zip(time, voltage):

out.write("%s\t%s\n" %(t, v))

out.close()

The two remaining points, instead, can be developed by using the commandline Python in-

terpreter. The final goal is to be able to simulate and collect results by running EMPro from

shell script. This allows the MATLAB tool, through MATLAB command system(command)

to run EMPro from command line and execute a Python script in charge of all aforementioned

passages.

The Python script developed for this purpose is reported below:

from collections import OrderedDict

class LastUpdatedOrderedDict(OrderedDict):

def __setitem__(self, key, value):

if key in self:

del self[key]

OrderedDict.__setitem__(self, key, value)

def load_and_run_new_simulation(project_dir, engine=None, parameters=None):

'''

loads a project, creates a new simulation and runs it.

'''

load_project(project_dir)

sim_id = create_new_simulation(engine, parameters)

return run_simulation(sim_id, project_dir, parameters)

def load_project(project_dir):

'''

Load a project from disk as active project

'''
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import os

import empro

print "-- loading project %s" % os.path.basename(project_dir)

if not empro.activeProject.loadActiveProjectFrom(project_dir):

raise RuntimeError("Failed to load project %r" % project_dir)

def create_new_simulation(engine=None, parameters=None):

'''

Creates a new simulation in the Project, without starting it.

It assumes the project is correctly preconfigured to create new simulations.

'''

import os

import empro

from empro.toolkit.project import FEM, FDTD

print "-- creating simulation"

settings = empro.activeProject.createSimulationData()

if engine:

settings.engine = engine

if parameters:

set_parameters(parameters)

settings.name = ", ".join("%s=%s" % p for p in parameters.items())

sim = empro.activeProject.createSimulation(False)

if settings.engine == FEM:

# turn of mesher display.

import pyfemPost as fem

optionMgr = fem.getOptionManager(os.path.join(sim.simulationPath(),...

..."emds_dsn","design"))

optionMgr.setValue("mesh", "showProgress", "off")

optionMgr.write(2)

sim_id = os.path.basename(sim.simulationPath())

return sim_id

def run_simulation(sim_id, project_dir, parameters):

'''

Adds an existing simulation to the queue and wait for it.

'''

import os

import empro

from empro.toolkit import simulation

print "-- running simulation"
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oldcwd = os.getcwd()

os.chdir(os.path.join(os.environ['EMPROHOME'], os.pardir, os.pardir))

try:

sim = get_simulation_by_id(sim_id)

sim.setQueued(True)

empro.activeProject.simulations().isQueueHeld = False

simulation.wait(sim)

print sim.status

if sim.status != 'Completed':

raise RuntimeError("Simulation failed")

finally:

os.chdir(oldcwd)

get_results(sim_id, project_dir, parameters)

def get_simulation_by_id(sim_id):

'''

looks up simulation from empro.activeProject.simulations by ID

'''

import os

import empro

for sim in empro.activeProject.simulations():

if os.path.basename(sim.simulationPath()) == sim_id:

return sim

raise KeyError("No simulation with ID %r" % sim_id)

def set_parameters(parameters):

'''

Sets parameters of active project:

set_parameters(abc='1 mm', def=2)

'''

import empro

activeParams = empro.activeProject.parameters()

for (name, formula) in parameters.items():

print "%s=%s" % (name, formula)

assert activeParams.contains(name), "Project does not...

... define parameter %r" % name

activeParams.setFormula(name, formula)
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def get_results(sim_id,project_dir, parameters):

'''

Retrieves results from current simulations;

Saves results in .txt files in a specific folder inside the project

Results currently saved are S parameters

'''

from empro.toolkit import dataset

import empro

parameters_name=[]

parameters_formula=[]

filename_s11 = "/s_param_results/s11"

filename_s21 = "/s_param_results/s21"

filename_s12 = "/s_param_results/s12"

filename_s22 = "/s_param_results/s22"

for (name, formula) in parameters.items():

parameters_name.append(name)

parameters_formula.append(formula)

sim = get_simulation_by_id(sim_id)

s11=dataset.getResult(sim, run=1, object='P1', result='SParameters')

print"--saving results"

frequency = s11.dimension(0)

for i in range (0, len(parameters_name)):

filename_s11 = filename_s11 + "_" + parameters_name[i] + "_" ...

... + parameters_formula[i].split()[0] + "_" ...

+ parameters_formula[i].split()[1]

filename_s12 = filename_s12 + "_" + parameters_name[i] + "_" ...

...+ parameters_formula[i].split()[0] + "_" ...

+ parameters_formula[i].split()[1]

filename_s21 = filename_s21 + "_" + parameters_name[i] + "_" ...

...+ parameters_formula[i].split()[0] + "_" ...

+ parameters_formula[i].split()[1]

filename_s22 = filename_s22 + "_" + parameters_name[i] + "_" ...

...+ parameters_formula[i].split()[0] + "_" ...

+ parameters_formula[i].split()[1]

out_s11 = file(project_dir + filename_s11 + ".txt", 'w')

for f, s in zip(frequency, s11):

out_s11.write("%s\t%s\t%s\n" %(f, s.real, s.imag))

out_s11.close()

s12=dataset.getResult(sim, run=2, object='P1', result='SParameters')
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out_s12 = file(project_dir + filename_s12 + ".txt", 'w')

for f, s in zip(frequency, s12):

out_s12.write("%s\t%s\t%s\n" %(f, s.real, s.imag))

out_s12.close()

s21=dataset.getResult(sim, run=1, object='P2', result='SParameters')

out_s21 = file(project_dir + filename_s21 + ".txt", 'w')

for f, s in zip(frequency, s21):

out_s21.write("%s\t%s\t%s\n" %(f, s.real, s.imag))

out_s21.close()

s22=dataset.getResult(sim, run=2, object='P2', result='SParameters')

out_s22 = file(project_dir + filename_s22 + ".txt", 'w')

for f, s in zip(frequency, s22):

out_s22.write("%s\t%s\t%s\n" %(f, s.real, s.imag))

out_s22.close()

if __name__ == "__main__":

from optparse import OptionParser

parser = OptionParser(usage="%prog [options] projectdir ...")

parser.add_option("", "--fdtd", action="store_const", dest="engine",...

... const="FDTD", help="use the FDTD engine")

parser.add_option("", "--fem", action="store_const", dest="engine",...

... const="FEM", help="use the FEM engine")

parser.add_option("-p", "--param", action="append", dest="params",...

... type="string", metavar="name=formula", help="design parameters,...

... specify as many as you like")

options, args = parser.parse_args()

from empro.toolkit.project import FEM, FDTD

engine = {"FDTD": FDTD, "FEM": FEM, None:None}[options.engine]

params = LastUpdatedOrderedDict()

if options.params != None:

for p in options.params:

if '=' not in p:

parser.error('-p, --param options must be of the form...

... name=formula: %s' % p)

split_list = p.split('=',1)

params[split_list[0]] = split_list[1]
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for key,value in params.items():

print 'key={} and value={}'.format(key,value)

for projectdir in args:

load_and_run_new_simulation(projectdir, engine, params)

This script can be executed from commandline by typing:

\path\empro2017\emproenv.bat python \path\run and save results.py

-p p1 name = "p1 value" -p p2 name = "p2 value" projectname

It sufficient to specify, preceded by -p, all the parameters whose value must be set in the

simulation, together with the corresponding value.

The final workflow, then is the following:

• The algorithm identifies the new parameter values to use for the next simulation;

• A MATLAB script writes a batch file (temp.bat) containing the commands necessary

to run the Python script from commandline (the ones reported above) with the correct

parameters values;

• through the command system(temp.bat) the batch file is run, and immediately after

execution it is cancelled;

• MATLAB can access simulation results and carry on with the remaining operations.



CHAPTER 6

CONCLUSIONS

This thesis provides a software tool which implements a class of adaptive and greedy algorithms

for the creation of parameterized macromodels. These models are created from tabulated data

coming from an EM solver. The presented tool provides a full integration both with the model

generator tool and with the field solver.

The algorithm has been tested on a number of examples, and it has proven its effectiveness in

all the considered cases.

6.1 Future work

Despite the good results already obtained by the developed tool, some aspects could be improved

and some facts should be further analysed. In particular, the next steps for this work will mainly

concentrate on:

• Extending the integration to a number of other commercial solvers, in particular to

Keysight ADS and, if possible, also to CST;

• investigating deeper the use of a combined metric and the precise role that each single

metric plays in the choice of the optimal points. Some selection criterion is potentially

more important than the others, but the current metric does not take this into account,

since all individual metrics are equally weighted;

• assessing the stability of the generated model. Up to now, in fact, the created model are

not guaranteed to be stable and can thus be used only for frequency-domain analysis.
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