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ABSTRACT

This thesis describes the computational modeling work performed during my graduate studies

(two of my works related to Mg-ion battery [1] and water-graphene [2] systems are not included).

The thesis is based on 7 original papers [3–9] and 2 submitted manuscripts [10, 11]. These stud-

ies focused on different self-assembled nanoparticle systems, including nanoparticle membranes and

arrays, nanoparticle–lipid hybrid systems, superlattices, nanoshells, nanoribbons, and superhelices.

The first part of this thesis gives an introduction to the nanoscience field, self-assembly concepts,

and multiscale modeling approaches. In a separate chapter, classical simulation methods such as

molecular dynamics and Monte Carlo are described. The chapter also provides a description of

classical force fields, specifically, how bonded and nonbonded interactions are related to quantum

first principles.

The second part of this thesis describes the performed modeling studies. These studies are sepa-

rated into sections, and arranged by the types of self-assembled structures. Mean-field calculations,

Monte Carlo simulations, and molecular dynamics simulations at the atomistic and coarse-grained

levels were used to perform these studies.

viii



CHAPTER 1

INTRODUCTION

The fast economic and population growth anticipated in developing countries is expected to put

a high demand on natural resources such as water and energy. To meet this demand while keeping a

low impact on the environment, new generations of materials with highly tunable properties need to

be developed. One possibility to make these materials is to compose them from nanoscale (< 100 nm)

components. In this way, structured materials with nanoscale features can be prepared, resulting

in unique and tunable properties that are not present in bulk materials. The earliest examples of

materials with nanoscale features were found in the pre-modern era, in the form of dichroic glass [12],

stained glass [13], Islamic lusterware [14], and Damascus sabre steel [15]. These ancient materials

have unique appearances and properties that were not understood until the nanoscience field was

established in the past few decades.

Nanotechnology was a term defined by Norio Taniguchi in 1974 [16]. It was later associated

with the idea of manipulating matter at the nanoscale level with ultrahigh precision, and ultimately

performing atom-by-atom manipulations, as introduced by Richard Freynman in 1959 [17]. Most

nanoscience studies were triggered by the development of microscopy equipment, such as the scanning

tunneling microscope (STM) [18] and the atomic force microscope (AFM) [19]. Many researchers

came with exciting discoveries of new materials, such as fullerene [20] and carbon nanotubes [21].

Practical applications of nanotechnology were fueled by governmental grants, such as the National

Nanotechnology Initiative (NNI) [22], and funding from the private sector.
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Photolithography is a widely used approach in the preparation of materials with nanoscale fea-

tures. However, such a top-down technique is associated with a high cost [23]. Alternative

bottom-up techniques that build materials from small individual subunits are arguably more

scalable and efficient in making robust nanoscale structures [24–27]. However, nanoscale or even

molecular and atomic constituents cannot be mechanically assembled by robotic fingers, as Eric

Drexler proposed [28]. Their preparation could instead be achieved by “self-assembly”, just as Na-

ture assembles proteins and other molecular components in cells.

1.1 Self-assembly of nanoscale objects

Self-assembly is a process where units of the same or similar types spontaneously form ordered

structures [29]. It is a concept that is applicable across a wide range of length scales [30], but

we typically associate it with microscopic units forming macroscopic structures. There are many

examples of self-assembled systems in biology – viral capsids [31], globular proteins [32], lipid bilayers

[33], and fibrils [34]. Many different man-made structures have been also self-assembled, such as

clusters, capsules, layers, superlattices, and liquid crystals [35]. They can be formed by atoms [36],

molecules [37], and colloidal nanoparticles (NPs) [38], often in analogy to sophisticated biological

systems. For instance, the extraordinary strength of elastic proteins [39], present in collagen [40]

and spider silk [41], is a result of nature-designed structures that, in principle, can be man-made

through a hierarchy of finely tuned self-assembly processes [42]. Hybrid natural and man-made self-

assembled systems are of great interest in medicine and material sciences, due to their rich potential

applications in the preparation of multi-functional materials [43].

The self-assembly of nanoscale units into ordered structures is a process of Gibbs free energy

minimization, which depends on both enthalpic and entropic contributions, i.e., ∆G = ∆H − T∆S.

In principle, such processes can be thermodynamically or kinetically driven, thus affecting the
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long-term stability of the formed structures. In nanoscale systems, the outcomes of self-assembly

processes are often difficult to predict because these processes depend on a delicate competition of

different forces – originating in van der Waals, Coulombic, and magnetic interactions, etc, between

the nanoscale subunits [44]. From the point of equilibrium, we can distinguish two types of self-

assembled systems [30]: one that requires a constant energy flow from external sources to maintain

its ordered structure, and the other that does not require energy input. The first type of systems are

self-organizing (dynamical self-assembly) [45]. These self-organized structures cease to exist once the

source of energy disappears (equilibrium). Notable examples of such systems are Rayleigh-Bénard

convection cells and biological cells (life itself). The second type of systems are stable in equilibrium

(static self-assembly). We will study such systems in the context of NP self-assembled structures.

The self-assembly of NPs in heterogeneous medium, such as suspensions [46] or liquid interfaces

[47,48] are of particular interest, since the assembled structures can be involved in various molecular

activities and transport processes, such as molecular filtration [4]. Charge transport across interfaces

of two immiscible ionically conductive medium is very important both in natural systems and in

designed applications [49]. Examples include selective transport or exchange of ions across biological

membranes [50], delivery of charged drugs in cells [51,52], and development of ion-selective electrodes

and biosensors [53–55]. The role of NP-assemblies as unique platforms for interfacial processes

remains largely unexplored.

1.2 Modeling of nanoscale systems

Since the last decade, experimental procedures have allowed crafting NPs of different sizes [56–60],

shapes [61–65], and surface chemistry (ligands) [44, 66, 67]. Metallic [68–72] and semiconducting

[73, 74] NPs as well as NPs made from oxides [56, 75], inorganic salts [76, 77], and polymers [78, 79]

can be prepared as nanospheres, [80] polyhedra [81, 82], rods [81–84], ellipsoids [85], plates [86–89],
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dipods, tripods or tetrapods [90, 91], core/shell [68, 92–94], nanocages [95–97], dumbbells [98–100],

and capsules [101–105].

This rich spectrum of available NPs can be used to prepare functional meta-materials with unique

characteristics [38,106,107]. Colloidal NPs have been self-assembled into many types of superlattices

[108–110] and other structures, such as chains [111], rings [112], nanowires [113,114], and sheets [115],

typically stabilized on solid substrates [116, 117]. Charges [118], dipoles [44, 63], surface chemistry

[119,120], and other material parameters of the NPs endow the self-assembled meta-materials [121–

126] a rich spectrum of properties, such as photoactivity [127, 128], magnetic activity [129–132],

thermoelectric properties [133], catalytic activity [134], and specific toxicological properties [135].

To design NP-based systems for applications, we need to develop reproducible, controllable,

and scalable NP self-assembly techniques, which is based on understanding of the conditions which

limit the NP self-assembly. The passivation of NPs [136, 137] and their further protection and

functionalization by a variety of organic [138], inorganic [139, 140], and biological capping ligands

[141–144] can be used to impart desired properties to them. They can control various NP properties

such as solubility [145], specificity towards various molecules [146, 147], resistance to nonspecific

adsorption [148], net electric charge [118,149,150], and electrochemical activity [151–154].

The packing of colloidal NPs in superlattices is largely controlled by forces originating from the

NP core, ligands, solvent, and substrate used. The ligands are of great importance, since they

determine the NP charges, strength of ligand-NP and ligand-ligand binding, surface chemistry, etc.

Therefore, they can determine the type of NP-packing and the potential activity of the formed

superstructures. The solvent type can also determine the type of formed structures through its ionic

strength, pH, hydrophobic/philic nature, etc. Electron microscopy (EM) and tomography techniques

can be used to image self-assembled structures in great detail, even during their growth in solution
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inside silicon nitride or graphene cells [155, 156]. However, these techniques have limitations, which

prevent complete information about a self-assembled system to be obtained. For example, high

resolution TEM can provide atomic resolution images of the metallic cores of NPs, but their ligands

are not visible due to the low contrast of organic molecules. All this shows that deciphering the self-

organization and potential activity of self-assembled materials is a challenging problem that requires

close integration of many experimental and theoretical approaches [157–166].

Multiscale simulation methods can in principle be used to model all types of nanoscale systems,

and retrieve information that is difficult to obtain from experiments. First principle density func-

tional and ab initio methods can model atomic systems in full detail. These methods describe both

electrons and atomic nuclei, and precisely account for their interactions. However, their complexity

limits them to systems of few hundred or at most few thousand atoms. Atomistic or coarse-grained

molecular dynamics simulation methods extend this limit to many million of atoms by modeling

only the nuclear positions and describing their interactions using simplistic force fields derived from

first principle calculations and/or experimental data. Although these methods can describe large

nanoscale systems, they require a proper choice of potential functional forms and parameters.

The current availability of powerful supercomputers and highly scalable simulation codes has

made it possible to perform microsecond time scale simulations of systems having a few million

atoms. Millisecond time scale molecular dynamics simulations of biomolecular systems have also

been achieved using specialized computer hardware [167]. Therefore, computer simulations can

mimic experiments, thus the terms virtual or in silico experiments have come into common use, and

as such they can revolutionize our knowledge of complex biological and material systems. Simulations

can guide experiments and account for unexpected results which might lead to new discoveries.
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1.3 Layout of this thesis

The goal of this thesis is to model superstructures and clusters of self-assembled nanoparticles

using multiscale simulation techniques. Chapter 2 describes classical simulation methods, such as

molecular dynamics (MD) and Monte Carlo (MC) methods. The chapter also briefly describes the

derivation of empirical force fields from first principles. Chapter 3 describes systems studied in

this thesis – NP membranes (section 3.1, 3.2) and arrays (section 3.3), NP-lipid hybrid systems

(section 3.4), superlattices (section 3.5), nanoshells (section 3.6), nanoribbons (section 3.7), and NP

superhelices (section 3.8). These studies can be grouped according to the method used, and are

summarized as follows:

1. Atomistic modeling

Section 3.2: Study of molecular filtration through alkanethiol ligated gold NP membranes, per-

formed in collaboration with Prof. Heinrich Jaeger (U. Chicago). Gibbs free energy profiles of dif-

ferent tryptophan species were calculated from atomistic MD simulations to study the filtration

mechanism.

Section 3.3: Study of supercharged trimethylammonium ligated gold NP arrays at aqueous-organic

liquid interfaces, performed in collaboration with Prof.Mark Schlossman (Physics, U. Illinois Chicago).

Transport mechanism and ion-NP correlations were studied using atomistic MD simulations.

Section 3.6: Study of nanoshells formed by cadmium sulfide NPs, performed in collaboration

with Prof. Nicholas Kotov (U. Michigan). The stabilization mechanism and self-assembly process of

nanoshells at different pH conditions was studied using atomistic MD simulations of different charged

NPs.

Section 3.7: Study of nanoribbons formed by cadmium sulfide NPs, performed in collaboration

with Prof. Nicholas Kotov (U. Michigan). The arrangement of NPs and their chirality transfer in

self-assembled twisted nanoribbons were studied using atomistic MD simulations.
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2. Coarse-grained modeling:

Section 3.1: Theoretical study of alkanethiol ligated gold NP membranes and capsules. Structural

analysis of these membranes focusing on the effect of ligands was performed using coarse-grained

MD simulations.

Section 3.4: Theoretical study of hybrid structures of alkanethiol ligated gold NP and 1-palmitoyl-

2-oleoyl-sn-glycero-3-phosphocholine lipid bilayer. The inclusion and stabilization of these small

hydrophobic NPs in the interior of the lipid bilayer were simulated using coarse-grained MD simula-

tions.

3. Mean-field modeling:

Section 3.5: Study of octylamine ligated platinum nanocube superlattices, performed in collabora-

tion with Dr.Arnaud Demortière (Argonne National Laboratory). Analytical mean-field modeling

of the NP core-core interaction, and precise calculations of the ligand-ligand interactions were used

to study the stabilization mechanism of two types of superlattices formed of regular and truncated

octylamine ligated platinum nanocubes.

Section 3.8: Study of oleic acid ligated magnetite nanocube superhelices, performed in collabora-

tion with Prof. Rafal Klajn (Weizmann Inst. of Science). Complex organization of magnetic dipole

moments in these superstructures, and the delicate balance of different magnetic interactions were

studied using MC simulations.



CHAPTER 2

SIMULATION METHODS

This chapter briefly describes the concepts of a classical phase space and ensembles used in

statistical mechanics. These concepts permit characterization of complex equilibrated interacting

systems at the atomic scale, such as superstructures of self-assembled nanoparticles. Then, we

discuss two classical simulation methods – molecular dynamics and Monte Carlo. The MD method

allows us to prepare equilibrated trajectories of the systems, which are statistically identical to their

ensembles (Ergodic theorem).

2.1 Phase space and ensembles

In this PhD thesis, I describe nanoscale systems classically without considering them to undergo

any significant chemical modifications caused by reactions. A microstate of such a classical system

with N atoms is fully described by the atom positions, ~r = (x1, y1, z1, ... , xN , yN , zN ), and momenta,

~p = (px,1, py,1, pz,1, ... , px,N , py,N , pz,N ). The positions and conjugate momenta (~r, ~p) form vectors in

a 6N-dimensional phase space. Statistical mechanics assumes that a macroscopic system in equilib-

rium is populated by a set of microstates, which is characterized as an ensemble (a subset of phase

space). A self-assembled system composed of molecular or nanoscale components at equilibrium can

be treated by a canonical ensemble (NVT) for which the number of particles N , the volume V , and

the temperature T are constant.

8
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Any observables of a canonical system in thermal equilibrium can be evaluated using

〈A〉 =
∫ ∫

A(~r, ~p) e−E(~r,~p)/kBT d~rd~p
∫ ∫

e−E(~r,~p)/kBT d~rd~p
, (2.1)

where 〈A〉 is the expectation value of an observable A, E is the energy of a microstate, kB is the

Boltzmann constant, T is temperature, and Q =
∫ ∫

e−E(~r,~p)/kBT d~rd~p is the canonical partition func-

tion. Therefore, Q−1e−E(~r,~p)/kBT gives the probability of the system to be in a particular microstate

given by the point (~r, ~p) and energy E(~r, ~p).

Ergodic hypothesis

A dynamical system evolves along a trajectory in phase space. The ergodic hypothesis [168]

assumes that time averaging of an observable over the phase space trajectory of an equilibrated

system gives the same expectation value as averaging over the microstates in the ensemble of the

system.

〈A〉 = lim
ttotal→∞

1

ttotal

∫ ttotal

0
A(t)dt , (2.2)

where 〈A〉 is the expectation value of an observable A, ttotal is the total time of measurement. We can

use the Ergodic theorem to obtain expectation values of an equilibrated system by averaging them

over sufficiently long trajectories obtained in molecular dynamics simulations. The long trajectories

will be run in such a way that correspond to the appropriate equilibrium ensembles.

2.2 Molecular dynamics simulations

Molecular dynamics (MD) simulations can be used to describe our self-assembled systems. Clas-

sical atomistic MD simulations model atoms as points, with pre-assigned masses and partial charges.

Each atom moves according to the forces generated by all other atoms and external fields, if any,
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imposed on the system.. The forces are evaluated using a parameterized interatomic interaction

energy function (called a force field), with parameters that can be derived from first principles.

Derivation of force fields

A quantum description of a molecular system is given by a wave function that describes all its

nuclei and electrons. The Hamiltonian, Ĥ, of a system containing N atomic nuclei with coordinates

~R = (~R1, ..., ~RN ), and l electrons with coordinates ~r = (~r1, ..., ~rl), can be written as

Ĥ = − h̄
2

2

N
∑

α=1

1

mα
∇2

α−
h̄2

2me

l
∑

i=1

∇2
i +

N
∑

α=1

∑

β>α

ZαZβe
2

|~Rα − ~Rβ |
−

N
∑

α=1

l
∑

i=1

Zαe
2

|~ri − ~Rα|
+

l
∑

i=1

∑

j>i

e2

|~ri − ~rj |
, (2.3)

where mα, me are masses of nucleus α and an electron, respectively, ∇2 is the Laplacian, Zα and Zβ

are partial charges of nuclei α and β, respectively, and e is the elementary charge of an electron. The

first two terms in this expression are kinetic energy operators of nuclei and electrons, respectively,

and the last three terms are electrostatic potential energy operators of nucleus-nucleus repulsions,

nucleus-electron attractions, and electron-electron repulsions, respectively.

The non-relativistic time evolution of such system is described by the Schrödinger equation:

ih̄
∂Ψ(~R,~r, t)

∂t
= ĤΨ(~R,~r, t) , (2.4)

where Ψ(~R,~r, t) is the wave function containing all the information about nuclei and electrons, which

depends on their coordinates ~R, ~r, and time, t. This wave function cannot be separated into nuclear

and electronic contributions due to the coupling of its constituents.
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Since the Hamiltonian, Ĥ, does not depend on time, the spatial and time coordinates of the wave

function is Ψn(~R,~r, t) = Ψn(~R,~r)e
−iEnt/h̄. The stationary states of the system are described by the

time-independent Schrödinger equation:

ĤΨn(~R,~r) = EnΨn(~R,~r) , (2.5)

where n = 0 and n ≥ 1 corresponds to the ground state and excited states, respectively, Ψn(~R,~r) are

the stationary eigenstates, which depend on the coordinates of nuclei and electrons in a non-separable

way, and En are the eigenvalues of Ĥ.

Since electrons are a few orders of magnitude lighter than nuclei (Mn/me ≈ 103 to 104), their

motions are much faster. They adjust almost instantaneously to any changes in the nuclear coordi-

nates, while the motions of nuclei are practically frozen when compared to the motions of electrons.

The Born-Oppenheimer (BO) approximation freezes nuclei fully. As a consequence, 1) the

kinetic energy of nuclei (1st term in Equation 2.3) can be neglected, and 2) the total wave function

can be separated into wave functions of nuclei and electrons, Ψnucl,n(~R) and Ψ
~R
elec,n(~r), respectively.

The Hamiltonian for motions of electrons is parameterized by the coordinates of frozen nuclei, ~R,

and it is written as

Ĥelec = − h̄2

2me

N
∑

i=1

∇2
i +

N
∑

α=1

∑

β>α

ZαZβe
2

|~Rα − ~Rβ |
−

N
∑

α=1

l
∑

i=1

Zαe
2

|~ri − ~Rα|
+

l
∑

i=1

∑

j>i

e2

|~ri − ~rj |
, (2.6)

where Ĥelec consists of kinetic energy of electrons, and electrostatic potential energy of nucleus-

nucleus repulsions, nucleus-electron attractions, and electron-electron repulsions, respectively.
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The wave function of the electrons is parameterized by the coordinates of the nuclei. The time-

independent Schrödinger equation (Equation 2.5) can be solved for motions of electrons around frozen

nuclei,

ĤelecΨ
~R
elec,n(~r) = Un(~R)Ψ

~R
elec,n(~r) , (2.7)

where, for the nth electronic state, Un(~R) = Eelec,n(~R)+Enu−nu(~R) is the electrostatic potential en-

ergy as a function of the coordinates of frozen nuclei, which has an electronic contribution, Eelec,n(~R),

and a constant additive nucleus-nucleus coupling energy (2nd term in Equation 2.6).

Un(~R) defines the potential energy surface (PES) for different n and ~R, and it can be used

to solve the Schrödinger equation for motions of nuclei:

ĤnuclΨnucl(~R) = Esys,nΨnucl(~R) ,

Ĥnucl = − h̄
2

2

N
∑

α=1

1

mα
∇2

α + Un(~R) ,

(2.8)

where Esys,n is the system energy on the n-th electronic surface, which can be approximately sep-

arated into translational, rotational, vibrational, and electronic energy contributions, i.e., Esys,n =

Etran + Erot,n + Evib,n + Eelec,n. In this manner a fully quantum description of a single isolated

molecule is feasible, but such a description for a large collection of molecules without additional

approximations is not practical.

Bonded interactions

Bonded interactions account for the chemical bonds between atoms of a molecule (derived from

Equation 2.7). In classical force fields, these bonded interactions are associated with molecular
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vibrations around the equilibrium positions of atoms, defined by bond lengths and bond frequencies.

To find these parameters, we first define an internal coordinate of a N -atom molecule as

~Rcom =

∑N
i=1mi

~Ri
∑N

i=1mi

, (2.9)

where ~Rcom is the center-of-mass, mi and ~Ri are the mass and coordinates of atom i, respectively.

The relative positions of all atoms in the molecule can be described with respect to ~Rcom. Since

these relative positions do not depend on the translation of center-of-mass or the rotation around it,

the total number of internal vibrational degrees of freedom associated with these relative coordinates

is 3N − 5 for diatomic molecules, and 3N − 6 for polyatomic molecules. In particular, the single

vibration mode (3N − 5 = 1) of a diatomic molecule is associated with the change of a single bond

length.

The internal vibrational degrees of freedom of a molecule is associated with independent normal

modes of vibrations, which are obtained from the PES. The PES, Un(~R), can be expanded around

its local minima by a Taylor series

Ulocal,n(~R) = Un(~Re)+
N
∑

i=1

∂Un

∂ ~Ri

∣

∣

∣

∣

~Ri=~Re

(~Ri− ~Re)+
1

2

N
∑

i=1

N
∑

j>i

∂2Un

∂ ~Ri∂ ~Rj

∣

∣

∣

∣

∣

~Ri, ~Rj=~Re

(~Ri− ~Re)(~Rj− ~Re)+ ...

(2.10)

where Ulocal,n(~R) is the potential energy around the local minima, ~Re is the equilibrium positions

of nuclei, ~Ri, ~Rj are the coordinates of nuclei i and j. The first term is an additive constant, the

second term (1st derivative) is zero at the local minima, and the third term has a 2nd derivative

component, ∂2Un

d~Rid~Rj

∣

∣

∣

~Ri, ~Rj=~Re

, which is the generalised force constant, elements of a Hessian matrix,
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associated with the local PES curvatures around the minima, and the remaining higher order terms

which describe anharmonicities of vibrations are neglected. The Hessian matrix, [kij ], is written as

























k11 k12 . . . k1(3N−6)

k21 k22 . . . k2(3N−6)

...
...

. . .
...

k(3N−6)1 k(3N−6)2 . . . k(3N−6)(3N−6)

























diagonalize
=======⇒

























k
′

11 0 . . . 0

0 k
′

22 . . . 0

...
...

. . .
...

0 0 . . . k
′

(3N−6)(3N−6)

























Nonzero off-diagonal elements in the left matrix implies correlated intra-molecular vibrations. Diag-

onalizing [kij ] gives 3N − 6 independent normal modes of vibrations related to the frequencies

of classical or quantum harmonic oscillators representing vibrations. Since vibrations are defined in

classical simulations by redundant internal coordinates, which include all the 2-, 3-, and 4- body

motions (bonds, angles, and dihedrals), the 3N − 6 normal modes of vibrations has to be projected

onto individual bond, angle, and dihedral. The direct mapping of Hessian matrix to internal force

constants has been done for an isolated molecule in vacuum [169], but fitting procedures based on

stochastic methods are needed for a molecule in a solvent environment [170]. Once the force con-

stants for every type of bonds is determined, they can be used in the force field to describe the proper

molecular geometry.

The parameters for angles, dihedrals, and improper dihedrals are also determined using a similar

fitting procedure used for bonds. In the CHARMM force field [171], angles and improper dihedrals

have the same functional form (harmonic potential) as bonds:
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Ubond(b) = kb(b− b0)
2,

Uangle(θ) = kθ(θ − θ0)
2 + kub(r − rub)

2,

Udihedral(φ) =























kφ,n [1 + cos(nφ− δn)], if n > 0 ,

kφ,n (φ− δn)
2, if n = 0 ,

Uimproper(ϕ) = kϕ (ϕ− ϕ0)
2 ,

(2.11)

where Ubond, Uangle, Udihedral, Uimproper are the potential energies for a single bond, angle, dihedral,

and out-of-plane distortion (improper), kb, kθ, kφ,n, kϕ are the force constants associated with the

interaction strengths, and b0, θ0, δn, ϕ0 are the equilibrium values for bond, angle, etc.

Nonbonded interactions

The most common nonbonded interactions in nanoscale systems include electrostatic interactions

(charge–charge, charge–dipole, dipole-dipole, etc...), van der Waals (vdW) interactions, and hydro-

gen bonding. To evaluate the electrostatic interactions between molecules (one of the nonbonded

interactions), we need to first calculate the effective charges of atoms. In classical force fields, charge

densities of electrons obtained from their wave functions are mapped onto point charges located

on the nuclei of atoms. In the CHARMM force field, such procedures involve 1) evaluation of an

electric field of a molecule generated by the precise charge distribution obtained in high level (MP2)

quantum calculations done with an implicit solvent, and 2) assignment of point charges to atomic

nuclei, which are adjusted iteratively to minimize the least square error of the electric field generated

by these point charges and the electric field evaluated in step 1. Once we know these charges, we

can calculate the forces between the molecules and other nanoscale objects. Then, we can often
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cumulatively add these charges for nanoparticles or molecules and evaluate the effective (mean-field)

coupling between them.

1. Electrostatic interactions. The electrostatic potential energy between two point charges, qi

and qj , at ~ri and ~rj , is

Uqiqj =
1

4πε0ε

qiqj
|~ri − ~rj |

, (2.12)

where |~ri − ~rj | is the distance between the two charges, ε0 is the dielectric permittivity of vacuum,

and ε is a dielectric constant which accounts for an implicit solvent medium. The functional form

of electrostatic interaction energy in the CHARMM force field [171] is equivalent to Equation 2.12

with different constants.

For a group of l charges (l > 2), the total electrostatic potential energy can be obtained by

Uelec =
l
∑

i=1

l
∑

j>i

Uqiqj . (2.13)

The strength of Uqiqj has the 1/r dependence given in Equation 2.12. This long distance dependence

of Uqiqj requires the inclusion of many surrounding atoms during the evaluation of the electrostatic

potential energy. The need to consider many pairwise computations of Uqiqj between these atoms

greatly affect the efficiency of MD simulations. Therefore, MD simulation codes split Uqiqj into a

short- and long- range contributions based on a predefined cutoff distance, where the short-range

portion is evaluated explicitly in the simulations, and the long-range (tail) portion is approximated

using methods such as Particle Mesh Ewald (PME) [172], which performs mesh-based Ewald sums

using Fourier transforms in the reciprocal space of a periodic system.

When the atomistic description of charges is not needed, a mean-field approach can be used.

For a cluster of l closely located charges with coordinates (~r1, ..., ~rl) around the origin, a multipole
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expansion can be used to approximate their long-range electrostatic potential observed at point ~R.

The electrostatic potential

V (~r − ~R) =
1

4πε0ε

l
∑

i=1

qi

|~ri − ~R|
(2.14)

can be expanded (in Cartesian coordinates) around the origin ~r = 0 as a Taylor series

V (~r − ~R) = V (− ~R)−
∑

α=x,y,z

rα
∂V (− ~R)

∂rα

∣

∣

∣

∣

∣

~r=0

+
1

2

∑

α=x,y,z

∑

β=x,y,z

rαrβ
∂2V (− ~R)

∂rα∂rβ

∣

∣

∣

∣

∣

~r=0

+ ... , (2.15)

where rα is the α component of ~r. After this expression is re-written in terms of a traceless Cartesian

second rank tensor using the Laplace equation, the expression can be differentiated and we obtain

the following:

V (~r − ~R) =
1

4πε0ε

(

qtotal
R

+

∑

α=x,y,z µαRα

R3
+

∑

α=x,y,z

∑

β=x,y,z Qαβ(3RαRβ − δαβR
2)

6R5
+ ...

)

,

(2.16)

where qtotal =
∑l

i=1 qi , µα =
∑l

i=1 qiriα , and Qαβ =
∑l

i=1 qi(3riαriβ − δαβr
2
i ) are defined as

monopole, dipole, and quadrupole, respectively, δαβ = 1 if α = β and 0 otherwise, R is the distance

between origin and the observation point, Rα is the α component of ~R. This multipole mean-field

definition can also be applied to magnetostatic potentials, except that magnetic analog of electric

monopole does not exist. The monopole (effective charge) and dipole obtained can be directly used

to compute the electrostatic potential energy between any two nanoparticles or with other charges.

This mean-field approach can simplify the interaction between nanoparticles by replacing them

with an effective charge and/or dipole. Electrostatic interaction energy between two effective charges
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follows the same definition as two charges (Equation 2.12), whereas the interaction energy between

two electric dipoles is

Udd =
1

4πε0ε

~µi · ~µj − 3(r̂ij · ~µi)(r̂ij · ~µj)
|~ri − ~rj |3

, (2.17)

where ~µi, ~µj are dipoles, |~ri − ~rj | is the distance between them, and r̂ij is the unit vector of ~ri − ~rj .

This formula with modified constants can also be applied to interaction energy between two magnetic

dipoles.

Ions present in an electrolyte solution can screen electrostatic interactions (Debye screening),

reducing their strength and length scale. The Debye length formula gives the effective screening

distance as a function of ionic strength (ion concentrations),

λD =

√

ε0εkBT

2NAE2I
, I =

1

2

n
∑

i=1

CiZ
2
i , (2.18)

where λD is the Debye length, ε0 is the dielectric permittivity of vacuum, ε is the dielectric constant,

kB is the Boltzmann constant, T is temperature, NA is the Avogadro’s number, e is the elementary

charge of an electron, I is the ionic strength of the electrolyte, n is the number of ion types, Ci is

molar concentration of the ith ion, and Zi is charge of the ion.

2. van der Waals interactions. We now describe the van der Waals (vdW) interactions between

atoms (another one of the nonbonded interactions). We first discuss how vdW interactions are

represented in classical force fields, and then we expand the discussion to vdW interactions between

bulk materials.

vdW interactions are time-independent correlations between many-electron wave functions, which

originate from the non-separable solution of several Slater determinants with different distribution of
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electrons. The vdW interaction energy, UvdW , between two not chemically bonded atoms is described

by

UvdW (~ri, ~rj) = − CvdW

|~ri − ~rj |6
, (2.19)

where ri, rj are the coordinates of the two atoms, CvdW is a positive constant associated with the

interaction strength, and |~ri − ~rj | is the distance between atoms i and j.

vdW interactions can sometimes be viewed as a combination of Keesom, Debye, and London

dispersion forces [173]. In classical simulations, the Lennard-Jones (LJ) 6-12 potential is used to

account for the dispersion vdW contribution. LJ potential has a 1/r6 term which accounts for vdW

attractions, and a 1/r12 term which accounts for repulsive exchange interactions, which originates

from the overlapping of the electron distributions of the two non-bonded atoms:

ULJ(r) = 4ε

[

(σ

r

)12
−
(σ

r

)6
]

, (2.20)

where ULJ is the LJ potential energy, ε is the maximum depth of the function, associated with the

interaction strength, σ is the minimum distance from which there is no interaction, i.e., ULJ = 0,

which defines the vdW radius of an atom, and r is the distance between the centers of the atoms.

In classical force fields, LJ parameters between same atom types is obtained by nontrivial fittings

(e.g., lattice energies from experiments), and the LJ parameters between different atom types is

typically extrapolated using mixing rules such as σij = (σii + σjj)/2 and εij =
√
εiiεjj (Lorentz-

Berthelot rules). The LJ interactions between atoms are typically employed with a cutoff distance

of around 10− 14 Å for improving the efficiency of a simulation. This cutoff might not be sufficient

for vdW interactions between bulk polarizable materials. The nature of bulk vdW interactions
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depend on the shapes of the interacting objects, and also the solvent medium in between them. Such

interactions can be approximated instead by using the Hamaker pairwise summation [174]

UvdW,ij = − A

π2

∫

Vi

∫

Vj

1

r6ij
d~ri d~rj . (2.21)

where A/π2 = CvdW (in Equation 2.19), A is the Hamaker constant which has a value on the order of

10−19 to 10−20 J depending on the medium, rij is the distance between microscopic volume elements

of the two interacting objects, and the expression is integrated over their total volumes Vi and Vj .

Initial and spatial boundary conditions

1. Atom coordinates and velocities. After we have obtained a force field that describe

the bonded and nonbonded interactions of all atoms in the system, the initial coordinates of these

atoms have to be provided to set up a MD simulation. This set of initial coordinates are typically

relaxed by running energy minimization. The initial velocities of these atoms can be assigned from

the thermalized distribution of velocities given by the Maxwell-Boltzmann distribution:

fMB(~vi) =

(

mi

2πkBT

)3/2

e−mi~v
2

i /2kBT 4π~v 2
i , (2.22)

where T is temperature, mi and ~vi are mass and velocity of atom i, respectively, kB is the Boltzmann

constant. The sampled initial velocities can be rescaled to ensure the conservation of momenta, i.e.,

∑

i pi = 0, and to produce kinetic energy that corresponds to the desired T .

2. Spatial boundary conditions. A simulation box is defined by fixed or periodic bound-

ary conditions. Fixed boundary conditions are used in a constant volume setup, whereas periodic

boundary conditions (PBCs) are needed for simulating a bulk solvent environment, or infinite solid
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layers/superlattices that are formed by repeating units. PBCs replicate the simulation box in all

directions to avoid artifacts caused by vacuum boundaries. When a barostat is used, PBCs can be

set to use flexible boundaries that either adjust isotropically or anisotropically, depending on the

type of systems (typical solvent box vs membrane systems). PBCs are required for the particle mesh

Ewald algorithms (PME) [172] briefly discussed in section 2.2.

Newtonian mechanics

MD simulation of a system in a microcanonical ensemble (NVE) is based on Newtonian mechanics.

Here, we first describe this mechanics, later, we introduce thermostats and barostats for fixing

temperature and pressure in simulations of a canonical ensemble (NVT) and an isothermal-isobaric

ensemble (NPT). The time evolution of a system in a microcanonical ensemble is described by the

Hamilton equations of motion

d~p

dt
= −∂H

∂~r
,

d~r

dt
=

∂H
∂~p

(2.23)

where ~p is momentum, ~r is atomic position, t is time, and H is the Hamiltonian, which is the sum

of kinetic and potential energy terms,

H(~r, ~p) =
~p 2

2m
+ U(~r) (2.24)

Hamiltonian systems conserve energy throughout its time evolution, i.e., dH/dt = 0. Equation 2.24

and Equation 2.23 gives

d~p

dt
= −~∇U(~r) ,

d~r

dt
=

~p

m
(2.25)
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The right equation defines momentum as ~p = m~v, and the left equation equates to the Newton’s

equation of motion since ~F = −~∇U(~r). For each of the N atoms, we get

~Fi = mi
d2~ri
dt2

, i = 1..N (2.26)

where ~Fi, mi, and ~ri are the force, mass, and position of atom i.

Given atomic positions ~r(t) at time t, the forces on each atom can be evaluated using the force

field, i.e., ~Fi = −~∇U(~ri). Integration of Equation 2.26 gives the velocities and positions of the next

time step, t+∆t:

~vi(t+∆t) = ~vi(t) +
~Fi(t)

mi
∆t (2.27)

~ri(t+∆t) = ~ri(t) + ~vi(t)∆t+
1

2

~Fi(t)

mi
(∆t)2 (2.28)

Integration algorithms

There are several different integration schemes of varying efficiency, accuracy, and numerical

stability. For MD simulations of microcanonical systems, a class of symplectic integrators are used

due to their time-reversibility, stability, and ability to conserve the system energy.

Velocity-Verlet is currently the most common symplectic integrator used in large scale MD

simulation software, including NAMD [175], Amber [176], and LAMMPS [177]. The method updates

positions using Equation 2.28, and obtain velocities of the same time step by

~vi(t+∆t) = ~vi(t) +
~Fi(t) + ~Fi(t+∆t)

2mi
∆t (2.29)
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Thermostats and barostats

Real systems are more appropriately simulated using a canonical ensemble (NVT) or an isothermo-

isobaric ensemble (NPT). These ensembles require temperature and pressure controls. Temperature

in MD simulations is defined in terms of thermal contact with a large thermal reservoir. Velocity

rescaling type thermostats, such as Berendsen thermostat, can quickly warm up a system to a target

temperature preceding an energy minimization, but they do not produce the correct distribution of

temperature of a canonical ensemble.

Stochastic type thermostats, such as Anderson thermostat and Langevin thermostat, produce

the correct temperature distribution of a canonical ensemble. The Langevin thermostat modifies the

force term in Equation 2.26 such that

m
d2~r

dt2
= ~F − γ

d~r

dt
+

√

2γkBT

m
(2.30)

where ~F is the normal conservative force computed from atom interactions, −γ~v is the frictional

damping term proportional to velocities of atoms, which is scaled by a damping factor, γ, and

√

2γkBT
m is the Gaussian random force due to solvent atoms, which is proportional to temperature,

T , inverse mass of the atom, m−1, and also scaled by the damping factor, γ. Since the random force

is not correlated with position, ~r, it disappears upon averaging.

Pressure control in MD simulations is done by changing the simulation box size and rescaling the

coordinates of atoms within it. The barostat algorithm is typically the same or compatible with the

thermostat algorithm used.
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Additional approximations

The applicability of MD simulations is limited by its length scale and time scale. These limitations

can be extended by approximations. Here, we have listed some of the common ones.

1. Interaction cutoff. Most of the nonbonded interactions reasonably decay with distance. A

cutoff distance is usually set in MD simulations to limit the number of pairwise computations. A

cutoff value of 10 to 14 Å is sufficient for vdW interactions. The same cutoff is also applied to

Coulombic interactions, but the long range portion (tail) of the potential can be accounted for using

algorithms such as PME [172]. Setting an abrupt cutoff for nonbonded interactions can lead to

problems related to conservation of momentum and energy, or affect the dynamics of the system.

Using a switching distance function minimizes this issue by modifying the potential energy function

from that point on and smoothly bringing it to zero at the cutoff distance.

2. Constraints. The largest time step usable in a MD simulation is limited by the fastest motions

in the system. These motions typically corresponds to vibrations. Constraint algorithms, such as

RATTLE and SHAKE, can be used to replace high frequency bonds by rigid bonds. Constraints can

also be used to restrict or steer the movements of certain atom groups.

3. Coarse-graining. Coarse-graining (CG) is used to perform simplifications to the spatial resolu-

tion of the system (typically by a mapping ratio that ranges from 1:1 to 4:1). The mapping procedure

groups atoms into beads. The interactions between beads have to be re-parameterized. The beads

typically have bonded interactions and nonbonded LJ interactions (Equation 2.20), but electrostatic

interactions are often not explicitly included. The center of the beads are usually located at the

center-of-mass of the atoms that they contain. Similarly, the bead radii can be approximated by the

radius of gyration of the group of atoms constituting a bead. The reduction in resolution removes



25

high frequency vibrations, which allows a significant 10 to 50 times increase in the simulation time

step. The grouping of atoms also reduces the number of computation of pairwise interactions, and

provides a smoothing of the PES, which leads to faster dynamics.

2.3 Monte Carlo methods

Additional speed up can be obtained through Monte Carlo (MC) methods. The methods sample

the phase space stochastically, and disregard information about the dynamics of a system. MC

methods directly compute ensemble averages using a numerical evaluation of the multi-dimensional

phase space integral (Equation 2.1). The numerical procedure is performed by replacing the phase

space integral by summation over microstates with weighted probabilities.

Metropolis sampling algorithm

The Metropolis algorithm [178] belongs to a class of importance sampling techniques. The ef-

fectiveness of this algorithm comes from the realization that the value of a measurable quantity A

is only significant in a very small subset of points in an ensemble. Therefore, 〈A〉 can be quickly

computed if there is a way to selectively pick out these significant points. When such selection is

achieved, the expectation value of A can be obtained without having to compute A for every point

in the ensemble.

With this principle in mind, the numerical integration of the phase space integral (Equation 2.1)

has now turned into a problem of sampling configurations that are significant. For example, if

we consider the configuration space, i.e., phase space with momentum dimensions neglected, the

configurations should be chosen based on the following probability distribution function (pdf)

fM (~r) =
e−E(~r)/kBT

∫ ∫

e−E(~r)/kBT d~r
(2.31)
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where fM (~r) gives the probability of configuration ~r, and E(~r) is the energy of the configuration.

Assuming that we start with a system in one of its possible configurations, ~r0, i.e., with no

overlaps between atoms, etc. A new trial configuration, ~r1, can be generated by adding a small

random displacement to ~r0 of a randomly chosen atom. The important issue here is to derive the

rules for accepting or rejecting the trial configuration such that it is proportional to Equation 2.31.

Metropolis has shown a general approach to achieve this goal.

The probability to transition from a configuration, ~ri, to another configuration in the ensemble,

~rj , can be denoted as Pij , an element of the transition probability matrix, P. This matrix must

eventually lead the system to an equilibrium that is characterized by a stationary distribution, e.g.,

fM (~r). The equilibrium condition implies that the average number of trial moves going from ~ri to

~rj must equate to the average number of moves coming back to ~ri from all the other states, ~rj 6=i.

However, a stronger restriction called the “detailed balance” condition can be imposed on P. Such

condition states that the average number of trial moves going from ~ri to ~rj equates to the average

number of moves coming back to ~ri from ~rj . This statement can be shown as

fM (~ri) Pij = fM (~rj) Pji (2.32)

where fM (~ri) and fM (~rj) are the equilibrium probability distributions of being in configuration ~ri

and ~rj , respectively, and Pij and Pji are transition probabilities of ~ri to ~rj and ~rj to ~ri, respectively.

In the MC method, a transition from ~ri to ~rj is comprised of two separate processes: 1) the

generation of a trial move, and 2) the acceptance or rejection of the trial move. Therefore, the
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transition probability, Pij , can be formed of the combined probability of these two processes, which

leads to a more specific detailed balance condition

fM (~ri) αijρij = fM (~rj) αjiρji (2.33)

where αij is the probability to generate the trial move, ~rj , at the current configuration, ~ri (vice versa

for αji), and ρij and ρij are the probabilities of accepting or rejecting the trial moves, ~rj and ~ri,

respectively. Since the trial moves can be generated randomly with no bias, we can take αij = αji

and leave them out. Then, it follows that

ρij
ρji

=
fM (~rj)

fM (~ri)
(2.34)

where the right side equates to e−(E(~rj)−E(~ri))/KBT (from Equation 2.31). The probability of accepting

or rejecting a trial move, ρ, can can be set in multiple ways, as long as it satisfies Equation 2.34.

However, the scheme chosen by Metropolis as shown below seems to work well in most of the cases.

ρij =























1 if E(~rj) ≤ E(~ri)

e−(E(~rj)−E(~ri))/KBT otherwise

(2.35)

Therefore, a trial configuration is accepted if its potential energy is decreased (or remained the same),

otherwise, it is accepted with a probability that is inversely proportional to the difference in their

potential energies. In a MC simulation, the second condition can be performed by generating a

random number, rand, in the range of 0 and 1, and then accept the trial configuration if rand is less

than the acceptance probability.
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Trial moves

In our discussion of the Metropolis sampling algorithm, we simplified the detailed balance con-

dition by equating two probabilities of trial move selection, i.e., αij = αji. This implies that the

probability of making the trial configuration ~rj at current configuration ~ri is the same as the prob-

ability of the reverse. To fulfill this requirement, one need to make sure that the trial move is

symmetrical (non-bias).

For trial moves involving translations of the center of mass, the symmetry condition can

be achieved by adding a random displacement vector to the center of mass vector, and allow the

displacement to be made equally in both forward and backward directions.

(x1, y1, z1) = (x0, y0, z0) + ∆s ŝ (2.36)

where (x1, y1, z1) is the new proposed com vector, (x0, y0, z0) is the current com vector, ŝ is a

uniformly chosen displacement unit vector that points in a random direction, and ∆s is the displace-

ment step size. Sampling efficiency of the spatial region depends on value of ∆s. A large step size

would lead to a higher rejection rate due to the increased chances of overlapping with other objects

and a larger difference in potential energy as a result of a bigger configuration change.

For trial moves involving orientational changes (rigid body rotations), careful attention is

needed to avoid introducing bias to its sampling. For example, sampling random orientation of a

vector using uniformly sampled polar angle, θ ∈ [0, 2π), and uniformly sampled azimuthal angle,

φ ∈ [0, π), would lead to more vectors pointing in the direction of the two poles, due to the area

element being a function of φ. Furthermore, representation of orientation using Eulerian angles can
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lead to complications due to the intensive use of computationally expensive trigonometric functions,

and also a well-known problem called “Gimbal lock” related to the loss of degrees of freedom.

Matrix and quaternion representations are good alternatives for handling orientations and rota-

tions. Both representations are easily inter-convertible, which makes any matrix operations possible

for quaternions. Since quaternions operate on a 4D unit sphere, it is easy to do a uniform sampling of

rotations. Furthermore, it is straight forward to compose any 3D rotations in form of a quaternion,

using the simple axis-angle representation. Similar to translations, rotations are also associated with

a rotational angle size. Its optimal value also depends on many factors, and it can affect the MC

sampling efficiency.



CHAPTER 3

MODELING OF NANOPARTICLE SYSTEMS: SELF-ASSEMBLY,

STRUCTURES, AND MATERIAL PROPERTIES

This chapter describes computational studies of different self-assembled systems, including NP

membranes (section 3.1, 3.2) and arrays (section 3.3), NP-lipid hybrid systems (section 3.4), su-

perlattices (section 3.5), nanoshells (section 3.6), nanoribbons (section 3.7), and NP superhelices

(section 3.8). The sections are arranged based on the types of self-assembled structures.

Different multiscale simulation techniques were used in these studies. They include mean-field

electrostatic and van der Waals energy calculations (section 3.5), mean-field Monte Carlo (MC) sim-

ulations (section 3.8), and classical molecular dynamics (MD) simulations performed at the atomistic

level (section 3.2, 3.3, 3.6, 3.7) and the coarse-grained level (section 3.1, 3.4).
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3.1 Self-Standing NP Membranes and their mechanical properties

Adapted from Ref. [3] (Nanoscale 2011, 3 (4), 1881–1886. DOI: 10.1039/C0NR00912A) with

permission from The Royal Society of Chemistry.

In this work, we performed microscopic modeling of self-standing membranes and capsules formed

by alkanethiol ligated gold NPs. We studied their structures, stabilities, and mechanical properties

using coarse-grained molecular dynamic simulations. All the simulations and their analyses in this

study were performed by me.

Introduction

Colloidal nanoparticles (NP) can self-assemble into many types of superlattices [109, 110], with

packing controlled by forces originating from the NP cores, NP ligands, and solvent molecules. Even

monodisperse gold NPs covered by simple alkylthiol ligands can form fcc and bcc superlattices,

respectively, when RLC < 0.8 and RLC > 0.8, where RLC = lligand/rcore is the ratio between NP

core radius, rcore, and the length of ligand, lligand [179]. The anisotropic forces responsible for this

fcc-bcc transition and the formation of NP chains originate from ligands forming bundles at large

RLC [180, 181]. Colloidal NPs can also form monolayers on solid substrates [116, 117] and solvent

interfaces [47,48], with electrical [182–184] and optical properties [185,186] dependent on on the NP

sizes, NP materials, ligands [187], and substrate [188,189].

Recently, self-standing NP monolayers with highly ordered hexagonal packing have been prepared

through a drying-mediated self-assembly of gold NPs covered by dodecanethiol ligands (rcore ≈ 3

nm, lligand ≈ 1.3 nm, RLC ≈ 0.44) at an interface of air and toluene solvent [48]. AFM indentation

experiments have shown that these NP membranes have robust mechanical strength and remain

elastic up to T = 370 K [190]. The mechanical strength of NP membranes depends on the types of
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NPs [191]. NP membranes have potential applications in electronics [192–194], molecular filtering,

sensing [195], and drug delivery.

Coarse-grained modeling of NPs

Figure 1: CG model of gold NPs. a-d) rcore = 0.8 nm with increasing lligand (0.5, 0.9, 1.3, 2.6 nm, respec-
tively), which correspond to lligand-to-rcore ratio of RLC = 0.62, 1.12, 1.62, and 3.24. e) Model with same
dimension as the NPs used in experiment (rcore = 3 nm, RLC = 0.44). f) Coarse-graining scheme shown using
dodecanethiol as an example. Every CG bead is roughly four methylene groups.

We prepared our CG model based on a CG lipid model [196]. In the model, every four heavy

atoms is mapped to one CG bead. The bonded and non-bonded interactions between CG beads are

described using the MARTINI 2.0 force field [196]. Non-bonded vdW interactions between CG beads

are evaluated using Lennard-Jones potential, Equation 3.1.

VLJ(i, j) = ǫij

{

(

σij
rij

)12

−
(

σij
rij

)6
}

. (3.1)
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where i, j are non-covalently bonded CG beads, ǫij is the depth of the potential well (strength of

interaction), rij is the distance between CG bead i and j, and σij is the closest distance of approach

between bead i and j.

The NP cores are formed by gold atoms labeled as SC4-type beads, where each SC4-type bead is

roughly four gold atoms. Since these beads are not in the original force field, the lattice constant of

the gold atoms (4.08 Å) is assigned as the SC4-SC4 equilibrium bond distance, and 60◦ is assigned

as the SC4-SC4-SC4 equilibrium angle. The bond strength and angle bending strength are chosen

to be 15.0 kcal/mol/Å2 and 2.988 kcal/mol/rad2, respectively, which give rigid bonds and angles.

Alkanethiol ligands are modeled by nonpolar C1-type beads as described in the original force field,

where each C1-type bead except the first and last beads is four methylene groups. This mapping

scheme is illustrated in Figure 1f using dodecanethiol ligand as an example.

The SC4-type beads are arranged in fcc lattice with bonding distances of ≈ 0.4 nm to form a

cuboctahedral gold core. Note that gold NP cores can be of other shapes. For instance, very small

gold clusters typically form shapes of five-fold symmetries [197,198], such as an icosahedron. Different

core shapes can give facets which might influence the organization of NPs at low temperature.

However, given that our systems are at room temperature and our NPs are mostly covered by

long ligands, we neglect the shape factor. We have also neglected the relatively weak bulk vdW

interactions between NP cores due to the presence of strong interactions between ligands.

Self-standing NP membranes in experiments, such as the ones prepared by the research group of

Prof. Heinrich Jaeger from University of Chicago [190], are made of NPs with rcore ≥ 3 nm. With

a ligand layer thickness lligand ≈ 1.3 nm, these NPs have a lligand-to-rcore ratio of RLC ≈ 0.44

(see Figure 1e). In our studies, due to the constraint of computational resources, smaller NPs with

rcore ≈ 0.8 nm are used to simulate the dynamics of free-standing membranes. From the point
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of mechanical properties, membranes made of NPs with similar RLC ratio should behave similarly.

Therefore, our NPs are covered by ligands with length of 1, 2, 3, and 6 CG beads (shown in Figure 1

a-d), which corresponds to lligand ≈ 0.5, 0.9, 1.3, and 2.6 nm and RLC ≈ 0.62, 1.12, 1.62, and 3.24,

respectively. Ligand density of 1 ligand per surface SC4-type gold bead (≈ 15.4 Å2 per ligand) is

used for these small NPs due to their high surface curvature. Our NPs are labeled by the length

(number of beads) of their ligands, i.e., NPs with n-beads ligands are labeled as n-bead NPs.

All the MD simulations in this study were performed using the NAMD code [175], and the

simulation trajectories were visualized in VMD [199]. The simulations were set to run in a canonical

(NVT) ensemble at a temperature of T = 310 K, maintained by Langevin dynamics with a damping

coefficient of γLang = 1 ps−1. The timestep of all simulations was set to 20 fs/step.

Stretching dynamics of NP membranes

Preparation of NP monolayer: NP monolayers were prepared by equilibrating 91 NPs whose centers-

of-mass were confined in the z = 0 plane using the following force constraint:

~Fplane = −k1 ~z/|~z| , (3.2)

where k1 ≈ 200 pN (a strong confinement). In this way, the NP monolayer remains flat and the

distances between NPs are spontaneously optimized by the vdW coupling of the ligands (enthalpic

and entropic contributions). After ≈ 30 ns, we have spatially disabled the center-of-mass translation

motions of all NPs at the edge boundaries of the monolayer and then subsequently removed ~Fplane.

As shown in Figure 2 a,c,e, obtained for the (1–3)-bead NPs, respectively, the relaxed membranes

with fixed border NPs reorganize into more or less perturbed planar structures. 1-bead NPs (RLC =

0.62) form wavy monolayers, 2-bead NPs (RLC = 1.12) sometimes form partial double-layers (two
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Figure 2: (a, c, e) Relaxed membranes formed by the NPs with (1–3)-bead ligands, respectively. Two
membranes are shown for the system with 2- bead ligands, where one is a monolayer and the other is a partial
doublelayer (smaller scale). Central beads of NPs on the edge of the membrane (in red) are fixed while the
rest of the NPs are free. (b, d, f) 1-bead membrane under different level of stretching. When σ = 0.0, 25.4,
and 44.6 pN/nm2, Dz = 0.0, −0.37, and −0.45 respectively. 2-bead membrane monolayer under σ = 0.0, 26.5,
and 50.0 pN/nm2 with Dz = 0.0, −0.26, and −0.33 respectively. 3-bead membrane when σ = 0.0, 46.8, and
105.5 pN nm−2 with Dz = 0.0, −0.34, and −0.65. (g) Rotational motion of the NP (highlighted in orange in
a–c) placed at the center of the 1-3-bead relaxed membranes. The random NP-rotation with the azimuthal
angle ϕ is very different in the three systems. (h) Stress-strain curves for the stretching of NP-membranes
with RLC = 0.62, (top), RLC = 1.12 (middle), and RLC = 1.62 (bottom). σ is the applied stretching force
per unit area of the membrane, Dz is the average NP-displacement divided by the average radius Rm of the
membrane. Regions with loops reflect multilayer formation. The scales for 1-bead and 3-bead are placed on
the right while the scale for 2-bead is on the left.

cases shown), while 3-bead NPs (RLC = 1.62) always form a partial double-layer. The morphology

of the membranes is determined by the ligand type and the initial stretching. For NPs with short

ligands, the ligands just provide coupling of the cluster cores that dominate the whole structure.

The 1-bead NPs tend to rotate more, which can average out any potential effects due to the core

shape. These membranes are highly organized and form monolayers, in analogy to the experimental

systems (RLC ≈ 0.44) [48]. On the other hand, the morphology of membranes formed of NPs with

long ligands is mostly controlled by the ligands (negligible core size). These membranes are less
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organized, form multilayers, and behave like short cross-linked polymers. The stability and strength

of the three types of membranes is also different, and given by the vdW coupling coming from ligand

interdigitation.

The NPs in the membranes have fast rotational motion, but very slow translational lateral diffu-

sion, practically absent in the stretched membranes. In Figure 2g, we show random angular rotation

in the azimuthal angular direction of the NP located in the center of the relaxed (non-stretched)

membranes. It turns out that the NP rotation rate dramatically decreases with RLC . The 1-bead

NP rotates by 180◦ in 30 ns, the 2-bead NP turns from time to time by 90◦, and the 3-bead NP is

almost static. The 1-bead NP has almost 180◦ inversion in 27 ≤ t ≤ 36 ns, which results in a sharper

transition and indicates that reorientation takes place sooner than NP with longer ligands.

Stretching of the Membrane: We stretch the NP-membranes by a “virtual probe” that locally

pushes on the membranes, in analogy to an AFM. The probe is defined by the stretching force,

applied to the central bead of every NP, oriented in the z-direction, and having the (x, y)-profile

~Fstretch = −k2 exp(−(x2 + y2)/2 c2) ~z/|~z| . (3.3)

Here, c =
√
21 = 4.58 nm is the effective half-width of the probe, and k2 is the force magnitude. c

is chosen to produce a “virtual tip” that is not too sharp to easily penetrate the membrane, which

happens at c ≥
√
5 nm. It should not be too flat for the used membrane, in order to avoid a

significant “collision” (force applied to it) with the fixed border of the membrane, which happens at

c ≥
√
50. The probe is positioned in the center of the membrane.
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We study how the NP-membranes behave in stretch-release cycles going in upward and downward

directions. The stress is measured by the average force, ~Fstretch, per unit area of the membrane, and

the strain is measured by the average z-displacement relative to the z = 0 plane.

Dz =
1

NRm

N
∑

i=1

dzi . (3.4)

Here, dzi is the average displacement of the ith NP (N = 91), and Rm ≈ 11 nm is the membrane

radius.

In Figure 2h, we show the stress-strain curves for the membranes in Figure 2 a,c,e, with RLC =

0.62, 1.12 and 1.62. The force constant k2 in Equation 3.3 is increased or decreased in steps of 69.5

pN, and after each step the system is equilibrated for ≈ 20 ns. Then, we calculate the membrane

stretching by averaging it over a trajectory of the length of ≈ 20 ns. At low stresses, the strain of

the NP-membranes increases linearly with the stress, according to the Hooke’s law, with the slope

of 38.1, 54.3, 120.6, and 98.0 pN/nm2 (relative displacement) for the 1-bead, 2-bead (monolayer),

2-bead (multilayer), and 3-bead, respectively. At larger stresses, σ > 25 pN/nm2, the strain deviates

from the linear dependence, and the membranes eventually rupture without recovery. In general,

membranes with larger RLC can be stretched more. Figure 2 b,d,f shows the (1–3)-bead membrane

in their half-stretched and fully stretched states.

The stretched 1-bead membrane is always in the form of a monolayer. The 2-bead membrane

switches between a monolayer and partial double-layer, giving two different stress-strain dependen-

cies. The formation of double-layers in the (2–3)-bead membranes causes the appearance of hysteresis

loops in their stress-strain curves, reflecting memory effects.
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Figure 3: Spherical capsules formed by 96 NPs: (a) Capsule with 3-bead ligands at Rs = 5 nm. A partial
double-layer is formed. (b) Monolayer capsule with 3-bead ligands at Rs = 7 nm. (c-e) Correlations of NP-
distances in the capsule with 3-bead ligands as a function of the radius Rs: (c) the average number of first
neighbors, N1, and (d) the average distances to all the other NPs, DNP . Lighter regions in the 2D maps
signify higher probabilities. The red line on the right marks the transition from 5 first neighbor to 6 first
neighbors. The red line on the left marks the point of double layer transition. The scale on the right show
the relative heights of regions with different colors; all the distributions are normalized when integrated in
the vertical direction. (e) The average distance between NPs, DNP , for the NP-capsule with 3-bead ligands:
(left) 10% defective NPs and (right) addition of 1, 000 dodecane molecules. (f) Capsule with 6-bead ligands
in monolayer form at Rs = 8 nm and (g) fully stretched form at Rs = 10 nm. (h,i) The average distance
between NPs, DNP , for the NP-capsule with 6-bead ligands (tetracosanethiol): (h) non-modified ligands and
(i) modified ligands. (j) Sectional view of two water filled containers.

Structural analysis of NP capsules

Next, we investigate the possibility of preparing stable NP-capsules. At the time of this study,

novel routines have already been designed to prepare microsized and nanosized NP-capsules suit-

able for molecular storage and delivery [200]. For example, microsized spherical cavities have been

assembled using CdSe NPs at a polymer-water interface [201], and well-defined nanocapsules have

been prepared in emulsions [202].
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We prepare highly elastic and potentially self-healing capsules from NPs with 3-bead and 6-bead

ligands. The NP-capsules are formed by assembling 96 NPs on a spherical (hard-core) potential

surface of variable radius. The potential is defined by the force

~FHS = θ(Rs −R) k3 ~R0 , (3.5)

acting on the central bead in each NP, which mimics the presence of molecules in the capsule cavities.

Here, θ is the Heaviside step function (θ = 1 when R < Rs, θ = 0 elsewhere), Rs is the variable

radius of the potential surface, k3 ≈ 700 pN is the magnitude of the applied force, and ~R0 is a unit

vector oriented along the direction of the position vector ~R = (x, y, z). k3 is chosen to be sufficiently

large to make the sphere rigid. For smaller k3, the NPs submerge into the soft boundary, depending

on their stretching (Rs).

In Figure 3 a,b,f,g, we show NP-capsules formed by NPs with 3-bead and 6-bead ligands. Each

NP-capsule is prepared by blowing a cavity inside a NP-cluster using a spherical hard-core potential

surface with increasing Rs of step size 0.1 nm. After 22 ns equilibration, we average the number

of NP-neighbors and the NP-distances over all NPs in additional trajectories 20 ns in length to

obtain the distributions shown in Figure 3 c,d,e,h,i. The capsule radius is changed in the interval of

Rs = 5−10 nm, with the step size of 0.1 nm, and the obtained plots are combined to form 2D maps.

The 3-bead capsule has partially a double-layer for Rs = 5 nm, as seen in Figure 3 a, in analogy

to the NP-membrane in Figure 2 e. With only 96 NPs, we do not observe a complete double-layer

capsule even at Rs < 5 nm. If we increase the capsule size to Rs = 7 nm, it forms a monolayer,

as seen Figure 3 b. When we further increase Rs, the coupling strength of the ligands is eventually

exceeded, and the capsule ruptures. The capsule with 6-bead ligands is highly stretchable. As we
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stretch it, the ligands become highly elongated and the NPs are more separated, thus covering only

a small part of the capsule surface, as shown in Figure 3 (g).

We characterize the structure of NP-capsules by investigating the spatial correlations between

NPs with different ligands and under different stretching. In Figure 3 c,d, we show for the capsule

with the 3-bead ligands the number of first neighbors of a given NP and the distances to all the other

NPs.

In planar membranes, NPs with small RLC arrange in a close-packed hexagonal pattern, where

each NP has 6 first neighbors. On curved surfaces, the number of first neighbors varies. In the

NP-capsules, we define first neighbors as NPs that are within the chosen cutoff distance of 3.7

nm, based on the NP-correlations in Figure 3 d. As shown in Figure 3 c, when the capsule is a

monolayer (Rs > 6.5 nm), 5 neighbors (Rs > 7.3 nm) and 6 neighbors (Rs < 7.2 nm) predominate.

This situation is analogous to C60 fullerene formed by pentagons and hexagons. We can obtain the

approximate structure of such capsules if we replace every atom in C60 by a NP and add one more NP

in the center of every pentagons and hexagons. When the capsule is formed by a partial double-layer

(Rs < 6.4 nm), the number of neighbors becomes less defined, with more neighbors present due to

the second layer.

In Figure 3 d, we show a 2D map of the average NP distances for different capsule sizes. When the

capsule is a monolayer (Rs > 6.5 nm), we can see clear trend lines for the first 8 neighbors. All the

NP separations linearly increase with Rs. Once a partial double-layer is formed on the NP-capsule

(Rs < 6.5 nm), the trend lines become less defined, occasionally breaking into several lines, and the

NP separation almost does not depend on Rs.
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In Figure 3 h, we show the same for the NP-capsule with 6-bead ligands. Here, we can see well

the trend lines for the first few NP neighbors and only for Rs ≈ 9 − 10 nm, where the membrane

is highly stretched. In this state, the ligands are fully extended and the cores are no longer able

to translate. For smaller Rs < 9, the 2D map has irregular splittings and the NPs do not have

well defined separation distances. In these capsules, the long ligands can wrap around any NP and

form bundles. To enhance coupling of ligands from different NPs, we modify the 6-bead ligands by

increasing their tip-to-tip coupling. We change the last bead in each ligand from the C1-type to the

C2-type and define the vdW coupling strength of the C1-C2 and C2-C2 beads to be 1.5 and 2 times

that of the C1-C1 beads, respectively. This results in more extended NP ligand shells, which leads

to the reappearance of the trend lines, as shown in Figure 3 i.

To make our simulations more realistic, we also introduce defects in the NPs. First, we randomly

remove a fixed percentile of ligands from the whole capsule with the 3-bead ligands, thus creating a

variety of defective NPs with different ligand densities. In Figure 3 e (left), we show the distribution

of NP-distances after removal of 10 % of ligands. At this ligand density, the overall structure of

the capsule is similar to the defect-free capsule, since the NPs rotate to compensate for their ligand

loss in certain regions. However, if we compare the distribution in Figure 3 e left with the results

obtained in the non-defective capsule, we do not see a well defined transition between the monolayer

and double-layer capsules, observed at Rs ≈ 6.5 nm in Figure 3 d. When 10 % and 20 − 25 % of

ligands are removed, the capsule is stable for Rs < 7.8 nm and 6.2 nm, respectively. When > 33 % of

ligands are removed, the capsule is unstable. Therefore, as the number of defects grow the capsules

become less organized and less stable.

In Figure 3 e (right), we also study the effect of adding hydrophobic dodecane molecules to the

non-defective capsule with 3-bead ligands. Initially the molecules are randomly added to the outer
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surface of the capsule. The molecules are quickly absorbed between the NPs, since they are similar

in nature to the alkanethiol ligands. They act as bridges/linkers that give more freedom to the NPs

to adjust their positions. After equilibration, the capsule retains its structural regularity, as reflected

by the sharp trend lines. The double-layer region, originally observed at Rs < 6.5 nm, is slightly

shifted to the left. This shows that the NP-coupling is more relaxed in the presence of dodecane

molecules. Moreover, the maximum Rs is extended by ≈ 0.5 nm.

The large elasticity and potential self-healing ability of these NP-capsules suggest that they

could be applied in molecular storage, transportation, and drug delivery. The capsules can only

store molecules that do not break or solvate the ligated NPs. The nature of alkanethiol gold NPs

limit the kind of substances that can be put into the capsule. Hydrophobic molecules dissolve the

NPs and destroy the capsule.

We prepare two capsules, consisting of 96 NPs and 384 NPs, filled with coarse-grained water (one

bead) [196]. After equilibrating these water-filled capsules, we merge them, as shown in Figure 3

j. The joined structure acquires the shape of a matryoska. The sectional view shows that a NP-

monolayer separates waters in the two compartments. When we raise the temperature from T = 310

K to T = 370 K, the NP-monolayer breaks down and the two water compartments join each other.

This has the possibility of realizing a controlled chemical reaction inside NP-capsules.

Conclusions

We have performed CGMD simulations of NP-membranes and capsules to investigate their struc-

ture, stability, and mechanical properties for NPs with ligands of different lengths. We have shown

that material properties of these nanosystems are largely controlled by the ratop RLC = lligand/rcore.

For smaller RLC (< 1), the systems form well organized monolayers that are relatively fragile and
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less stretchable. For larger RLC (> 1), the structures are less organized, more stable, and highly

elastic.

We found that characteristics of the membranes depend on the RLC ratio. NPs with RLC ≈ 0.62

form well ordered monolayers with hexagonal packing, in agreement with the experiments (RLC ≈

0.44). For RLC ≈ 1.6, the nanoparticles form less organized multilayers, which are more stable and

flexible. The systems with large RLC might potentially be used to form self-healing membranes

and capsules. We show that these membranes could potentially form stable capsules for molecular

storage and delivery.



3.2 Filtration properties of NP membranes

Adapted from Ref. [4] (Nano Lett. 2011, 11 (6), 4230–2435. DOI: 10.1021/nl200841a) with the

permission from The American Chemical Society.

This study was performed in collaboration with the research group of Prof. Heinrich Jaeger from

the University of Chicago. The main goal of the theoretical work in this study is to model the

passage of small molecules through gold NP membranes and to derive the filtration mechanism based

on experimental observations, simulation results, and free energy calculations. All the modeling and

simulation work were performed by our group. Atomistic modeling of the NP membranes and MD

simulations were performed by me, and free energy calculations were performed with Lela Vuković.

All the experiments were performed by our collaborators.

Introduction

Ultrathin porous membranes with thickness of few nanometers are particularly advantageous for

filtration applications due to their high throughput at low applied pressure [203–206]. In typical

nanofiltration membranes, transport occurs through 0.5 − 2 nm diameter pores or channels. In

reverse osmosis membranes, transport occurs by diffusion through polymeric networks [207]. Most

ultrathin membranes, however, lack well controlled pore sizes and mechanical robustness due to

their extreme thickness. Here, we present highly ordered NP membranes as a suitable candidate

for high performance molecular filtration. These mechanically robust membranes are prepared using

a drying-mediated method; they have well-defined ligand-filled spacing between NPs and can be

suspended over micron-sized holes [190,191,208,209].

44
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Filtration experiments

Figure 4: (a) Schematic diagram showing the drying-mediated self-assembly of dodecanethiol ligated gold
NP at a liquid–air interface. (b) TEM image of the self-assembled NP monolayer. (c) TEM image of NP
monolayer with magnified details. (d) top: Schematic diagram of the water flux experiment. After NP-
containing solution (in toluene) has been applied to the top of a water droplet, the solution quickly spreads
and, after evaporation of the solvent, forms a NP monolayer that completely covers the water droplet while
it dries. bottom: Images of the covered water droplets at different drying times. (e) left: Schematic diagram
of the filtration device. middle: TEM image (inset: computed diffraction pattern) and schematic diagram of
four layers of NP monolayer stacked on a mechanical support consists of a polycarbonate filter and a stainless
steel mesh. right: Cross-sectional slice of the NP membrane visualized using simulation. Void spaces represent
volume occupied by NPs, colored volumes are accessible to solvent. Four layers of Lennard-Jones spheres with
diameter distribution as in the experiments were prepared and equilibrated separately at T = 300 K, then
stacked on top of each other with random relative orientations but only briefly equilibrated.

The experiments carried out in Prof. Jaeger’s laboratory are briefly described here to provide

the motivation for the simulations done by me. Gold NPs (average d = 5.0 ± 0.5 nm) coated with

dodecanethiol ligands were prepared. Their self-assembly at a solvent-air interface (Figure 4 a) was

mediated by drying of the solvent [48]. Upon complete drying, the NPs formed a mechanically robust

freestanding monolayer that can span across micron sized holes (Figure 4 b). High magnification

TEM images (Figure 4 c) show a hexagonal close-pack arrangement of the NPs, with a characteristic

interparticle spacing that is determined by the type of ligand [191]. This spacing is comparable to

the length of dodecanethiol ligands (l ≈ 1.7 nm), which implies that the NPs are connected by a
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dense region of ligands that are possibly highly interdigitated. The triangular interstices between

three neighboring NPs form a less densely packed ligand region where molecules can most likely

pass through. Molecular passage through NP membranes can be by diffusion due to concentration

gradients and by convection due to pressure gradients [210]. Both of these contributions were studied

in these experiments.

In the first set of experiments, a droplet of toluene filled with NPs was deposited onto a droplet

of water. NP monolayer covering the whole water droplet (Figure 4 d) formed at an early stage

of the solvent drying process, after the evaporation of toluene. The natural rate of water diffusion

through NP monolayer was then measured by mass loss over time (Figure 5 a).

In the second set of experiments, 4 NP monolayers were sequentially stacked on top of each other

on a polycarbonate filter with 100 nm diameter holes (Figure 4 e). A stack of NP monolayers has a

thickness of L ≈ 34 nm and the NPs in different layers are not in registry. The stacking of monolayers

mitigates the effect of occasional defects in each layer (e.g., particle vacancies, dislocations, or grain

boundaries). The stack of NP monolayers with the polycarbonate disk was then placed on a stainless

steel mesh of a filtration device. A pressure differential of δP = 82 kPa was applied across the

membrane by pulling a vacuum downstream. The solutes to be tested were placed above the filtration

membrane. Dyes and large fluorescent molecules with weights ranging from 200 to 43, 000 and charge

states ranging from +1 to −4 were used in the pressurized filtration experiments (Table 1).

The filtration performances of different molecules were quantified by a rejection fraction, R =

1 − Cp/Cf , which depends on solute concentration of the permeate solution, Cp, and the feeding

solution, Cf , both determined by the peak intensities in UV–Vis spectra. The rejection rate as

a function of the smallest cross-section diameter of each solute is shown in Figure 5 b. The plot
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Figure 5: (a) Mass loss ∆m of the water droplet as a function of time interval ∆t. Here ∆m is normalized
by the drop surface area A (at time t). ∆t = 0 corresponds to the point in time when the NP monolayer has
fully formed and enveloped the water droplet. The lines represent best fits. (b) Nanofiltration performance.
Rejection R is plotted as a function of the diameter d of the smallest cross section of each molecule. Data
for molecular species with a wide molecular weight range, shape, and charge state are shown, as indicated
by the legend. The oval shaded areas show total rejection for objects larger than 1.7 nm in diameter (gray),
≈ 10% rejection of smaller uncharged species (light blue), and 45− 60% rejection for smaller charged species
(pink). The red dashed line represents the upper limit diameter of pore size predicted by standard pore flow
models. The red and blue lines are predictions from a model for R(d) based on sieving, as explained in the
text. In this model, nanopores result from low ligand density regions in the interstices and the width of the
transition in R(d) is determined by small variations in the diameter of the NPs. The lines correspond to a
mean pore diameter dp = 1.65 nm and a pore diameter spread σp = 0.25 nm, in line with TEM analysis of the
NP diameter variation. To account for the effects of residual steric hindrance and for dielectric exclusion of
the charged species, diameter-independent offsets were allowed for R(d). This approach does not consider the
shape of the solute; of the charged species tested only Auramine O is the most compact and spherical, which
could be the reason for its lower R value. (c) The rejection of tryptophan at different pH values.
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Name Mol. weight Approximate size, nm3 Charge

Vitamin B12 1355 1.7× 1.5× 1.4 0

Vitamin B2 377 1.3× 1.2× 0.6 0

Direct yellow 50 957 2.0× 1.1× 0.7 -4

Direct yellow 27 663 2.2× 1.2× 0.5 -2

Brilliant yellow 625 2.9× 0.9× 0.5 -2

Sulforhodamine B 559 1.6× 1.5× 1.0 -1

Auramine O 304 1.5× 0.8× 0.5 +1

Tryptophan 204 1.0× 0.8× 0.5 0

Au Nanoparticle (non-ligated) − d ≈ 2− 5 nm (spherical) −
Ovalbumin 43,000 d = 5.6 nm (nearly spherical) −

Table 1. List of solutes tested in the filtration experiments.

shows a remarkably sharp size cutoff of 1.6 nm, separating the highly rejected and partially rejected

molecular groups.

Large solutes such as ovalbumin and water-soluble Au NPs (d ≥ 2 nm) have a rejection rate

R > 99%. Small charged solutes have R = 45 − 60% and small uncharged solutes have R ≈ 10%.

This sharp size cutoff indicates the absence of significant defects in the membrane stack which might

lead to transport through large holes. The NP membranes exhibit a strikingly low size and shape

sensitivity for small solutes. The rejection rates of small solutes also only depend on the presence

of charges but not on the magnitude of their charging. The rejection rate of tryptophan in different

pH conditions (Figure 5 c) was also measured as a reference for simulation studies.

Atomistic modeling of the NP membranes

Gold cores of the NPs were modeled as icosahedral shells (d ≈ 5 nm), formed of non-interacting

gold atoms. Dodecanethiol ligands were rigidly bonded onto the surface of the NP cores. The density

of ligands on each NP was χ = 1.0, where χ is the number of sulphur atoms per three gold atoms.

This density of ligands was determined by matching the average interparticle distance obtained in

simulations of 7 NPs in vacuum (Figure 6 b) to the average interparticle distance derived from
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Figure 6: (a) Atomistic model of three gold NPs simulated in vacuum. Ligands on these NPs are colored
differently to show the degree of interdigitation. (b) Simulation of 7 NPs in vacuum. The graph shows the
interparticle distance as a function of ligand densities. (c) Solvated NP membrane monolayer consists of 4
NPs simulated under NPT condition with periodic boundary conditions applied. The simulation unit cell is
highlighted. Inset shows a tryptophan molecule on top of the region between 3 NPs.

experimental TEM images. A solvated NP membrane layer was prepared by placing 4 NPs inside

a 12.5 × 11.0 × 8.4 nm3 simulation box filled with water molecules. Periodic boundary conditions

were applied to model an infinite size membrane. The NPs within the unit cell were positioned

in a way that the periodic system reproduced a hexagonal NP arrangement. The NPs held on to

each other by the vdW interactions of the ligands. The bulk vdW interaction between the NP cores

were neglected. Partial charges and force field parameters of all atoms were assigned based on the

CHARMM27 force field [171].
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The simulations of the solvated NPmembrane were performed using NAMD [175]. The isothermal-

isobaric (NPT) ensemble was used with a flexible boundary condition to account for any lateral

fluctuations of the membrane. A pressure of P = 1 bar and temperature of T = 300 K were set for

the barostat and thermostat, both using Langevin dynamics with a damping coefficient γLang = 1.0

ps−1. Long-range electrostatics beyond a cutoff distance of 1 nm was computed using the particle

mesh Ewald (PME) algorithm [172]. During a 5 ns equilibration, the NP membrane remained com-

pact and planar. Dodecanethiol ligands extend into the interstices of three neighboring particles,

and formed a less densely packed region. Water molecules surrounded the slightly corrugated surface

of the membrane, but no water channels or water-filled pores were observed.

Free energy calculations

Molecular passage through water-solvated membranes by diffusion is on a microsecond time

scale [191], which exceeds the time scale currently attainable by unrestricted MD simulations. Instead

of directly simulating the passage, we calculated the Gibbs free energy profile for selected solutes in

the pore regions of the membranes. The chosen solutes were 1 TIP3P water molecule and 3 different

charge states of tryptophan: zwitterion (–NH+
3 , –COO−), neutral (–NH2, –COOH), and negatively

charged (–NH2, –COO−). These solutes are all defined in the CHARMM27 force field [171]. The

negatively charged tryptophan was modeled in the presence of a simple counter ion (Na+) in order to

preserve the overall neutrality of the unit cell. The adaptive biasing force (ABF) method [211–213]

is used to perform the calculations.

Our free energy calculation was set up by dividing the system into horizontal slabs. For water,

we used eight 0.5 nm-thick slabs, whereas for tryptophan, we used seven 0.6 nm-thick slabs. We

prepared separate simulation runs for each slab, and the solute is placed in different slabs in the
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Figure 7: (a) Free energy profiles, ∆G(z), of water (pink) and different charge states of tryptophan – neutral
(black), zwitterion (red), and negative (blue) – as a function of distance, z, between the solute and the mid-
plane of the membrane (z = 0). Bulk water region corresponds to z > 4 nm. The solute approaches the
membrane along a trajectory that goes through the interstitial region of 3 neighboring NPs. (b) Distribution
of NP diameter measured from TEM images. (c) Model NP membrane formed of NPs with different sizes and
ligand densities. The diameter and ligand density per 3 gold surface atom is shown for each NP.

separate runs. We defined the z axis as the reaction coordinate, and collected the average force

exerted onto the solute in each of the simulation runs. These average forces were then integrated

along the reaction coordinate to obtain the free energy profile, G(z). It took about 3 to 7 ns in each

run for the solute to sufficiently sample along the height of the slab.

The calculated free energy profile, ∆G(z), as a function of distance, z, is shown in Figure 7

a. This profile was used to evaluate the likelihood of solute passing through the membrane. The
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energy difference, ∆∆G = ∆G(z)|z=4nm − ∆G(z)|z=0, between the interfacial region and interior

of the membrane is negative in all the cases, which indicates that the solute is more soluble in

water than in the alkane environment of the membrane. Since the ∆∆G for neutral tryptophan is

already roughly twice the value for water, the passage rate for tryptophan of any charge states is

exceedingly small. The free energy calculations predicted a significantly larger rejection rate than

the experimentally observed 5-fold increase of R for uncharged species. A comparison experiment

performed to test R for tryptophan at different pH values (Figure 5 c) confirmed that R only doubled

when the pH is increased from 8 to 10 (about 70 - 80% of negatively charge tryptophan present).

Therefore, the passage of solute through the interstices by diffusion is unlikely.

Filtration mechanism

The results from experiment and simulations suggested a pore-slow mechanism. Pore-like regions

can form for a variety of reasons, even if the NPs are well-ordered in a close-packed arrangement. Be-

sides the possibility that ligands can dynamically reorganize during the passage of solute (something

our simulations did not specifically include), other factors, such as (a) small variations in NP size

and position and (b) temperature-driven fluctuations, can also lead to the formation of instantaneous

pores. We tested the first idea by simulating a NP membrane formed of NPs with varying diameters,

d, and ligand density, χ (Figure 7 c). Both d and χ were randomly distributed around their means

of 5 ± 0.5 nm (distribution is shown in Figure 7 b) and χ = 1 ± 0.1, respectively. We observed in

these simulations the appearance of pore-like regions that are larger than in the completely regular

lattice (Figure 6 c), which has no variations in core sizes and ligand density.

A picture of transport by means of the pore flow mechanism is also supported by the experi-

mentally measured water flux through the 4-layer NP membrane of 82 × 10−6 m/s, at the pressure

differential of δP = 82 kPa. This flux is almost 50 times as large as the flux resulting from the
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self-diffusion through a single monolayer. To estimate the approximate pore sizes, we use the stan-

dard expression [207] Jc = ǫπd2pδP/(32µL), where Jc is the flux due to pressure-driven convection,

ǫ is the surface porosity, µ the water viscosity, and L the pore channel length. With L = 4l ≈ 34

nm for the 4-layer membrane and by assuming that each nanocrystal is surrounded by six pores

(so that ǫ = (6πd2p/4)/(3
√
3/2s2), where s = 6.7 nm is the average center-to-center spacing for our

dodecanethiol-coated Au particles), we find that the pore size is dp ≈ 1.7 nm. If instead only 50% of

the possible pores were actually open, dp would increase by a factor 21/4 to ≈ 2.0 nm (the diameter

of the red circle in Figure 6 b). The obtained range of dp values is in excellent agreement with the

cut-off diameter for the molecular passage seen in Figure 5 b.

Conclusions

Results from experiments, MD simulations, and free energy calculations demonstrated that NP

membranes have desirable characteristics for nanofiltration, namely the strong size and charge selec-

tivity at low pressure and the ease of fabrication. With improved processing, it should in principle

be possible to provide filtration down to the extreme limit of single, ≈ 10 nm thin monolayers.

Furthermore, different particle–ligand combinations could be used to control the pore size [191,208].

This makes NP membranes promising candidates for applications not only for nanofiltration and

separation but also for controlled delivery and encapsulation [3, 214,215].



3.3 Interfacial Localization and Voltage-Tunable Arrays of Charged NPs

Adapted from Ref. [5] (Nano Lett. 2014, 14 (12), 6816–6822. DOI: 10.1021/nl502450j) with the

permission from The American Chemical Society.

This study was performed in collaboration with the research group of of Prof.Mark Schlossman

from University of Illinois at Chicago. The main goal of the theoretical work in this study is to

simulate the submersion of a single NP at an aqueous-organic liquid interface, to understand the

interactions between NP, ions, and solvent molecules. All the modeling and simulation work were

performed by our group. In particular, the atomistic simulations and the analysis of simulation data

were performed by me. All the experiments and analysis of related data were performed by our

collaborators.

Introduction

Interfacial self-assembly of NP arrays with tunable lattice spacings are applicable in the devel-

opment of nanoscale electro-variable optical devices. The interfacial stability of NPs and NP arrays

depends on many factors including electrostatic interactions, balance of surface forces, solvation

effects, capillary forces, and ion correlations. Multi-charged NPs, including proteins, viruses, and

synthetic constructs, interact strongly with counterions in electrolyte solutions [216]. Electrostatic

interactions produce spatial correlations between these NPs and counterions, which are responsible

for the condensation of DNA and proteins [217,218], as well as for charge reversal in aqueous colloidal

dispersions [219, 220]. Charge reversal, also known as overcharging, occurs when the bare charge of

a particle is overcompensated by the condensation onto its surface of oppositely charged counterions

whose net charge exceeds that of the original charge [220].

Counterion condensation onto micrometer-sized colloidal particles in aqueous dispersions is en-

hanced in the presence of highly charged counterions, typically trivalent or greater, whose stronger

54
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electrostatic interactions lead to stronger particle-counterion correlations [220]. Although charge

reversal due to ion condensation is not expected to occur with monovalent counterions in aqueous

solutions, recent experiments have demonstrated that condensation of monovalent counterions takes

place on the organic side of an interface between aqueous and organic electrolyte solutions as a result

of the stronger electrostatic interactions present in a low permittivity organic liquid [221].

Probing the interfacial position of NPs by experiments

Figure 8: Sample and interfacial tension measurements (taken from [5]). (a) Gold NPs (2 nm core diameter)
coated with ≈ 100 TTMA ligands. (b) Structure of TTMA ligands. (c,d) Molecular structure of the organic
ions BTPPA+ and TPFB−. (e) Electrochemical sample cell and experimental geometry for X-ray surface
scattering measurements and quasi-elastic light scattering interfacial tension measurements (CE1 and CE2,
counter electrodes made of Pt mesh; RE1 and RE2, reference electrodes are Ag wires coated with AgCl). (f)
Cartoon of ion distribution near a liquid–liquid interface between two immiscible electrolyte solutions when
an electric potential difference ∆φw−o > 0 exists between the bulk phases, but without NPs. The supporting
electrolytes are NaCl (5 mM) in water and BTPPA+ TPFB− (5 mM, 54% dissociated) in 1,2-dichloroethane
(DCE). (g) Interfacial tension measurements of the aqueous–organic interface as a function of electric potential
difference ∆φw−o with NPs (blue) and without NPs (red). Error bars (±0.1 mN/m) are much smaller than
the symbols.
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We briefly describe here the experiments carried out in Prof. Schlossman’s group to provide moti-

vation for our simulation studies. Gold NPs (d = 2 nm) coated with ≈ 100 positively charged TTMA

ligands [222] (Figure 8 a,b) were injected into an electrochemical cell filled with water and DCE

(Figure 8 e). Each solution phase contains its own supporting electrolytes (NaCl and BTPPATPFB,

Figure 8 c,d) and the electrolyte solutions form an immiscible aqueous-organic liquid interface. Two

planar Pt mesh electrodes were used to apply electric potential across the liquid-liquid interface,

creating an electric field within a few nanometers of the interface (Figure 8 f). When the electric

potential difference, defined as ∆φw−o = φ(w)− φ(o), is positive, movements of the supporting elec-

trolytes from the bulk phase to the interface produces an enhancement of Na+ on the water side

of the interface and TPFB− on the organic side of the interface (Figure 8 f) [223]. Even at a high

potential of ∆φw−o = 100mV (electric field on the order of 108 V/m), these supporting electrolytes

mostly do not cross the interface since they are essentially insoluble in the opposite phase.

Interfacial tension measurements (Figure 8 g) show a reduction in interfacial tension at small

positive ∆φw−o (e.g., 30 mV) but not at negative ∆φw−o, which indicates that positive ∆φw−o

induces interfacial adsorption of TTMA ligated gold NPs [224, 225]. A negative interfacial excess

charge per area (positive slope in Figure 8 g), Qtot = −(∂γ/∂∆φw−o)T,p,µi
(temperature T , pressure

p and chemical potential µi of species i), further indicates that the interfacial adsorption of NP and

ions enhances charges on the organic side of the interface.

X-ray reflectivity measurements with sub-nanometer resolution were performed to directly probe

the variation in electron density perpendicular to the interface [226]. The measurements performed

using 30 keV X-rays at the ChemMatCARS beamline of the Advanced Photon Source (Figure 9 a)

were fitted to a model of interfacial electron density profile to determine the interfacial depth of the

NPs and their depth distribution (Figure 9 b). Two-nm spherical gold cores (measured from TEM
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Figure 9: X-ray reflectivity measurements. The data shown are from samples that were initially equilibrated
at ∆φw−o = 30 mV, then ∆φw−o was increased (Sample 2) or decreased (Sample 1) from 30 mV. Cycling
∆φw−o back and forth reproduces the interfacial structure with small variations in interfacial coverage and
height distribution. (a) X-ray reflectivity R, normalized to the Fresnel reflectivity RF from an ideal interface
for TTMA gold NPs at the electrified water–DCE interface as a function of wave vector transfer normal
to the interface, Qz, for different electric potential differences ∆φw−o. Solid lines represent best fits to the
model discussed in the text. (b) Variation of electron density ρ(z) along the direction z (perpendicular to the
interface) obtained from the fits in (a). A cartoon of NPs at the interface is shown. (c) The depth Hp of the
NPs is given by the location of the peak maximum in (b). (d) The exponential decay length Λ of the depth
distribution obtained from fitting X-ray reflectivity data. The discontinuity in Λ at ∆φw−o = 30 mV is the
result of slight differences in equilibrated structure observed for different samples. Error bars are smaller than
the symbols for panels a, c, and d.

images) enclosed by 1.8 nm ligand shells were used in the fitting model and the variations of NP

depth within the monolayer and NP polydispersity were modeled by an exponential variation with

decay length Λ.

Peaks in the electron density profiles (Figure 9 b) represent the NP gold cores. The results of

a sample initially equilibrated at ∆φw−o = 30 mV show that the NPs are located almost entirely

on the organic DCE side of the interface. The interfacial depth of the NP monolayer shows little
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change for negative potentials, but a small increase into the DCE phase as ∆φw−o approaches +180

mV (Figure 9 c). The small increase in peak width observed in Figure 9 b as ∆φw−o increases is

characterized by an increase in the decay length Λ of the NP depth distribution shown in Figure 9

d.

Over this range of potentials, −120 mV ≤ ∆φw−o ≤ 180 mV, some of the NP ligands in the

monolayer appear to remain in contact with the aqueous phase, though the NPs are primarily

immersed in the DCE phase (Figure 9 b). However, the interfacial tension at even higher potentials,

up to 350 mV, approaches that of the pure interface without NPs (Figure 8 g). Although this is

consistent with the increase in penetration of the NPs into the DCE phase as ∆φw−o approaches 180

mV, additional X-ray measurements are required to determine whether or not NPs leave the organic

side of the interface at ∆φw−o > 180 mV.

Self-assembly of voltage-tunable arrays

Grazing-incidence small-angle X-ray scattering (GISAXS, Figure 10 a) reveals a 2D monolayer

ordering of NPs at the interface [226]. The variation of Bragg rod intensity with Qz (out-of-plane)

is fit by a monolayer-thick 2D-array of NPs, which is consistent with the results from our X-ray

reflectivity studies. The 2D array at ∆φw−o = 30 mV, as determined by the presence of two

symmetric first order ([1, 0]/[0, 1]) Bragg rods at in-plane scattering wave vector Qxy = Q[10] ≈

±0.114Å−1 and faint second and third order Bragg rods at Qxy = Q[11] ≈ −0.197Å−1 and Qxy =

Q[20] ≈ −0.228Å−1. Intensities of the GISAXS patterns integrated over Qz, shown in Figure 10

b, demonstrate that the lattice remains hexagonal for all measured potentials but variations in

peak position and shape reveal voltage-dependent changes in lattice spacing and in-plane correlation

length. The narrowest peaks are obtained after initial equilibration of the samples at ∆φw−o = 30
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Figure 10: GISAXS measurements. (a) Bragg rods measured by grazing-incidence small angle scattering
(GISAXS) from a 2D array of charged NPs at the electrified water–DCE interface for ∆φw−o = 30 mV, where
Qz is the wave vector transfer in the direction out of the plane of the interface and Qxy is in the plane. (b)
Intensity integrated over Qz from 0Å−1 to 0.1Å−1 plotted as a function of Qxy for different values of ∆φw−o

(measured from Sample 3). Each curve shows the equivalent of 2D grazing incidence diffraction with three
diffraction peaks indicated. (c) Change in the nearest neighbor spacing a = 2d/

√
3 = 4π/(

√
3Q[10]) for three

different samples as a function of ∆φw−o referenced to the spacing a0 measured at ∆φw−o = 30 mV of the same
sample (a0 = 67.2, 61.5, and 64.5 Å for samples 1, 2, and 3, respectively). Inset: Cartoon of the 2D hexagonal
close-packed structure of NPs with nearest-neighbor spacing a and lattice spacing d. (d) As explained in
the text, NPs indicated by a “–” sign are charge-reversed with a net negative charge. TPFB− anions that
condense on the NPs to reverse their charge are not shown separately. As ∆φw−o increases, the net charge of
the supporting electrolytes becomes more positive near the interface on the aqueous side and more negative
on the organic side as a result of the re-distribution (indicated by arrows) of supporting electrolytes between
bulk and interfacial regions.
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mV. The peak width determines the in-plane correlation length ζ, which measures the spatial extent

of in-plane lattice order, to be 15 times the nearest-neighbor separation a for ∆φw−o = 30 mV. The

larger widths of the peaks in Figure 10 b at either larger or smaller ∆φw−o indicate a decrease in ζ,

which may be due to the creation of defects as the lattice expands or contracts.

Figure 10 c illustrates a nearly linear increase of in-plane nearest-neighbor spacing, a, as ∆φw−o is

increased. This increase is not due to a loss of NPs from the interface, as demonstrated by an analysis

of the percentage C of interface covered by NP unit cells (C ≈ 75%), showing that the number of

NPs on the interface is nearly constant as ∆φw−o varies from −120 to 180 mV. Instead, the lattice

spacing of the 2D NP array varies because ∆φw−o determines the concentration of electrolytes in

the electrical double layers on either side of the interface and these electrolytes, in turn, modulate

electrostatic interactions between NPs. In particular, increasing ∆φw−o, starting from either positive

or negative values of ∆φw−o, makes the electrolyte environment on the organic side of the interface,

that is, near the NPs, more negative (Figure 10 d). If the total charge of each NP (including the

TPFB− anions condensed on its surface) is positive, then a more negative electrolyte environment will

reduce electrostatic repulsive forces between NPs, thereby reducing the lattice spacing. However, this

contradicts the observations. Therefore, we need to assume that the total NP charge is not positive.

This alternative scenario is illustrated in Figure 3d, which shows a monolayer of negatively charged

NPs whose lattice spacing will increase with increasing ∆φw−o, as observed experimentally. Although

the bare charge on each NP is +100, ion condensation of TPFB− counterions could reverse their net

charge, as has been observed for larger colloids [220]. Charge reversal, also known as overcharging,

occurs when the bare charge of a particle is overcompensated by the condensation onto its surface

of oppositely charged counterions whose net charge exceeds that of the original charge [220]. Our

MD simulations discussed below will provide strong evidence for charge reversal of the NPs. This



61

heuristic explanation of the trend in lattice spacing with ∆φw−o relies upon the NPs effective charge

remaining negative throughout the entire range of ∆φw−o.

The enhanced repulsion at larger ∆φw−o should also increase the out-of-plane distribution of NPs,

an expectation that is confirmed by the increase in decay length shown in Figure 9 d. Note that the

presence of NPs with negative effective charge does not contradict the results of interfacial tension

discussed earlier, which probe the total excess charge of one (or the other) side of the interface. In

that case, transport of a +100 bare-charged NP contributes +100 charges to the excess charge on the

organic side of the interface whether or not organic counterions condense onto the NP and reverse

its net charge.

MD simulations of a submerging NP

The submersion and interfacial stability of a TTMA gold NP at an aqueous-organic interface

was studied using MD simulations. The liquid interface was modeled inside a 20× 20× 47 nm3 unit

cell filled with water and DCE molecules plus 20 mM supporting electrolytes (100 pairs of ions) in

each phase. The NP core was modeled as an icosahedral shell (d ≈ 2 nm), formed by rigidly bonded

non-interacting gold atoms (no partial charges or vdW parameters, bo = 2.74Å and Kb is large).

The NP core was covered by 100 TTMA+ ligands, and initially placed in water with 50 Cl− ions

and 50 TPFB− as counterions to achieve global charge neutrality. Partial charges and force field

parameters of all atoms are assigned based on the CHARMM35 ethers force field and CHARMM36

general force field [171,227,228].

The model system (Figure 11 e) had a total of 100 Na+ and 150 Cl− in the aqueous phase and 100

BTPPA+ and 150 TPFB− in the organic phase, which simulated the experimental condition of small

∆φw−o. However, the electrolyte concentration in simulations was set higher than in experiments
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to include enough ions in the small system for the NP to stabilize in either the water or the DCE

phase. The larger number of counterions (150) in each phase than charges on the bare NP (100) also

allowed for the possibility of charge reversal in either phase. A 5 nm thick layer at the top of the

unit cell (65526 of the total 320908 water molecules) and a 2 nm thick layer at the bottom of the

unit cell (6641 of the total 67888 DCE molecules) were spatially fixed throughout the simulation to

prevent atoms inside the unit cell from shifting up and down. The thickness of these fixed layers was

about the Debye length of the respective solvent at < 5 mM ion concentration.

The simulations were performed in Canonical (NVT) ensemble using the NAMD package [175,

199]. A constant temperature of 295.15 K is chosen for all the systems and it was maintained by

Langevin dynamics with a damping coefficient of 0.01 ps−1. Long-range electrostatic interactions

were employed using the particle mesh Ewald (PME) algorithm [172].

Simulation snapshots of the NP submersion are shown in Figure 11 (a-d). The height of the NP

Figure 11 f (top), measured from the center of the gold core to the water–DCE interface, and the

number of ions within 1 nm of the NP surface Figure 11 f (bottom) show that the submersion of the

NP is accompanied by the adsorption of TPFB− ions that replace Cl− ions. Counterion adsorption

onto the NP eventually alters the ion balance in our simulation cell, by releasing Cl− ions into the

aqueous phase and removing TPFB− ions from the organic phase. This produces an electric field

gradient that opposes further submersion. To reset the ion balance, 30 Cl− ions are removed from

the aqueous phase and 30 TPFB− ions added to the DCE phase at ≈ 96 ns and again at ≈ 127 ns.

Counterion condensation of TPFB− onto the NP is likewise observed as it crosses the interface.

Figure 11 f (bottom) shows that the number of TPFB− counterions within 1 nm of the NP

surface is larger by ≈ 13 ions than the number of TTMA+ ligands exposed to the DCE phase by

the end of the simulation. Many of these excess charges are located in the denser region of TPFB−
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Figure 11: MD simulations (a-d) Time sequence snapshots taken from a 213 ns MD simulation show the
submersion of a NP from an aqueous (top) to an organic (bottom) electrolyte phase accompanied by the
exchange of loosely bound Cl− ions (blue) in the aqueous phase for condensed organic TPFB− ions (red) in
the organic phase. (e) The simulation cell (snapshot at 213 ns). Most solvent molecules are not shown for
clarity. Two spatially fixed solvent layers are shown in gray at the top and bottom. (f) Time dependence of
the NP submersion height, h, measured from the center of the Au core to the interface, and the number of
ions, Nions, within 1 nm of the NP surface. The vertical lines at t = 96 ns and t = 127 ns indicate when the
number of Cl− and TPFB− ions in the bulk phases are adjusted.

ions along the “ring” of 3-phase contact between NP and aqueous and organic phases. Excluding

the excess charges in this ring, the remaining part of the NP exposed to the organic phase is charge

reversed (Figure 12 a). The bottom panel of Figure 12 a shows that the net charge is approximately

−2 for cone angles between 70◦ and 90◦ that account for most of the NP submerged into the organic

phase, but exclude the 3-phase contact ring. Likewise, an MD simulation of an isolated TTMA

AuNP placed within a DCE electrolyte solution exhibits a small overcharging of −2 (Figure 12 b).
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Figure 12: (a) Time averaged analysis of the last 40 ns MD simulation trajectory for the charge summed over
NP surface cations (TTMA+) plus either Cl− (top) or TPFB− (bottom) that are within 1 nm of the NP surface
and within the specified cone angle. The cone apex is located at the center of the Au core. The minimum at
≈ 105◦ in the lower panel contains TPFB− ions within the ring of three-phase contact line between NP and
aqueous and organic phases. The pink fill shows that the portion of the NP exposed to the organic phase is
charge reversed. (b) MD Simulation of a single NP in the Bulk Organic Phase. Variation with simulation time
of the number of ions, Nions, within 1 nm of nanoparticle surface. This figure illustrates the analysis of an MD
simulation of a TTMA-Au nanoparticle in bulk DCE. A nanoparticle with a bare charge of +100 is placed at
the center of a 19.9× 19.9× 22.5 nm3 simulation cell, which also contains 64555 DCE molecules, 200 TPFB−

ions, and 100 BTPPA+ ions. The simulation is performed under NPT conditions. Upon equilibration, the
average net charge of the nanoparticle plus counter- and co-ions within 1 nm of its surface is −2, indicating
that the nanoparticle undergoes charge reversal. Close observation of the snapshot image from the simulation
reveals ring stacking of neighboring TPFB− ions on the surface of the nanoparticle. The inset shows only the
nanoparticle and TPFB− ions within 2 nm of it.

Stacking of TPFB− rings, as observed in the simulation in Figure 12 b, allow TPFB− ions to pack

more closely on the NP surface, potentially contributing to the efficiency of charge reversal. Charge

reversal of the NP is consistent with the GISAXS results of lattice expansion with increasing ∆φw−o

(Figure 10 c). As expected for monovalent ions in water, Figure 12 a shows that Cl− ions are not

condensed on the water-side of the NP and that side is not charge-reversed. The simulation results

provide clear evidence that NPs are transported from the polar aqueous phase to the organic phase,

due to their stronger affinity to bind TPFB− ions than Cl− ions.
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Two-NP systems were also simulated to study the interactions between NPs at the interface

(Figure 13 a). The simulations were performed under the same conditions and in the same cell

used for the single NP simulations. The simulation was prepared by adding 1 NP plus the nearest

30 Cl− and 70 TPFB− ions, as extracted from the single NP simulation, to the final equilibrated

configuration of the single NP system. Ions that were initially positioned between the NPs were

repositioned to the solution under them. The interparticle distance between the NPs stabilized at

≈ 7.4 nm within 50 ns and TPFB− ions from the solution were observed to migrate to the region

between the NPs (see Figure 13).

Figure 13: (a) Two NPs in the simulation cell in Figure 11 e form a stable pair at t = 68 ns (top view with
inset of side view). (b) The number of ions, Nions, within 1 nm of the NP surface. (c) Time dependence of
the submersion height, h, of both NPs measured from the center of the gold core to the interface. (d) The
center-to-center interparticle distance between the two NPs.
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The strength of correlations between a charged NP and a counterion, which can be measured by

the ratio of electrostatic interaction energy to thermal energy, varies inversely with the permittivity

of the solvent [216]. Sufficiently strong electrostatic interactions, such as those present in the low per-

mittivity organic DCE phase (ǫr,DCE = 10.43), have been previously shown to produce condensation

of TPFB− monovalent ions on the water–DCE interface without NPs [221]. The low permittivity of

DCE can also produce ion condensation of TPFB− ions onto NPs and, subsequently, reverse their

effective charge. Other effects, such as preferential chemical interactions between TPFB− ions and

the NP, could contribute to the ion condensation.

Our simulations of a single NP show that ion condensation does occur in the bulk organic phase

in the absence of an applied electric field (Figure 13 b). Related to this, their experiments show that

NPs are transported to the organic side of the interface under the action of a small applied potential

equal to 30 mV. Simulations with equal numbers of counterions on either side of the interface, which

model a small ∆φw−o, confirm that a NP is spontaneously transported across the interface with

ion condensation occurring on the organic side, as well as charge reversal of the portion of the NP

exposed to the organic phase. Ion condensation thus provides a driving force to move TTMA gold

NPs from the aqueous to the organic DCE phase.

These observations in simulations lead to our understanding that NPs are charge reversed due to

ion condensation that occurs as a result of their presence in the low permittivity organic phase, not

as a result of an applied electric field. The cartoon in Figure 10 d describes our suggestion that the

voltage-tunability of the 2D array of NPs is the result of voltage-induced variations in the density

of counterions in the vicinity of charge-reversed NPs. To summarize, ion condensation on NPs and

their charge reversal occur when NPs are exposed to the organic phase, even at very low voltage,

whereas voltage-tunability is due to counterion mediated interactions between the charge-reversed
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NPs. The separation of these two effects arises because the electrostatic energies associated with

the potential range of the experiment are much smaller than the electrostatic energy of attraction

between a condensed counterion and its NP.

To address the existence of a 2D lattice of NPs, we carried out MD with two NPs in the simulation

box, shown in Figure 13 a. The MD simulation results indicate that the two NPs stabilize within

close proximity of each other, where they appear to share a few TPFB− ions in the condensed

layer of counterions. Atomistic simulations of larger interfacial NP lattices tunable by voltages

would necessitate significantly larger computational resources than we have at our disposal. Monte

Carlo simulations of the liquid–liquid interface between immiscible electrolyte solutions may also

provide an accessible computational scheme to study this lattice [229]. Although analytic theory has

described voltage-tunable lattices at the liquid–liquid interface, the effects of ion condensation and

charge reversal that we simulated have not been previously considered in this context [224]. Other

theoretical works have discussed several correlation effects that could be important in stabilizing

the observed lattice of charged NPs, including mechanisms to share multivalent counterions between

neighboring surfaces or colloids [220,230], as observed in our two-NP simulation, as well as Coulomb-

depletion [231] forces that arise due to excluded volume effects. In this context, it should be noted

that the experiments demonstrate that the 2D crystallization cannot be due to pure repulsion, as

previously observed for charged micrometer-sized colloids at the liquid–liquid interface [232]. The

X-ray reflectivity measurements show that NPs are present over only 75% of the interface and the

two-NP simulations confirm that NPs can be stably bound while occupying only a fraction of the

interface. If exclusively repulsive forces stabilized the lattice, NPs would spread apart from each

other as far as possible within the confinement of the interface, thereby leading to larger lattice

constants than those measured experimentally.
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Conclusions

In this study, we found that strong correlations between charged NPs and counterions in elec-

trolyte solutions can lead to novel transport and assembly behavior. Our MD simulations show that

interfacial transport of NPs at liquid interfaces is mediated by counterion condensation onto the

portion of the charged NP exposed to the organic phase. Experiments do show that the NPs, upon

transport across the interface, become charge-reversed and form a nearly close-packed 2D array on

the organic side of the interface, whose spacing can be tuned by varying the voltage.

When condensation of organic counterions onto highly charged NPs takes place at an aqueous–

organic interface, the charge of the NP is shielded as it is drawn across the interface into the low

polarity organic environment. In combination with water-borne transport of NPs [233], this route

into organic phases adds to the possible pathways along which charged NPs, both synthetic and

natural, can be transported through complex heterogeneous environments consisting of aqueous and

organic regions that exist within biological organisms and the natural environment. The experiments

also show that electrical control over interfacial transport leads to voltage-tunable self-assembly of

NPs at the interface. Fine-tuning chemical and electrostatic interactions on both sides of the interface

may ultimately lead to control over the location of charged NPs within the interfacial region, thereby

providing new possibilities to control interactions with aqueous and organic components for purposes

such as multiphase trace analyte detection [234]. NP arrays self-assembled at liquid interfaces are

applicable to the development of electrovariable optical devices [235], plasmonics [236,237], and active

elements controlling molecular transport across liquid interfaces.



3.4 Stabilization and Self-assembly of Nanoparticles in Lipid Bilayers

Adapted from Ref. [10], a submitted manuscript.

In this work, we performed coarse-grained molecular dynamics simulations to study the inclu-

sion of alkanethiol-ligated gold nanoparticles, and their stabilization inside lipid bilayers. All the

simulations in this study were performed by me.

Introduction

In biology, many functional superstructures are self-assembled from lipids, proteins, and other

molecules [238]. Natural self-assembly processes have inspired the fabrication of materials from

nanoscale components [239]. The self-assembly of versatile inorganic building units, such as nanopar-

ticles (NPs) or graphene, offers a direct way to form complex nanostructures [240]. The integration

of bio-molecules and inorganic nanostructures can extend the functionality of both systems [241,242].

NPs can be adsorbed onto, translocate through, or be embedded within bilayer membranes,

depending on their sizes, shapes, and surface properties [243–245]. The organization of NPs can

be guided by fluid membranes [246]. Embedding NPs into membrane bilayers can change their

permeability [247, 248], phase transition points [249, 250], and mechanical responses [251]. Careful

design of symbiotic biohybrid systems requires good understanding of the complex interactions acting

between the individual sub-systems.

Gold NPs (diameter of d ≈ 3.7 nm) coated with alternating anionic and hydrophobic groups

translocate through lipid membranes without breaking them down [141, 142, 246, 252, 253]. Small

hydrophobic gold NPs (d ≈ 2−4 nm) have also been embedded inside lipid bilayers [254–257]. Here,

we model the conditions under which clusters of hydrophobic NPs may enter and stabilize inside lipid

69
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bilayers. This work expands our studies of micelle-lipid interactions [258] and NP membranes, related

to their mechanical properties [3], molecular filtration [4], and self-assembly at liquid interfaces [5].

Modeling of NP-lipid layered systems

To cover a long-range dynamics, we describe the NP-lipid systems using a coarse-grained molec-

ular dynamics (CGMD) simulations [259]. In the model, roughly every four non-hydrogen atoms

are represented by a CG bead. The bonded and non-bonded interactions between CG beads are

parameterized using the MARTINI 2.0 force field [196]. The van der Waals (vdW) interactions are

described by the Lennard-Jones potential,

VvdW (r) = 4ǫ

{

(

σ

r

)12

−
(

σ

r

)6
}

. (3.6)

where σ is the effective minimum distance between two beads and ǫ is the strength of their interaction.

The gold NP core (d = 1.4 nm) is formed by 55 SC4-type beads arranged into a cuboctahedral

shape of a fcc structure. The bonding distance between these beads is 4.08 Å, which is the lattice

constant of gold. The gold core structure is maintained by a high bond strength (15 kcal/mol/Å2) and

rigid SC4-SC4-SC4 angles (60
◦, 2.988 kcal/mol/rad2). In a similar way, nanorods (NR) and triangular

nanodiscs (ND) are modeled using SC4-type beads arranged into a hcp structure. Dodecanethiol

ligands are attached onto all (42) SC4-type beads that are on the NP surface. Each ligand is

represented as a linear chain of 3 apolar C1S-type beads, with force field parameters based on C1-

type beads (tails of lipid molecules). The coupling strength between NPs is controlled by the vdW

strength of C1S-C1S interactions, neglecting a direct vdW coupling between the NP cores [188,189].

The model lipid bilayer is formed by 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC)

molecules. The amine head groups, phosphate head groups, and hydrophobic tails of the POPC
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molecules are described by Q0-type, Qa-type, and C1-type beads, respectively. the lipid bilayer is

solvated in CG water (P4-type beads), with one anti-freeze molecule (BP4-type bead) added to every

9 CG water beads. This is done to prevent the undesirable crystallization of water at 310 K due

to the simplified description of water molecules [196]. BP4-type beads are slightly modified P4-type

beads with σ = 5.7 Å for the BP4-P4 vdW interaction.

Our CGMD simulations were performed with NAMD [175,196,199,260] in an NPT ensemble. A

pressure of P = 1 atm was maintained by the Langevin Piston method [261], with a decay period

of 200 fs, a damping time of 50 fs, and a timestep of t = 20 fs. The system was maintained at a

temperature of T = 310 K by a Langevin thermostat with a damping coefficient of 1 ps−1.

Insertion of NPs into lipid bilayers

First, we studied the insertion of individual NPs into the lipid bilayer. Small NPs with hydropho-

bic ligands can intercalate within lipid bilayers due to a favorable coupling between their ligands and

lipid tails [262]. Initially, a 13×13 nm2 POPC bilayer is equilibrated in water with a zero membrane

surface tension [240]. The equilibrated bilayer has an approximated thickness of hmem ≈ 5 nm, and

a lipid density of dmem ≈ 2 lipids/nm2. One NP saturated with dodecanethiol ligands and covered

by different number of solvation lipid molecules is placed in water, about 0.1 − 0.2 nm away from

the POPC bilayer. We quantify the lipid coverage of the NP by a ratio defined as Rc = Nlip/Nlig,

where Nlip is the number of solvation lipid molecules around the NP, and Nlig = 42 is the number

of NP ligands.

Figure 14 (a-d) shows an inclusion process of NP with a high lipid coverage (Rc = 2.6). Right

before the inclusion takes place (t = 0 ns), the NP with solvation lipids is in a close contact with the

surface of the POPC bilayer, due to dipole-dipole coupling between oppositely oriented head groups
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Figure 14: (a-d) Snapshots and close-up views of the first 84 ns of a NP inclusion process. The arrows
indicate movements of the NP and lipid molecules. Initially, the NP is covered with 112 solvation
lipids (Rc = 2.6) which are colored in green to distinguish them from those of the bilayer. Nearby
water molecules are shown in red. (e) The inclusion time of NP with different coverages of solvation
lipids. (f) A bottom view of the NP at t = 7 ns, which shows an opening of the structure due to
bottom-to-top motion of lipid molecules. (g) A close-up view of the stable contact between polar
head groups of the structure and those of the bilayer. This NP is solvated by 126 lipid molecules
(Rc = 3.0), and it does not penetrate the bilayer within our simulation time.
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(positive amine, negative phosphate) of lipid molecules in the two sub-systems. This behavior is

also observed at Rc > 3, where the NP, however, does not enter the bilayer (Figure 14 (g)). In the

next t = 7 ns, solvation lipid molecules gradually accumulate in the top region of the NP to cover

all the NP ligands exposed to water. The bottom-to-top motion of solvation lipid molecules release

lipids below the NP from both the NP and bilayer (Figure 14 (f)). At t = 27 ns, a large enough

hole is formed in the top leaflet of the bilayer, through which the NP enters into the membrane.

During this process, the NP interacts with lipid tails of the bottom leaflet, creating a distinct funnel

shape structure [240] (Figure 14 (c)). At t = 84 ns, the funnel structure starts to disappear but

the stabilization of NP within these asymmetrical lipid layers can take another ≈ 100 ns. The flip-

flop motions of lipids between the top and bottom leaflets of the bilayer are not considered in our

simulations, but they are expected to restore the symmetry of the bilayer.

We define a NP insertion time, tin, as the time difference between the NP penetration of the top

leaflet to its full stabilization within the bilayer. Figure 14 (e) shows that NPs with a higher lipid

coverage have a larger tin. When the lipid coverage is relatively low (Rc ≤ 1), the insertion time

is constant, tin ≈ 6.5 ns. Then, the NP insertion involves an abrupt penetration of the top bilayer

leaflet. When Rc > 1, the insertion mechanism follows the previously described complex motion of

lipids. The growth of tin with Rc is caused by the increasing density of lipids on the NP surface and

the related inability of the NP to suck lipids from the top leaf of the membrane. In our simulations,

we do not see any NP insertions beyond Rc > 3.

Nanoparticles self-assembly inside bilayers

The equilibrium arrangement of NPs within the lipid bilayer depends on the NP-NP, NP-lipid,

and lipid-lipid coupling strengths. To examine this dependence, we model systems with a variable

NP-NP coupling strength, while keeping the other coupling strengths fixed. We parametrize the
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relative coupling strengths by a factor α = ǫ1/ǫ0, where ǫ1 is the C1S-C1S vdW (NP-NP) coupling

strength and ǫ0 is the initial (fixed) strength of C1S-C1 and C1-C1 vdW (NP-lipid, lipid-lipid)

couplings (Equation 3.6).

We examined the stabilization of a 13 NP-cluster with α = 0.5, 1.0 and 1.5 inside a micelle and

a lipid bilayer. The micelle can be used as a nanocarrier to deliver the NPs into the bilayer. For

α = 1, 1.5 the NP-cluster remains compact within the micelle. However, for α = 0.5 the lipid-covered

NP-cluster (micelle) reorganizes into a vesicle by sucking lipids from the outside to the inside, as

shown in Figure 15 (a). This structure is more stable since it maximizes the relatively strong coupling

between NP ligands and lipid tails. Its hydrophillic interior cavity also contains a few water molecules.

The equilibrated structure looks similar to Janus-NP vesicles, observed experimentally [262].

In Figure 15 (b-d), we show the stabilization of a 13 NP-cluster within a lipid bilayer. When

α = 0.5 and 1.0, the cluster is flattened into a monolayer. However, the cluster stays compact only

for α = 1, while for α = 0.5 the NPs diffuse away one from another. For α = 1.5, NPs which were

initially scattered within the bilayer aggregate into a single globular cluster. To better understand

this behavior, we simulate within the lipid bilayer 4 (tetrahedron), 5 (trigonal bipyramid), and 6

(octahedron) NP-clusters with α = 0.5 − 2.4. We calculate the average height of a submerged and

equilibrated NP-cluster, hC , by subtracting the z-coordinate of the top-most and bottom-most SC4

beads. Figure 15 (e) gives the result of hC averaged over the last 75 ns of the t ≈ 250 ns simulations.

NPs in larger clusters (5, 6 NPs) have more contact points with each other, which leads to stronger

clusters that flatten only at small α. Similar to the 13 NP-clusters, presented in Figure 15 (b-d), all

these clusters flatten at α ≤ 1 to a monolayer with a closed packed hexagonal arrangement, shown

in Figure 15 (f) for 48 NPs and α = 1.
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Figure 15: (a) Reorganization of lipid molecules in a vesicle carrying 13 NPs with α = 0.5. (b-d)
Stabilization of 13 NPs within a lipid bilayer: (b) α = 0.5 after 125 ns, (c) α = 1.0 after 814 ns, (d)
α = 1.5 after 359 ns. (e) The height of small NP-clusters, hC(α). (f) Hexagonal arrangement of 48
hydrophobic NPs with α = 1 equilibrated in the lipid bilayer for 500 ns.
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Figure 15 can be clearly understood if we take into account that bilayer membranes are stabilized

through a balance of positive and negative lateral tensions, generated by different molecular groups

present at different heights [263, 264]. In equilibrium, the net lateral tension is close to zero. Once

the membrane is deformed by adding a NP-cluster in its interior, the balance is changed and local

tensions are formed in its two monolayers by the exposure of hydrophobic groups of the curved

layers [265]. This tension generates a net vertical force on the inserted NP-cluster, which tends to

flatten it and determines its equilibrium height, hC .

Intercalation of nanorods and nanodiscs

The self-assembly of many other types of nanoparticles has been studied [7, 189, 266, 267]. Here,

we briefly examine the stabilization of nanodiscs (NDs) and nanorods (NRs) clusters with α = 1

inside the POPC bilayer. The large triangular ND has a side length of d ≈ 7.2 nm and a thickness of

h ≈ 0.6 nm, while the small hexagonal ND has a diameter of d ≈ 3.2 nm and a thickness of h ≈ 0.4

nm. The NR has a diameter of dNR ≈ 1.4 nm and a length of lNR ≈ 4.57 nm. Similar Gd2O3

nanoplates have been prepared experimentally [268].

First, we studied the self-assembly of small NDs inside a ≈ 29.2 × 29.2 nm2 POPC bilayer

(Figure 16 (c-d)). These NDs are small enough to orient vertically or horizontally within the bilayer,

which results in their non-uniform self-assembly. As seen in the figure marked by arrows, the lipid

molecules wrap around any vacancy of the NP structure, forming funnel-shaped structures similar to

those shown in Figure 14 (c) and Figure 15 (a) at t = 53 ns. These structures on the two sides of the

bilayer sometimes connect and form a channel. Although this is not observed for structure formed

by 5 large triangular NDs (Figure 16 (a-b)), 6 of such NDs assembled into a pie structure leads to

the formation of a relatively stable channel in the center after t ≈ 85 ns of equilibration (Figure 16
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Figure 16: Stabilization of ND clusters with α = 1 inside a POPC bilayer. (a) Top view and (b) side
view of a 5-large-triangular-ND cluster inside POPC bilayer. (c) Top view and (d) side view of 35
small NDs inside POPC bilayer. The arrows indicate some of the lipid pore formations induced by
the NDs. (e) 6-large-triangular-ND cluster inside POPC bilayer. A color map surface is fitted to the
polar heads of the lipid molecules to show the bilayer structure. (f) Side view of the central portion
of the 6-large-triangular-ND cluster, showing few water molecules penetrated the perturbed bilayer.
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Figure 17: (a) Orientation of 3-NR cluster embedded inside the POPC bilayer. 3D surfaces are fitted
to the polar heads of the lipids. (left) α = 0.75, the NRs perturb the bilayer by < 2 nm along the
z-direction. (right) α = 2, the tightly packed NR-cluster perturbs the bilayer by ≈ 3− 4 nm.

(e-f)). This channel has polar groups arranged in a cylindrical fashion around its vertical axis, and

it could facilitate transport of water and other solvated compounds through the membrane.

We have also studied the stabilization of a 3 NR-cluster inside a lipid bilayer. At α > 2, the NR-

cluster is tightly packed, where the NRs are aligned along each other. At weaker coupling, 1 < α < 2,

the NRs start to slide along each other with their axes staying aligned. At even smaller values α < 1,

the NR-cluster becomes disintegrated, the NRs are separated from each other and eventually might

diffuse within the membrane interior. Similar to the case of NPs, disintegration of the cluster is

caused by the surface tension induced by a bent bilayer. In Figure 17 (a), we show 3D profiles of a

weak (α = 0.75) and strong (α = 2.0) NR-clusters intercalated within a bilayer. In both cases, the

NRs lead to membrane perturbations in the direction normal to the bilayer. The perturbed regions

are localized about ≈ 2− 3 nm and ≈ 3− 4 nm around the NRs, respectively, for the two cases. The
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anisotropy in the x− y directions is caused by the tilted orientation of the NR-cluster. Notice that

even separated NRs stay tilted inside the bilayer.

Conclusions

In summary, we have investigated the insertion of one NP and stabilization of NP clusters of

different shapes inside lipid bilayers. The cluster structures formed inside the bilayer reflect the

coupling strength between NPs. When the coupling strength is large enough to resist the membrane

forces, the clusters are preserved, while in the opposite limit they are partially or fully disassembled.



3.5 Self-assembly of Platinum Nanocubes into Superlattices

Adapted from Ref. [6] (ACS Nano 2012, 6 (5), 4203–4213. DOI: 10.1021/nn3007338) with the

permission from The American Chemical Society.

This study was performed in collaboration with Dr.Arnaud Demortière from Argonne National

Laboratory. The main goal of this theoretical work is to examine the microscopic principles that

control the self-assembly of colloidal octylamine-coated platinum nanocubes (NCs) into simple cubic

(sc) and fcc superlattices, using mean-field and energy calculations from atomistic models. All

the theoretical work including the analysis of supercrystal growth were performed by our group.

Mean-field calculations of bulk van der Waals (vdW) coupling energy in different superlattices were

performed by Lela Vuković, graduate student of Prof. Petr Král. Atomistic modeling and calculations

of electric and surface vdW coupling energies between two nanocubes were performed by me. All

the experiments were performed by our collaborators.

Introduction

In recent years, colloidal nanoparticles (NP) of different materials [269–272], sizes [273], shapes

[90,96,166,274–281], and coatings [77,139,187,282] have been self-assembled into superlattices with

many types of packing [138, 283, 284]. In most cases, the formations of superlattices are thermody-

namically driven and are controlled by inter-particle forces which depend on the types of NPs [44],

solvent molecules [285], substrates [63], and other experimental conditions [108,159,286]. The micro-

scopic principles that govern the self-assembly of different superstructures of specific structural [287],

chemical [288,289], and physical properties [190,290] are not well understood [281] but they are cru-

cial for the preparation of meta-materials with functionalities in electronics [291], optics [292, 293],

magnetism [294], and catalysis [89, 295].

80
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Superlattices formed from non-spherical NPs extend beyond common face-centered cubic (fcc)

and hexagonal close packing (hcp) structures observed for spherical NPs, or simple hexagonal (sh)

and body-centered cubic (bcc) structures observed for NPs with anisotropic forces originating from

electric/magnetic dipole-dipole coupling [188, 189]. For example, polyhedral nanocrystals can self-

assemble into open superlattices such as cubic and octahedral supercrystals [96, 166, 277–281, 296].

Due to the different crystalline facets present on non-spherical NPs, their superlattices can have a

wide range of packing densities and intriguing geometries of void spaces, which all can drastically

influence the properties of their superlattices [297].

Superlattices observed in experiments

Figure 18: Experimentally observed superstructures of self-assembled regular (RCs) and truncated (TCs)
colloidal octylamine-coated platinum nanocubes in toluene. (a, b) square array of RCs and TCs, (c, d) scheme
of the simple cubic structure and fcc structure, (e, f) multilayer of organized RCs and TCs, (inset) TEM image
of a RC and TCs. (g) SEM images of stacked sc supercrystals of RCs. (inset) Individual RC supercrystals.
(h) SEM-FEG images of a RC supercrystal. (inset) Magnified SEM image showing the arrangement of RCs
within the supercrystal. (i-l) SEM images of fcc supercrystals of TCs. (i) Superlattice of square pyramidal
shape. (j) Ensemble of square pyramidal supercrystals and their size distributions (inset). (k) Superlattice of
triangular prism shape. (l) Triangular prism supercrystals and their size distribution (inset).
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Platinum NCs coated with octylamine ligands [298] were prepared in toluene using a liquid-

liquid phase transfer method [279, 299]. These NCs formed uniform superlattices with long-range

ordering when the toluene solvent (bp = 110◦C) was slowly evaporated over a period of 8 days at

25◦C, controlled by limiting the air/solution interface in a glass tube. TEM images (Figure 18 a-d)

reveal two types of superlattices formed by NCs with only a small difference in shape. Regular NCs

(RCs) with face-to-face length of lRC = 5.5 (8% polydispersity) form simple cubic (sc) superlattices

whereas corner truncated NCs (TCs) with lTC = 4.7 nm (9% polydispersity) form face center cubic

(fcc) superlattices. RCs are positioned in face-to-face (f − f) configuration in sc superlattices with

AAA stacking whereas TCs are positioned in shifted corner-to-corner (c − c) configuration in fcc

superlattices (Figure 18 b) with ABCABC stacking such that each successive layer is shifted by half

the repetition distance. The lattice constant of the observed sc and fcc superlattices were asc ≈ 7 nm

and afcc ≈ 11 nm measured using TEM with a carbon-coated grid, and Asc ≈ 8 nm and Afcc ≈ 11

nm measured using selected area electron diffraction (self-assemblyED) at 250 cm with a silicon

wafer.

sc structures have been observed in Po crystals [300] and TiO2-P2O5 NC supercrystals [301] but

they are rare in Nature. Yamamuro et al. have shown that face-to-face assembly (sc structures) is

the most stable configuration for RCs, based on evaluations of the vdW (ligand) potential energy

of model NCs in different 2D [302] and 3D stacking [303]. Although this is in agreement with the

experimental observations in Demortière’s laboratory, it is still not clear how small modification

of the NC shape can lead to the formation of a loose fcc structure. In the following sections, we

will first analyze the NC self-assembly process and the forces that can lead to stabilization of their

superstructures, and then provide an explanation based on modeling results.
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Analysis of the supercrystal growth

a) Supercrystal nucleation

Spontaneous formation of seeds needed for the growth of colloidal NC supercrystals can take

place homogeneously in solution or heterogeneously on a substrate [304]. The strength of inter-

particle interactions, solvent evaporation rate, NC-substrate interfacial properties, and other factors

can all influence the energy barrier, ∆GN , associated with the nucleation process. Since in general

∆Ghomo
N > ∆Ghetero

N , it is likely that only sc superlattices which have strong vdW interactions

between {100} faces of RCs can overcome the energy barrier and nucleate in solution. Loose fcc

superlattices which are stabilized by much weaker corner-to-corner interactions of the TCs should

only nucleate on a substrate.

In Figure 18 g, one can see that sc supercrystals are randomly positioned on the substrate,

which indicates that the crystallite seeds were homogeneously formed in solution and subsequently

attached to the substrate where they continue to grow. Consequently, their diffraction patterns reveal

only homogeneous rings and small angle x-ray diffraction (self-assembly-XRD) pattern indicates

an absence of a single-growth axis [279]. On the other hand, fcc crystallite seeds can grow into

supercrystals of different morphologies depending on their relative orientation with respective to the

substrate. For example, initial square arrangement of the {100}sp basic plane yields a pyramidal fcc

crystal, whereas a hexagonal layer with {111}sp basic plane yields a triangular fcc crystal (no C3

symmetry due to NCs in the lattice points). This is all confirmed by previous self-assembly-XRD

observations, which reveal the [001]sp growth axis (perpendicular to the substrate) for the pyramidal

supercrystals and the [111]sp growth axis for the triangular supercrystals [279].

b) Deliberation of the NC coupling forces
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Superlattices that are nucleated in solution or on a substrate are further stabilized during the

evaporation of solvent, leading to differences in the NC-binding Gibbs free energy, ∆G = ∆H −

T∆S, in solvent (colloidal phase) and in vacuum (dried phase). In solution, one of the dominant

contributions to this energy is the energy of dispersion forces between NC cores (bulk vdW coupling),

∆HvdW
core , which arise from the large polarizabilities of metal NC cores at at room temperature [159,

305]. Since Pt NC cores are much more polarizable than toluene solvent molecules and the octylamine

ligands on the NCs, the strength of vdW coupling (per unit volume) ranks as core-core > core-ligand

> ligand-ligand ≈ ligand-solvent. Hence, when the solvent and ligands are chemically similar, we

can neglect the ligand-ligand vdW coupling and consider only the core-core vdW coupling [188,189].

The vdW coupling associated with different densities of ligands between neighboring NC corners

[287] is unlikely to create a local minima in ∆G necessary for the stabilization of shifted corner-to-

corner configuration in loose fcc superlattices. The stabilization of such configuration might require

directional forces such as multipolar Coulombic coupling. These forces can originate from a partial

charge transfer between ligands and the Pt NC-cores [306], where electrons in the vicinity of Pt atoms

of the ligand binding sites can be transferred to the more electronegative N atoms of octylamine

ligands (Figure 20 b). Inside the metal NC cores, charges can freely redistribute and locally charge

the NC, as schematically shown in Figure 20 a. The (neutral) TCs can interact with each other in

toluene at relatively large distances, as characterized by ∆Helec
NC , and direct the self-assembly of fcc

superlattices.

When the superlattices are in a vacuum phase after complete evaporation of solvent, the ligand-

ligand vdW coupling enthalpy, ∆HvdW
ligand, and the related entropy, ∆Sligand, can dominate in ∆G.

The growth of ∆HvdW
ligand is counter-balanced by ∆Sligand as the ligands become more compact in a
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limited space. This balance of coupling between ligands might stabilize the loose fcc superstructures

pre-formed in the colloidal phase by Coulombic coupling and bulk vdW core-core coupling.

Microscopic modeling of bulk vdW coupling between NC cores

Figure 19: (a) vdW potential energy per particle for sc structures, V sc, of RCs and TCs with respect to the
face-to-face inter-nanocube distance, dsc. The vertical line marks the experimentally observed dsc for RCs in
the sc superlattice. (b) vdW potential energy per particle for fcc structures, Vfcc, of TCs with respect to the
parameters afcc = bfcc and cfcc. The line (afcc = bfcc =

√
2cfcc) represents parameters for which the TCs

have aligned corner facets.

The potential energy of vdW couplings between two NC cores (ith and jth) can be approximated

by a pairwise Hamaker summation [174,189],

V = V vdW
core (ij) = − A

π2

∫

Vi

∫

Vj

1

r6ij
d~ri d~rj . (3.7)

where, A is the Hamaker constant which depends on the type of NC core and rij is the distance

between atoms (microscopic elements) of the two NC cores.
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Since vdW couplings have a 1/r6 distance dependence (fast decay), the vdW potential energy

per NC core of sc or fcc superlattices can be obtained by all interactions between NCs and their first

neighbors,

V sc =
1

2
(6Vf−f + 12Ve−e + 8Vdc−dc) , (3.8)

where the subscripts in V indicate face-to-face (f − f), edge-to-edge (e− e), and aligned corner-to-

corner (dc− dc) NC coupling terms.

V fcc =
1

2
(4Vf−f + 4Ve−e + 8Vc−c) , (3.9)

where the subscripts indicate intra-layer face-to-face (f − f), intra-layer edge-to-edge (e − e), and

inter-layer shifted corner-to-corner (c − c) NC coupling terms with the layers defined in the inset

of Figure 19 b; the subscript dc − dc is replaced by c − c because the corner facets of TCs in fcc

superlattices are not aligned.

Calculations of V sc of varying inter-NC distances and V fcc of varying intra-layer (afcc, bfcc)

and inter-layer (cfcc) distances were performed using the averaged experimental face-to-face lengths

of lRC = 5.5 nm and lTC = 4.7 nm with {111} corner facets characterized by the experimental

corner truncation α = 0.85 nm, measured along the NC edge. The Hamaker constant for Pt-Pt

coupling (through octylamine ligands) was approximated by value of gold-gold coupling (through

dodecanethiol), A ≈ 2 eV [307]. We consider afcc = bfcc due to the C4 symmetry of fcc superlattices.

The intra-layer distances of fcc superlattices are larger than sc superlattice but their inter-layer

distances are smaller due to the ABCABC stacking pattern.

The results of V sc (Figure 19 a) show that it is always smaller (more favorable) for RCs than TCs

irrespective of the inter-NC distance. At the inter-NC distance of RCs in sc superlattices observed
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in experiments (vertical line in Figure 19 a d), V sc
RC = −13.1 kcal/mol and V sc

TC = −7.5 kcal/mol.

The difference is caused by different sizes of the NCs and the presence of small truncations in TCs.

Energy contour map of V fcc (Figure 19 b) shows that V fcc
TC = −6.7 kcal/mol at the configuration

(afcc = bfcc = cfcc = 11 nm) observed in experiments. In this shifted corner-to-corner configuration,

neighboring TCs have a sub-nanometer inter-layer distance of dfcc = 0.8 nm, which can in principle

stabilize the large intra-layer distances (afcc and bfcc). Such distance separations also suggest a

lower ligand density on the {111} corner facets of TCs than their {100} faces. The sloped line at the

bottom of the contour map marks the configurations where the corner facets of the TCs are aligned

(afcc = bfcc =
√
2cfcc). Our mean-field modeling of bulk vdW coupling do not give a clear “visible”

local minimum at large NC separations necessary to stabilize the fcc structure. The model also

cannot explain why the corner of TCs are not aligned to maximize corner-to-corner couplings. Next,

we explicitly model the NC ligands by atomistic molecular dynamics (MD) simulations to address

some of these issues.

Atomistic modeling of couplings between NC ligands

a) Model of the NCs

In Figure 20 a we show our atomistic model of two TCs in the shifted corner-to-corner (c − c)

configuration. Each TC has a Pt core protected by a monolayer of octylamine ligands, with the

edge length (between two opposite {100} faces) of lTC = 4.704 nm, based on the experimental value

of lTC = 4.7 nm. The {111} corner facets are characterized by the corner truncation parameter of

α = 0.784 nm, obtained by removing 3 Pt layers; it is close to the experimental value of α = 0.85

nm.
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Figure 20: (a) Atomistic model of TCs in the experimentally predicted c–c configuration, with H atoms
hidden. The schematic drawing shows one possible charge distribution on the surface of the TCs that can
stabilize the structure through the attractions shown by the arrows. (b) Model of a single octylamine ligand
attached to the surface Pt atom. (c) Contour plot of the Coulombic coupling energy of TCs starting from the
predicted c–c configuration. The inset shows a 3D view of the energy surface. (d) Coulombic and vdW (ligand)
coupling energies of TCs that are slightly shifted from the afcc = cfcc = 11.0 nm and afcc = cfcc = 11.8 nm
configurations along the y-direction. The two configurations are labeled by a single-ring or double-ring icon
on the right of each curve. (e) The Coulombic and vdW (ligand) coupling energies of NCs as a function of
afcc are evaluated to cover the transition from the c–c configuration to the f–f configuration at the height of
cfcc = 12.94 nm and cfcc = 11.0 nm.
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In the MD simulations, we maintain the shape and rigidity of the core by Pt-Pt bonds with large

bond strength of ≈ 104 kcal/mol Å2, added in the force field. The NC core has fcc packing with the

lattice constant of a = 3.92 Å, derived from the equilibrium Pt-Pt bond length of b0 = 2.77 Å. Each

TC core has 7, 758 Pt atoms, where 1, 494 and 24 of them are exposed on the TC {100} faces and

{111} facets, respectively, excluding the 180 Pt atoms that are on the edges.

Next, we attach octylamine ligands to the surface of the Pt core. The ligand densities and

distributions cannot be observed from the TEM measurements, due to the low elemental contrast

of molecular ligands. We estimate their local densities by assuming that ligands preferably bind

to less coordinated Pt atoms. The coordination numbers for Pt atoms on the {100} faces, edges

between two {100} faces, {111} facets, and edges around the {111} facets are 8, 5, 9, and 7 per

atom, respectively; whereas bulk Pt atoms have the coordination number of 12. In our model, we

attach 1 ligand onto each Pt atom on the edges and distribute ligands randomly and evenly on the

faces with the density of 2 per 5 Pt atoms. We do not attach ligands on the small corner facets (3 Pt

atoms per facet) due to the high steric hindrance between those ligands and ligands that are already

attached to the edges. Even though these distributions are rather heuristic, their exact form does

not seem to influence much the stability of the self-assembled TCs (see later).

Atomic charges on the (neutral) ligands are based on the CHARMM32 force field [171]. We

model the Pt-N charge transfer by adding −0.4e to the Pt-bound N atoms of the ligands and 0.4e to

the ligand-hosting Pt atoms. The magnitude of the charge transfer is closely related to the results

obtained from ab initio studies of NHx species absorbed on Pt surfaces [306]. We keep the rest of the

Pt atoms neutral and do not consider the (slight) charge redistribution on the metallic Pt core. If

the positive charges on the Pt atoms are left to freely redistribute inside the metallic TC, they would

cancel the field in its interior. Their repulsion would cause a slight shift from the area under the
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ligands toward the corners and lead to the surface charge densities schematically shown in Figure 20

a. In our MD simulations, the presence of fixed Pt-N dipoles on the TC faces generates an electric

field with the same multipolar symmetry but a smaller strength. When the TCs self-assemble in

the fcc packing in the experimental system, their charge distribution might be further modified due

to the rearrangement (detachment and reattachment) of ligands. Therefore, it is likely that the

self-assembled structures have some tolerance with respect to the exact distribution of ligands and

the core charging.

b) Modeling of the NC coupling

We will simulate these RCs and TCs as described in Methods. First, we search for additional

local minima in ∆G that can help to stabilize the self-assembled superstructures. As discussed above,

the vdW ligand-ligand coupling should be relatively small in solvent (toluene) which is similar to

the ligands. Therefore, the additional minima can potentially originate from the Coulombic coupling

between the NCs.

During the MD simulations, we keep two adjacent NCs aligned and shifted with respect to

each other in vacuum (to simulate a smaller number of atoms) and evaluate their corner-to-corner

coupling. We mainly focus on their Coulombic coupling, which is not much affected by the lack of

nonpolar solvent, while the vdW coupling is much stronger in its absence. The NCs are placed in a

large cubic unit cell (20 nm in length), with periodic boundary conditions applied (NVT ensemble).

This (simulation) unit cell is oriented the same way as the unit cells in the sc and fcc lattices (see

Figure 18), so that afcc, bfcc, and cfcc are distances along the simulation x, y, and z axes, respectively.

The centers of two adjacent NCs in the sc lattice are separated by the distance dNC−NC , whereas

those in the fcc lattice (inter-layer) are separated in the x, y, and z directions by about one half of



91

the lattice parameters afcc, bfcc, and cfcc, respectively. In the simulations, we vary some of these

parameters (while fixing others) to evaluate the NC-binding energy.

In each simulation, we allow the ligands to relax while the NC-core atoms are spatially fixed.

We first minimize the system energy for ≈ 1 ns and then equilibrate the system for ≈ 2 ns at the

temperature of T = 300 K. We use the last 1.5 ns of the simulation trajectories to evaluate the

average Coulombic and vdW (ligand) coupling energy. When we optimize the binding position of

the NCs, we briefly release the core atoms and run longer simulations to allow NC movements. We

evaluate non-bonded (Coulombic and vdW) interactions of the TCs by pairwise summations of the

coupling energies between atoms of both NCs.

We simulate the pairs of RCs and TCs by atomistic molecular dynamics simulations, using NAMD

[175, 199] and the CHARMM32 force field [171]. During our simulations, we keep the temperature

fixed by the Langevin dynamics with the damping constant of γLang = 1 ps−1. The non-bonded

interaction switching distance is set to 8 Å and the cutoff is set to 10 Å. The systems are simulated

as NVT ensembles, where the Particle Mesh Ewald (PME) summation [172] is considered for the

Coulombic coupling.

The TC binding energies:

We first calculate the Coulombic and vdW (ligand) binding energies between two adjacent TCs in

the shifted corner-to-corner (c−c) and face-to-face (f −f) configurations. In Figure 20 c, we present

the total Coulombic energy for TCs in the c−c configurations. We plot the potential energy surface as

a function of the afcc and cfcc parameters (bfcc is not defined here), starting from the experimentally

observed TC separation of afcc = cfcc = 11.0 nm. A 3D view of the energy surface is shown in the

inset. In the studied range of the lattice parameters, the lowest value of the electrostatic energy,
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Eelec ≈ −47.0 kcal/mol, is obtained at the experimental TC separation, afcc = cfcc = 11.0 nm. If we

remove the charges associated with the charge separation along the Pt-N bonds (ligand-NC), we get

Eelec ≈ 12.9 kcal/mol for the same TC separation. These coupling energies are significantly larger

than those found above for the bulk vdW coupling. Moreover, only the coupling between two NC

neighbors is (so far) included in the energy.

If we let the ligated TCs to spontaneously stabilize their positions, we find that they go to the

point of afcc = 11.4 nm, cfcc = 11.8 nm (see point in Figure 20 c), rather than to the experimental

point of afcc = cfcc = 11.0 nm. This is likely caused by the fact that in the experiment the ligands

can migrate on the NC surfaces and be further redistributed upon the lattice formation to minimize

the coupling energy [308]. The simulations of these relaxed TCs are only done for 2−3 ns to prevent

their rotation. In this stabilization, both enthalpic and entropic contributions are involved in ∆G.

To estimate the local stability of the TCs with shifted corners, we calculate the binding energy

as their truncated corners “slide” on each other. In Figure 20 c, this motion goes along the straight

line with the slope of −
√
2, which passes through the chosen point of afcc = cfcc = 11.8 nm. We

evaluate Eelec along this line up to the point where the center of the two TC facets are at the closest

distance and aligned (afcc = 13.8 nm, cfcc = 9.0 nm). The lowest Coulombic energy along this line is

Eelec ≈ −21.4 kcal/mol, which is found at the point afcc = 12.6 nm and cfcc = 10.7 nm. This gives

a small energy barrier of ∆Eelec ≈ 1.6 kcal/mol that keeps the TC corners shifted. If we consider a

free redistribution of the charges in the TCs, the energy barrier will likely be higher.

In Figure 20 d, we show the dependence of the total Coulombic and vdW energies in the TC

pair, as we shift one TC with respect to the other along the y-direction. We define δyfcc as the shift

from the symmetric position. We choose two x and z positions of the TCs, afcc = cfcc = 11.0 nm

(double ring in Figure 20 c,d) and afcc = cfcc = 11.8 nm (single ring in Figure 20 c,d). As discussed
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earlier, the vdW energy mostly contributes to the NC stabilization after the removal of solvent (its

value is then large, as seen here). We can see that for the experimental distances, the vdW energy

has a minimum at δyfcc = 0, while the Coulombic energy minimum is shifted to δyfcc = 0.6 nm.

This slight asymmetry is caused by the random distribution of ligands on the TCs. At the larger

separation (11.8 nm), the energy minima are already at δyfcc = 0.

Upon the removal of the solvent, the vdW energy of the coupled ligands becomes large in the

f − f configuration. The question is if the TCs stay in c − c configuration or spontaneously switch

to the f − f configuration. To do so, the TCs would need to be lifted from the potential energy

minimum at cfcc = 11.8 nm (equilibrium distance of the c − c configuration) to the elevation of

cfcc = 12.94 nm (equilibrium distance of the f − f configuration), to be above the steric (ligand)

barrier. This lifting is associated with a Coulombic barrier of ≈ 14 kcal/mol, which is not thermally

accessible. The barrier is about 3 times larger if done from the experimentally observed height of

cfcc = 11.0 nm. In Figure 20 e, we fix the TC height to cfcc = 12.94 nm, and show the Coulombic

and vdW energies as the TCs slide on their faces. The variation of the Coulombic energy is very

small, but the vdW energy has a deep minimum at afcc = 0 nm (f − f configuration). We also show

by dashed line the partial dependence of these energies calculated for the experimental TC height of

cfcc = 11 nm (ligand repulsion prevents completion).

Comparison of the TC and RC binding energies:

In Figure 21, we compare the Coulombic and vdW (ligand) coupling energies of TCs (left) and

RCs (right) in the c − c (top) and f − f (bottom) configurations. These energies are calculated as

a function of the center-to-center distance of two (nearest) NCs with fixed cores, where afcc = cfcc

and δyfcc = 0.
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Figure 21: Coulombic and vdW (ligand) coupling energies of NCs as a function of the (interlayer) center-
to-center inter-nanocube distance, dNC − NC, for (a) TCs in the c–c configuration; (b) RCs in the c–c
configuration; (c) TCs in the f–f configuration; (d) RCs in the f–f configuration. Schematic drawings in each
plot show the configurations of the two end points. The vertical lines show the equilibrated distances of NCs
with relaxed cores.

First, we consider the c− c configurations (Figure 21 a,b). If we align both the RCs and TCs in

a similar way, dNC−NC in TCs is by ≈ 1 nm smaller than in RCs, due to the smaller sizes of their

cores (lTC = 4.7 nm and lRC = 5.1 nm). If the NC cores are free to move, the (relaxed) TCs tend to

stabilize in the c− c configuration (the dark point in Figure 20 c at afcc = 11.4 nm and cfcc = 11.8

nm), shown by the vertical line in Figure 21 a, while RCs continue to slide to the f−f configuration.

In the c− c configuration the Coulombic coupling energy (relevant in solution) is negative and larger

for TCs, while in the f − f configurations it is positive and larger for TCs (Figure 20 c,d). Both
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NCs in vacuum can stabilize in the f − f configuration; their equilibrium dNC−NC are shown by the

vertical lines in Figure 20 c,d.

If we compare the vdW (ligand) energies in vacuum for both configurations, we can see that the

f − f configuration is globally more stable for both RCs and TCs. In the solvent, the vdW coupling

should be small, and the ligands might even cause repulsion between the NPs [309]. Therefore, it

is the Coulombic coupling (together with the bulk vdW coupling) that can guide and stabilize the

loose fcc structure of TCs.

Conclusions

We have examined the microscopic principles governing the self-assembly of colloidal octylamine-

coated platinum NCs. A self-assembly mechanism is deduced using averaged force fields and atomistic

molecular dynamics simulations, which explains the formation of remarkably different sc and fcc

superlattices of ligated regular and truncated Pt NCs (lRC = 5.5 nm, lTC = 4.7 nm) observed in

experiments. Our detailed analysis shows that loose fcc packing is favored by TCs due to Coulombic

couplings from multipolar electrostatic fields originated in a charge transfer between the octylamine

ligands and the Pt cores and asymmetrically redistributed in the metal NC cores. This coupling

creates a local energy minimum when the TCs have adjacent (shifted) corners, which can retain the

fcc packing in solvent (toluene) and vacuum against global stabilization of the sc structure. These

results could be used in guiding the experimental preparation of novel supercrystals with many

potential applications.



3.6 Cadmium Sulfide NP Nanocapsules

Adapted from Ref. [11], a submitted manuscript.

This study was performed in collaboration with the research group of Prof. Nicholas Kotov from

University of Michigan. The goal of the theoretical work in this study was to derive a mechanism

that can explain the stabilization of self-assembled nanoshells formed of CdS NPs. The analysis of

nanoshell formation, atomistic modeling, and simulations were performed by me. All the experiments

were performed by our collaborators.

Introduction

A simple yet versatile geometry of nanoshells is at the foundation of their many special phys-

ical and chemical properties. Nanoshells with variable pore size are frequently used in nature to

sustain gradients of pressure, pH, and ion concentration. They also allow compartmentalization of

chemical components in liquid providing reaction control, selective transport, protection, and catal-

ysis. Biomolecular nanoshells are typically formed by the self-assembly of tens to a few thousands

of organic structural units that are either highly anisotropic, e.g., phospholipids, or bound together

by highly specific lock-and-key interactions found, for instance, between structural proteins of viral

capsids

Inorganic nanoshells are being actively studied for their unique optical, [310] mechanical [311],

and catalytic characteristics [312] that often originate in shell-confined quantum mechanical effects.

However, the methods for their preparation are limited. Templating composite films on spherical

particles [93] is the leading synthetic approach for making artificial nanoshells [313], which results

in rather large core-shell particles with diameters ranging from several hundreds of nanometers to

several micrometers. Kirkendall effect, [94] nonequivalent stoichiometry reactions, [314] and Oswald

ripening [315] lead to the formation of 10-200 nm nanoshells by chemical transformation of solid NPs

96
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using mismatches between ion exchange/diffusion rates for different ions. As one can see, they are

conceptually different from those utilized by nature.

Realization of biomimetic self-assembly of nanoshells from inorganic structural units would ex-

pand the current library of compartmentalized self-assembled materials but it may appear funda-

mentally prohibited without molecularly precise spherical tiling of the structural units. Compared to

proteins, lipids or polymers [316], inorganic nanoscale building blocks will impart new properties and

functions to nanoshells. Nanoshells with controlled porosities would be interesting for (bio)catalytic

and structurally responsive systems. Self-assembly of inorganic shells from NPs may also allow for

better understanding of the formation of inorganic nanoshell in living organisms. [317]

Studies in the past decade indicate that inorganic NPs display distinct ability to self-organize

into both terminal (supraparticles, [318], nanostars [319], etc) and extended structures(chains [113],

sheets [115], ribbons [320], superlattices [321] etc.), but they were not observed to form shells or

other open structures with cavities. Here we demonstrate that simple CdS NPs produce porous

spherical nanoshells and elaborate the mechanism of their formation. Their spontaneous assem-

bly without pronounced hydrophobic/hydrophilic anisotropy, lock-and-key interaction, or molecular

tiling between the constituent units is surprising and cannot be rationalized based on the traditional

colloidal theories. However, it can be fully explained using atomistic molecular dynamics (MD) sim-

ulations with explicit molecular description of solvent and counter ions that confirm both structural

and thermodynamic features of the nanoshell assemblies.

Experiment: Self-assembly of nanocapsule

A brief description of the experiments performed by Prof.Kotov’s group is given here. In this

study CdS NPs were used as a model structural unit; these NPs are representative of other semicon-
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Figure 22: TEM images of CdS nanoshells obtained at pH 9.5. (d) The enlarged high-resolution image of the
area in the white rectangle in (c).

ductor nanocolloids with respect to the size, shapes, and physical/chemical properties. Nanoshells

with diameters of 10 − 20 nm (Figure 22 a,b) formed during the combined process of synthesis

and assembly reminiscent of the protein-assisted self-assembly process. [322] The pH of the reaction

medium and final nanoshell dispersion was controlled by 0.01 M NaOH solution and in most exper-

imental series was 9.5. No extraneous organic molecules typically coating NP surfaces were used.

This synthetic protocol is attractive by its simplicity but it was also essential for this study because

it significantly decreases the ligand-to-ligand interactions. Individual NPs, as assembly units of the

nanoshells, can also be identified in the TEM images by the presence of crystalline interfaces visible

at high magnification. Their lattice spacing of 0.34 nm corresponds to the (111) crystal planes (Fig-

ure 22c,d) and is typical for cubic CdS. Oriented attachment observed for other NPs [113, 304, 323]

might be taking place here as well, although slower than for CdTe [113] or PbSe. [112] The wall thick-

ness of these nanoshells was 3 − 5 nm and is identical to the dimensions of the “building blocks”.
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Figure 23: 3D surface rendering of the nanoshell (a, c) and cross-section of the nanoshell (b, d) at room
temperature (a, b) and cryo conditions at 77◦K (c, d). Scale bars are 5 nm. (e) 3D surface rendering of the
nanoshell with different colored NP domains.

Uniformity of the nanoshell diameter and wall thickness is indicative of the self-limiting growth mode

typical for terminal self-assembled structures previously observed for cavity-less supraparticles. [318]

Room-temperature and cryo-electron tomography of rapidly frozen samples captured the particles

in their native hydrated state (Figure 23 a-d), unequivocally confirmed the formation of nanoshells,

and accurately described their geometry. The accuracy in description of the three-dimensional ar-

rangement of the constituent units enabled by this technique makes possible direct juxtaposition

of the microscopy data with computer modeling. [324] The wall thickness of ≈ 4 − 5 nm and the

diameter of ≈ 10− 15 nm for the nanoshells determined by this technique were consistent with the

data in Figure 22. The fact that the shells are composed of NPs without any special geometrical fit

to each other is evident in these images and can be further highlighted by the 3D surface rendering
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of the nanoshell with colored NP domains (Figure 23 e). TEM tomography also demonstrates that

a nanoshell with a diameter of 20 nm accommodates ca. 90 NPs. The presence of nanoscale pores

with a diameter of ca. 2 nm between the constituent units can also be observed (Figure 23 c,d).

Figure 24: Representative TEM images of CdS nanoshells obtained after (a-b) 5 min, (c-d) 10 min and (e-f)
20 min of the assembly processat pH 9.5.

TEM images taken in the course of the nanoshell synthesis/assembly reveal intermediate geomet-

rical shapes leading eventually to nanoshells. After 5 min, NPs form small arc-shaped agglomerates

(Figure 24 a,b). After 10 min, they transform into incomplete crescent-like shells (Figure 24 c,d).

The closing of the shells occurs in the last 20 min of the assembly (Figure 24 e,f). Again, no pre-

ferred contact surfaces, geometrically matching shapes, or substantially larger agglomerates – chains,

sheets, ribbons, etc – can be identified at any stage of the process. Nanoshells and some individual

NPs were exclusive products of this process with nanoshells containing over 90 %.

The self-organization of NPs into nanoshells was found to be pH-dependent. At pH 7.2, nanoshells

with radii of 5 nm were observed that were smaller than the nanoshells formed at pH 9.5 with a

radius of 10 nm. Solid supraparticles appeared when the assembly process was carried out at pH
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5, which further supported the observation that lowering ambient pH reduces the size of cavities in

nanoshells. At pH 4.3, predominantly single NPs were present.

Increase in pH coincides with the increase of zeta potential of the dispersions, ζ. At pH 7.2,

they observed nanoshells with ζ = −11.2 ± 1.1 mV. This electrokinetic potential corresponds to

total surface charge of QCdS = −7.2 × 10−19 C, equivalent to ≈ 4 − 5 electrons per nanoshell.

Since there are ≈ 22 single CdS NPs forming the nanoshell, the charge on the individual NPs

approximates to q ≈ −0.2e. At pH 9.2, they observed nanoshells with ζ = −50.2 ± 1.8 mV, which

corresponds to a total surface charge of QCdS = −8.9 × 10−18 C, equivalent to ≈ 55 electrons

per nanoshell or an average charge of q ≈ −0.6e per NP. From these data and calculations one can

surmise that increase of average NP charge leads to an increase of nanoshell size and the electrostatic

repulsion between the “building blocks” causes the transition of the assembly pattern from cavity-less

supraparticles [318,319] to nanoshells.

Analysis of the formation of a nanoshell

The formation of the nanoshells can be described at several levels of approximation to under-

stand the mechanisms that lead to their formation and stabilization of their cavities. Based on

a previous study [115], we know that the self-assembly of similar NPs is controlled by forces that

mainly originate in van der Waals (vdW) and electrostatic interactions, with contribution of dipolar

and hydrophobic attraction, hydrogen bonding, and other interactions. However, compared with

the existing work [318], the notable difference here is the absence of stabilizers (capping agents)

during the formation of nanoshells. Such effect may diminish the hydrogen bonding between NPs

and hydrophobic interactions, which is typically originated from surface ligands but will strengthen

CdS-CdS vdW attraction.
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In the first approximation, the appearance of the nanoshells can be rationalized using the Gauss

Law of electrostatics. In analogy to the stabilization of charged clusters [318], the strength of

electrical field at the surface of the nanoshell when the nanoshell reaches the terminal size can be

denoted as Eterm. As the electrical field on the nanoshell surface, E, approaches Eterm, it slows

down the growth and reduces the stability of the assemblies, and eventually prohibits more NPs to

join the terminal nanoshell. The assembly can acquire additional stability and take more NPs by

changing the NP packing. As such, the nanoshells become porous because the partial perforation

increases their diameter and reduces electrostatic repulsion of NPs stabilizing the structure. We can

quantify all these effects by considering the total charge of assembled NPs: Q = Nq where N is the

number of NPs in the assembly. N is proportional to the nanoshell surface area, S, and depends on

the nanoshell radius, as Nq ≈ Sq ≈ R2q. For porous nanoshells, however, Nq ≈ Rαq, where α ranges

from 1 to 2. One of the consequences of the Gauss Law, E ≈ Q/R2 and thus E = Rαq/R2. So the

terminal diameter Rterm = (q/Eterm)1/(2−α). When α < 2, the denominator has finite value and for

α = 1, Rterm = q/Eterm, which shows that the nanoshell size increases with the charge of the NPs,

in analogy to the experimental observations.

Models of the CdS NPs

The variety and complexity of NP-NP interactions in the described nanoshells can be accurately

accounted for by atomistic molecular dynamics (MD) simulations. Considering the ever-increasing

computational power and the improvements in 3D resolution of the nanoscale structures enabled by

TEM tomography (Figure 23), the combination of MD with TEM methods represents a powerful

toolbox for understanding of assembly mechanisms.

Based on previous studies, [325] the CdS NPs were modeled as tetrahedrons with a side length

of l ≈ 2.4 nm, built from atoms of Cd and S in the atomically accurate crystal lattice (F43m space
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group, lattice constant a = 0.582 nm). Since NPs forming nanoshells in Figure 22 are not covered by

any special organic stabilizer; the surface of MD NP models was composed of simple chemical groups

typical for aqueous medium [326], which markedly simplified their simulations. In MD Model 1, the

NP surface carried Cd-OH groups while the net charge of each NP q = 0e, 2e, 4e, or 8e (Figure 25 a,b)

was homogeneously distributed over the NP volume. The presence of surface –OH groups enabled

local hydrogen bonding. To demonstrate generality of the observed self-assembly processes, we also

used Model 2, in which the NP surfaces did not carry –OH ligands, i.e., bare CdS lattice, (Figure 27)

and the overall charge was smaller: q = 0e, 0.6e, 1e, 2e. In both cases, the medium, i.e., molecules

of water around the NPs, and the counterions were explicitly included in the atomistic model. In

Model 1 and 2, we assigned positive partial charges of 0.8e to all cadmium atoms and partial charges

of 0.15e, −0.37e, −0.72e, and −0.8e to sulfur atoms on the vertex, edge, face, and bulk position

of the NP core, respectively. These charges were assigned based on vacuum charges from ab initio

(3-21g basis set) calculations performed using GPU-powered Terachem software [327].

Model 1. In Model 1, the NP core was covered by CdOH+, Cd(OH)2, and Cd(OH)−3 ligands

in 1:2:1 ratio, respectively. The 2e, 4e, and 8e negatively charged NPs were obtained by replacing

1, 2, and 4 CdOH+ ligands by Cd(OH)−3 , respectively. The position of these ligands was optimized

to minimize the total energy of electrostatic interactions between the NPs, which resulted in strong

inter-locking between neighboring NPs. We assigned partial charges of 2e, −1.32e, and 0.32e to the

cadmium, oxygen, and hydrogen atoms of the ligands. To allow a faster NP nanoshell equilibration,

partial charges of all the atoms in the ligands were set to zero (depolarization); reinstatement of

the removed ligand charges in the equilibrated systems led to locking of the assembled structure.

Net charges of the NPs were evenly distributed onto all cadmium atoms of the NP cores to preserve

the dominant electrostatic interactions between the NPs. Since the vdW interactions [188] between
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Figure 25: Detailed model of a 2e charged nanoshell (a).An enlarged view (b) shows the water molecules and
counterions surrounding the NPs. Surface representation of simulated nanoshells obtained before (translucent
green) and after (red) equilibration (c-f). The bottom figures show their cross-sections.

individual atoms in typical MD simulation software have a cutoff distance of 10 Å, long-range vdW

interactions between NPs need to be treated separately. In Model 1, they were considered to be

less important than in the strong attractions between the molecular groups on NP surface and were

neglected. However, they were explicitly included in Model 2.

Model 2. In Model 2, the NPs were “naked”, the atomic charges of Cd and S on the NP

surface were halved reflecting reduced polarity due to the presence of some surface layer. The
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London dispersion interactions between NPs were added by treating the NPs as spheres with volumes

approximately equal to the volume of NPs used in the experiments (about three times larger volume

than the simulated NPs). The vdW attraction between two spheres is described by [188]

V vdW
ij = − A
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where A, the Hamaker constant is 5.24× 10−20 J (CdS-CdS in water), R is the radius of interacting

spheres, and Dij is their center-to-center distance. A cutoff of 70 Å is used to select the neighboring

NPs in the calculations of vdW interactions between CdS lattices. The vdW attraction between

neighboring NPs is re-evaluated every 1000 steps (2 pico-seconds) and it is applied to the atom

closest to the NP center.

Atomistic MD simulations of nanoshells.

Nanoshells with a radius of ≈ 6 nm were pre-assembled from 81 NPs. This capsule was solvated in

0.6 mM NaCl medium, where additional Na+ counter ions were homogeneously added to the system

to neutralize the capsule charges. We also formed a ≈ 8 nm2 wide opening on each nanoshell by re-

moving two NPs and spatially fixing atoms of the NP cores located around the opening, in agreement

with the observed porosity of nanoshells. The opening accelerated a free flow of ions and waters,

and led to faster stabilization of the capsule sizes. The Gilbert–Johnson–Keerthi (GJK) distance

algorithm [328] was used to determine the amount of water and ions within the nanoshell. Molecular

Dynamics (MD) simulations of the NP nanoshells were performed using the NAMD software pack-

age [175] and the results were visualized with VMD software package [199]. Partial charges of the

ions and water molecules were assigned based on the CHARMM36 force field [171, 228] The vdW

parameters of the atoms are directly transferred from available parameters in the CHARMM force
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field, which were determined through Lennard-Jones optimization [329]. The systems were simulated

in a NPT ensemble at T = 300 K, maintained by Langevin dynamics with a damping coefficient of

γLang = 0.01 ps−1. Long range electrostatics was evaluated using periodic boundary conditions and

a particle mesh Ewald (PME) summation [172]. Hydrophobic interactions and hydrogen bonding

are implicitly described through electrostatic, vdW interactions, and atomistic description of the

medium.

Figure 26: Plot (a) shows the time-dependent change in the number of water and plot (b) time-dependent
change in percent of ions inside the nanoshells. Graphs in (c) show the distribution of ion inside (negative
dsurf) and outside (positive dsurf ) of the charged nanoshells. dsurf is the distance from the surface of the
NPs.
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In Model 1, we observed continuous reorganization of the NPs in the nanoshells that underwent

slow “deflations” whose rate was dependent on q (Figure 25 c-f). Within ≈ 85 ns, the radii of

nanoshells plateaued and the net flow of water and ions in/out the nanoshell approached zero (Fig-

ure 26 a,b), which was attributed to reaching the equilibrium state. Evaluation of the flux of water

molecules and counter ions during the equilibration of the nanoshells (Figure 26 c) indicate that

the hydrostatic force originating due to osmosis takes part in the stabilization of the cavity between

the NPs. The number of ions inside the equilibrated nanoshells has a tendency to increase with q.

Normalized distribution of water and ions calculated from the last 20 ns of the simulation (Figure 26

c) shows that the ratio of free ions and ion bound to the NP surface dramatically changes with q.

The interior of a nanoshell made of NPs carrying q = 2e has a larger percentage of free ions (24.2 %)

that are not adsorbed onto the NP surface than the nanoshells made from NP with q = 4e (9.0 %)

and q = 8e (5.2 %), where ions are largely adsorbed on the shell surfaces. Importantly, nanoshells

from NPs carrying q = 2e have a larger cavity than the nanoshell from NPs carrying q = 4e, despite

the stronger Coulombic repulsion between the NPs. The large number of free ions forces influx of

water molecules inside the nanoshells. The related increase of the osmotic pressure in the nanoshell

may inflate it and increases its size.

In simulations, the nanoshells and the central cavity displayed a larger diameter as q increased,

in agreement with the experiments. The generality of the phenomena can also be appreciated from

the data obtained for Model 2, where the equilibrium nanoshell size in this case also grew when

q increased. In both models, the equilibrated nanoshells displayed spontaneous formation of pores

(Figure 25 and Figure 27). Comparison of the TEM data in Figure 22, tomography data in Figure 23

and simulation data in Figure 25 , indicates that the atomistic MD models give nearly perfect
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agreement with the experiments.The comparison between Models 1 and 2 also shows that the local

bonding [3] between, for instance, surface –OH groups decreases the porosity of the nanoshells.

Figure 27: The equilibrated nanoshells having higher porosities obtained in the Model 2.

Conclusions

CdS NPs can spontaneously assemble into thermodynamically stable nanoshells. They exemplify

terminal self-organized nanostructures from inorganic “building blocks” as proven by atomistic MD

simulations. It also demonstrates the emerging possibility to combine experiment, TEM imaging,

and computer simulations in the powerful trifecta capable of atomically accurate descriptions of

complex nanoscale assemblies, making possible conclusive elucidation of assembly mechanisms. The

geometrical shape of nanoshells from NPs and their pH-induced behavior can be paralleled to that

of some viral capsids [330] and other self-organized nanoshells without atomically sophisticated lock-

and-key protein complexes. The simplicity of their formation and porous morphology facilitate their

utilization for compartmentalization of chemical process and open the road to different biomimetic

approaches to catalysis, [331] cascade reactions, [332] drug delivery, [333] and optical materials. [310]



3.7 Self-Assembly of NPs into Chiral Twisted Nanoribbons

Adapted from Ref. [7] (Nat. Mat. 2015, 14, 66–72. doi:10.1038/nmat4125) with the permission

from The Nature Publishing Group.

This study was performed in collaboration with the research group of Prof. Nicholas Kotov from

the University of Michigan. The goal of the simulation work was to test different arrangements of

NPs that would lead to twisting of a nanoribbon, and also to identify the mechanism for the transfer

of chirality from the NPs to the nanoribbon. Atomistic modeling and simulations were performed

by me. The light absorption simulation, Derjaguin-Landau-Verwey-Overbeek theory, and all the

experiments were performed by our collaborators.

Introduction

Materials with nanoscale chirality are known to strongly rotate the polarization of linearly polar-

ized (LP) and circularly polarized light (CPL). Such optical effects in nanomaterials with different

chiral geometries has been actively investigated as a part of chiral photonics and plasmonics [334–341].

The opposite effects – the transfer of spin angular momenta of circularly polarized photons to matter,

followed by nanoscale or atomic restructuring and retaining the “memory” of circular polarization –

are much less known. The possibility of such effects at the atomic and nanometer scale is indicated

by, for instance, the formation of spiral nanoneedles with controlled helicity during laser ablation of

bulk metallic tantalum with CPL [342]; however, the underlying mechanism is not well understood.

The transfer of spin angular momentum from photons of high-intensity CPL such as laser beams

have been observed to induce circular or spiral motions in chromophores/scatterers of a wide range

of sizes, including cold atom clusters (molar mass M ≈ 102) [343], Bose-Einstein condensates (M ≈

107) [344], and micro-size colloidal particles (M ≈ 5 × 1022) [345]. However, the conversion of

rotational motions into permanent structural changes is difficult to achieve due to achiral symmetry

109
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of the particles, structural barriers for channelling rotational energies into chemical bonds, and fast

quenching of rotational motion by the medium. NP dispersions that are stable at ambient conditions

can be a more convenient and more reactive candidate for the study of CPL effects, as compared

to most chromophores/scatterers, polymeric colloids [345], and bulk tantalum [342]. Owing to the

unique length scale of NPs, they can also be more sensitive to photochemical effects of light with

different handedness than chiral organic molecules [346,347].

CPL-induced restructuring of NP systems can provide a new, powerful, and versatile tool for the

preparation of chiral nanomaterials. The synthesis of chiral nanostructures have potential applica-

tions in biosensing, telecommunication, display technologies, diffraction-free patterning, and chiral

catalysis [335–338, 340, 340]. Furthermore, understanding of the CPL-induced restructuring process

can lead to understanding of the origin of homochirality in natural compounds, i.e., the predominant

existence of left-handed (LH) amino acids and right-handed (RH) sugars. Illumination with CPL has

been suggested as one of the plausible causes of homochirality [348, 349]. However, the mechanism

of how CPL can lead to homochirality of organic molecules is not known; several chemical routes,

including chiral amplification [350], are being debated [351].

CPL-induced transformations observed in experiments

A brief description of the experiments carried out in Prof. Kotov’s group is given here. A dis-

persion of CdTe NPs at ambient conditions, stabilized by an achiral capping agent, thioglycolic acid

(TGA), is illuminated by either left- (LCP) or right-handed circularly polarized (RCP) light with a

wavelength of 543 nm. Note that this CdTe dispersion revealed no circular ichroism (CD) peaks in

the visible range and therefore has equal cumulative absorbance for LCP and RCP photons at 543

nm. CPL-induced transformations of NPs were examined after 1, 12, 28, 35 and 50 h of illumination

(Figure 28 a,b). The temporal progression of the products included short 50–200 nm rods (1 h) that
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Figure 28: Self-assembly of CdTe NPs into twisted nanoribbons induced by illumination with CPL. (a,b)
SEM images of ribbons assembled with LCP and RCP as a function of time exposure for 1 h, 12 h, 28 h and
50 h. All scale bars are 1µm. (c,d) Tapping-mode atomic force microscopy (AFM) topographic (left) and
phase (right) images of a LH nanoribbon (c) and a RH nanoribbon (d). (e) Distributions of LH, RH and
non-twisted nanoribbons obtained after 50 h illumination with RCP, LCP, UnP, LP light, and in the dark.
(f) Ensemble CD spectra (solid line) and g-factor (dotted line) of dispersions of left-handed (LH) nanoribbons
and right-handed (RH) nanoribbons obtained after 50 h of CPL illumination. Linear dichroism effects that
could be associated with adsorption on the walls of the cuvette and other spontaneous alignment of linear
nanostructures have negligible contribution to the chiroptical properties, as indicated by the near identity of
the CD spectra obtained with and without stirring of the dispersion.
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evolved into 1–2 µm twisted nanoribbons (12 h) and, subsequently, into 2–3 µm longer nanoribbons

(28 h). After 50 h of illumination, twisted nanoribbons with total lengths, pitch lengths and diame-

ters of 3± 0.5 µm, 800± 20 nm and 50± 5 nm, respectively, were the predominant products of the

photo-induced reaction (Figure 28 c,d). When nanoribbons were exposed to CPL for more than 96

h, they started to become thinner, but retained their twisted shape. After 50 h of photo-induced

assembly, and in the absence of further illumination, the nanoribbons retained their geometry.

Figure 29: (a,b) Surface rendering of the 3D TEM tomographic reconstruction of a LH (a) and a RH (b)
nanoribbon. Scale bars, 100 nm. (c,d) SEM images of single LH (c) and RH (d) nanoribbons. Scale bars, 500
nm. (e,f) CD spectra and calculated g-factor spectra for the single LH (e) and RH (f) nanoribbons in c,d,
respectively. (g,h) Computational models of the LH (g) and RH (h) nanoribbons used in the FEM calculations
of chiroptical properties on the basis of numerical solutions of the Maxwell equations.

Circular polarization of light exhibited an enantio-selective photochemical influence on NP dis-

persions and the geometry of self-assembled nanoribbons. Under LCP illumination, predominantly
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LH nanoribbons were formed, as established by scanning electron microscopy (SEM) (Figure 28 a).

When the NP dispersion was illuminated with RCP, RH nanoribbons of otherwise similar dimensions

prevailed (Figure 28 b). In both cases, the differences between LH and RH nanoribbon fractions ob-

tained after analysis of 100 SEM images of ≈ 1, 000 nanoribbons were more than 30% (Figure 28

e), which was well in excess of the experimental error of ≈ 5%. Note that this is also much higher

than a typical enantiomeric excess in CPL-stimulated organic reactions (0.5− 2%; [347]). The chiral

preference in nanoribbon geometry was also confirmed by CD spectroscopy. CD spectra of purified

nanoribbons were measured in aqueous dispersions and revealed distinct chiroptical bands at 490,

590, and 700 nm (Figure 28 f). Comparison of CD and absorption spectra after 50 h illumination in-

dicates that the first two bands in the CD spectra are associated with the absorption in the bandgap

transition. Importantly, nanoribbon dispersions illuminated by LCP and RCP showed positive and

negative CD signals, respectively. Transmission electron microscopy (TEM) tomography (Figure 29

a,b), capable of visualizing 3D structures of the nanoribbons, corroborated the conclusions regarding

their chiral shape.

A control experiment involving illumination with unpolarized light (UnP) showed an equal dis-

tribution between right- and left-handed nanoribbons, in agreement with the previous study [320].

Illumination with LP light as well as incubation in the dark yielded straight nanowires that were

the overwhelmingly dominant products in these two cases. Nanowires produced by exposure to UnP

and LP light revealed no CD activity, consistent with the SEM data.

Another experimental series contributing to the understanding of the templating effect of photons

on the mesoscale geometry of nanoribbons and nanowires was the illumination of CdTe dispersions

with a different light source at 607 nm for 50 h. The efficiency of chiral induction by LCP is reduced as

the difference between the yield of LH and RH nanoribbons drops to ≈ 20% compared to illumination
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at 543 nm. This observation is consistent with the reduced intensity of NP absorbance at the fringes

of the bandgap transition.

To avoid the effects of chirality arising from potential artefacts of small molecular weight com-

pounds present in solution, they compared CD spectroscopy of ensembles of chiral structures in

dispersion with CD measurements taken for single nanoribbons (Figure 29 e,f) for the 600 − 800

nm spectral window. The single LH and RH nanoribbons revealed correspondingly positive and

negative mirror-image CD signals. A band located at ≈ 660 − 700 nm is spectrally similar to the

band observed for dispersions (Figure 28 f; the effective spectral window of the quarter-wave plate

used prevents single-particle CD measurements in the 400−600 nm region). CD spectra of the single

twisted nanoribbons measured using dark-field microscopy are dominated by light scattering. There-

fore, the “red” CD bands in Figure 28 f should be predominantly attributed to scattering of LCP

and RCP photons on twisted nanoribbons with specific handedness and, in fact, may be considered

in the framework of circular intensity differential scattering [352]. As a control experiment against

potential artefacts they measured CD spectra from single nanoribbons at various rotational angles

with respect to the long axis. The shape of the CD spectra remained unchanged regardless of the

nanoribbon orientation. As another control experiment, confirming attribution of the origin of the

CD bands, non-twisted nanoribbons showed no CD signals

The chiroptical properties of the twisted nanoribbons can be compared to those of microscale gold

helices made by 3D lithography [341] which also exhibit broadband polarization rotation. Anisotropy

factors of g = 0.02 − 0.04 were obtained from numerical finite element method (FEM) solutions of

the Maxwell equations for CdTe twisted ribbon models (Figure 29 c,d), which are comparable to

the values obtained for Ag-enhanced Au nanohelices and Au nanorods/fibre composites of g ≈ 0.025

[335,336]).
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Figure 30: (a) FTIR spectra of original CdTe NPs, of the purified nanoribbons and of the supernatant
obtained after 50 h of illumination time. (b) Schematic illustration of the CdTe phase transition to CdS. (c,e)
Models of chiral NPs (c) and chiral NP clusters (e) used in calculations of the chiroptical properties. (d,f)
Simulated spectra and g-factors for L = R-NPs (d) and L = R-clusters of NPs (f). The nomenclature for NPs
and their clusters is based on their positive (L) or negative (R) optical activity. (g,h) HAADF STEM images
of TGA-stabilized truncated tetrahedral CdTe NPs. Scale bars, 15nm (g) and 5nm (h). (i) High-resolution
TEM image of TGA-stabilized truncated tetrahedral CdTe NPs.
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Mechanism of light-induced self-assembly

To understand how the circular polarization of photons causes distinct permanent differences in

the shapes of nanoribbons, we first addressed the mechanism of light-induced self-assembly of CdTe

NPs. From the optical properties and the relative content of NPs in the supernatant of nanoribbon

dispersions assembled with and without light, it becomes apparent that, along with the spontaneous

self-assembly of NPs [113,320], there is a parallel light-stimulated process of the formation of twisted

ribbons. We found that Fourier transfrom infrared (FTIR) spectroscopy peaks for µ(O–H), δ(O–H)

and µs(COOH), characteristic of the TGA ligand, located at 3500 cm−1, 1567 cm−1 and 1421 cm−1 ,

respectively, were drastically decreased in nanoribbons compared to the original CdTe NPs (Figure 30

a). A strong peak at 1722 cm−1, corresponding to µas(COO−) of carboxyl moieties, was observed

in the supernatant obtained after separation of twisted nanoribbons and NPs by centrifugation.

Concomitantly, the characteristic UV–Vis absorption peak of TGA at 276 nm decreased as the

illumination time increased, indicating its decomposition. The presence of a S 2p signal from CdS

in X-ray photoelectron spectra (XPS) of nanoribbons and the weakness of peaks for Te from CdTe

indicate that illumination also results in the replacement of Te in the NPs by S; the elemental atomic

composition of the nanoribbons was 51.5% Cd, 47.3% S, 1.2% Te. The mechanism for the photo-

induced replacement of Te by S in NPs is likely to involve the ionic diffusion of S2− ions formed by

photo-induced oxidation of TGA into the NPs. TEM of the twisted region, atomic mapping images

and energy dispersive spectroscopy (EDS) spectra confirmed the transformation of CdTe NPs into

CdS NPs (Figure 30 b). These results are consistent with previous findings regarding the formation of

a thin CdS shell around CdTe NPs due to the chemical decomposition of TGA and the photo-induced

oxidation of CdTe [353].
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X-ray photoelectron spectra indicated that there was no significant difference in the chemical

composition of left- and right-handed nanoribbons. Therefore, the assembly mechanism should be

the same for RCP and LCP illumination. Spectroscopy and microscopy data in Figure 30 and sug-

gest that the mechanism of light-induced nanoribbon self-assembly starts with the photo-induced

decomposition of TGA to form S2− , which subsequently replaces Te2− ions in NPs. The loss of

the already sparse TGA shell is likely to be the trigger of the light- induced NP assembly into

twisted structures. Such attribution of the self-assembly mechanism encounters, however, an un-

expected complication. The electrokinetic zeta potential, ζ, decreased from ≈ −6 mV to ≈ −15

mV on illumination; the increase in electrostatic repulsion must hinder the assembly process, con-

trary to the results observed. Calculations of the pair potentials between the NPs using extended

Derjaguin-Landau-Verwey-Overbeek theory (E-DLVO) help to explain this discrepancy and confirm

the light-induced assembly mechanism. Even though the zeta potential of “bare” CdS NPs are more

negative, the loss of the TGA shell and increased ionic strength associated with the surface ligand

photooxidation makes the overall pair potential more attractive.

Based on the above results, the effect of circular polarization of incident light on NP self-assembly

originates in the optically selective activation of nanostructures with different handedness. Both in-

dividual CdTe NPs and their clusters can be chiral. As such, aberration-corrected TEM tomography

indicates the existence of chiral dislocations of atoms in Pt NPs ( [354]). Chirality of individual

Au NPs in racemic mixtures capped with achiral ligands has been previously shown with liquid

chiral chromatography [355]. With the help of high-angle annular dark-field (HAADF) scanning

transmission electron microscopy (STEM; Figure 30 g,h), they found that the TGA-stabilized NPs

have the shape of a truncated tetrahedron. The distinct truncated tetrahedron shape of CdTe–TGA

NPs was also seen in high-resolution TEM images (Figure 30 i). Four uneven truncations result in
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a chiral tetrahedron similar to a sp3 hybridized carbon atom with three different substituents. To

confirm the chirality of individual NPs, they incubated the dispersion of TGA-stabilized CdTe NPs

with bovine serum albumin (BSA, 66.5 kDa), serving here as an enantio-selective absorber. After

5 h of incubation, they separated BSA and unbound NPs using a centrifugal membrane (50 kDa)

and measured the CD spectra of the obtained dispersions. In contrast to the original CdTe NPs,

which have no CD signals, and Bself-assembly, which has a negative CD peak at around 215 nm, the

separated NPs showed a positive CD band at 400− 550 nm, coinciding with the excitonic transition

of the NPs. This observation indicates that the starting NP dispersion is a racemic mixture of NP

enantiomers with different chirality that can be enantio-selectively separated.

Simulation of light absorption showed that enantiomers of truncated NPs (Figure 30 c) should

exhibit optical activity, as observed in the mirror-imaged simulated CD and g -factor spectra (Fig-

ure 30 d). Spontaneously formed small clusters of NPs similar to those in Figure 30 g can also be

chiral. According to their simulations, the differences in absorption of LCP and RCP in such clusters

(Figure 30 f) are even greater than in NPs (Figure 30 d). In both cases, there is a large difference

in absorption of LCP and RCP at 543 nm for nanostructures of different handedness used for this

study. Thus, the mechanism of chirality transfer from CPL to NP assemblies can be understood as

follows. The original CdTe NP solution is racemic and contains equal amounts of left- and right-

handed particles and small clusters. When a racemic mixture of CdTe NPs is illuminated by LCP

at 543 nm, a subpopulation of LH NPs and clusters absorb light more effectively than RH NPs and

clusters. The same is true for RH NPs/clusters when the dispersion is illuminated with RCP. The

light-activated CdTe NPs undergo photooxidation of the TGA stabilizers that transforms them into

“bare” CdS NPs. Photooxidation of multiple TGA ligands on the surface of NPs requires multiple

photons and, therefore, the difference in the probability of absorption of L- and R- photons multiplies
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over time. This process ’locks in’ and amplifies the differences between NPs of opposite chirality in

the initially racemic mixture.

The ligand-free CdS NPs exhibit a much stronger propensity to self-assemble than ligand-protected,

non-light-activated CdTe NPs of opposite handedness. Because the self-assembly of NPs is very sen-

sitive to the anisotropy of NP interactions [113], the chirality of the constituent building blocks

is reflected in the helicity of the resulting assemblies, similar to the self-assembly of organic and

biological macromolecules.

Atomistic MD simulations

Figure 31: (a) Atomistic models of NPs with LH and RH truncations used in MD simulations. (b) Detailed
view of a single NP in an aqueous environment and of the counterions used in the MD simulations. (c)
Fragment of the simulated self-assembled ribbon from a top view, showing the packing of NPs. Scale bars in
a-c are 1 nm

Atomistic molecular dynamics (MD) simulations were performed to further clarify the origin of

the observed ribbon helicity. In the simulations, we start out with a model for individual NPs left-

or right-handed and demonstrate the mechanism by wihich self-assembly of these individual NPs
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lead to helical ribbons which are left- or right-handed. Individual NPs were modelled as slightly

smaller 3.6 nm tetrahedrons with a cubic CdS crystal lattice and a lattice constant of a = 0.582

nm. The tetrahedrons were asymmetrically truncated by the removal of 2-, 3- and 4-atom layers

from three of the NP vertices to acquire a left or right chirality (Figure 31 a). The NP surfaces

were not coated with stabilizers, in accordance with the experimental results presented in Figure 30,

indicating ligand removal in the process of photoactivation. However, the large CdS lattice polarity

was reduced at the NP surfaces to one half of the vacuum value to account for the potential presence

of residual ligands. NPs at different (homogeneous) charging states were simulated in accordance

with experimental observations. The MD simulations were carried out with explicit water molecules

and Cl− counterions of the charged NPs (Figure 31 b) to precisely describe the solvent environment

of the NP self-assembly process.

Initially, NPs of the same (L or R) handedness (Figure 31 a) were pre-assembled into a planar piece

of nanoribbon (Figure 32 a,b) with a packing similar to that observed before [320], assuming that

NPs of predominantly one handedness were prepared by photoexcitation with circularly polarized

light and self-assembled. Upon equilibration of the NP assemblies in an isothermal–isobaric ensemble

at T = 300 K for ≈ 5 − 10 ns, the planar nanoribbons acquired distinct twists. Importantly, the

twist was opposite for NPs with opposite handedness. The average twist angle observed in the

simulation of the nanoribbons made from CdS NPs was −3.1◦ and +4.3◦ for LH and RH NPs

(Figure 32 c,d), respectively, which corresponds to a pitch length of ≈ 1400−1900 nm, similar to the

experimental pitch length of nanoribbons observed after 28 h illumination in Figure 28 and Figure 29.

These observations confirm the significance of NP chirality in guiding the ribbon assembly and the

realism of the photon–matter chirality transfer via the geometry-specific photoactivation of NPs. The

nanoribbon twists observed in the MD simulations clearly originate in the chirality (truncations) of
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Figure 32: Top views (a,b) and side views (c,d) of simulated NP ribbons with LH (d) and RH (e) truncated
NPs. The dihedral angle θ determines the pitch of the nanoribbons.

the NPs, promoted via molecular-field-assisted NP–NP interactions into a cooperative phenomenon.

As the light-transformed NPs are still largely solvated in water, their self-assembly into ribbons

proceeds mostly via their bulk vdW coupling and partial hydrophobicity. However, water molecules

form a soft “cushion” layer between the NPs within the ribbons, which allows the NPs to partially

translate and reorient with respect to each other in accordance with the needs imposed by their

chirality. The experimental structures are partially disordered owing to fluctuations of the NP size

that translate into some variability of the pitch and non-close packing of the NP lattice in the ribbon.
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Conclusions

In the combination of experiments and simulations, it has been demonstrated that circular polar-

ization of light can be “imprinted” on nanoscale structures by altering the chirality of NPs partici-

pating in the self-assembly process. Because light sensitivity is common in NPs, this study offers new

methods of synthesis for chiral nanostructures using light as the primary parameter determining the

asymmetry in the enantiomeric mixture of the products. Furthermore, geologic records suggest that

inorganic NPs were present in primordial Earth conditions [356]; therefore, selective photonic activa-

tion of seemingly achiral NPs might represent the missing link between cosmic CPL ( [348,349,357]

and inorganic/organic materials with preferential chirality.

The results present strong evidences that CPL-induced self-assembly of inorganic NPs can be

achieved. We show that NPs are convenient building block for nanoscale synthesis, affording a

variety of pathways to develop geometrically complex nanostructures. CPL-induced self-assembly is

potentially influenced by the atomic and nanoscale chirality of individual NPs [354,358], amplification

of CPL effects in NP assemblies [359, 360], and the sensitivity of self-assembly processes to small

changes in inter-particle interactions [361]. We present a plausible mechanism of the self-assembly

process based on the results from experiments, spectroscopies, and simulations.



3.8 Field-Induced Self-Assembly of Magnetite Nanocubes

Adapted from Ref. [8] (Science 2014, 345 (6201), 1149–1153. DOI: 10.1126/science.1254132)

with permission from The American Association for the Advancement of Science and Ref. [9]

(Faraday Discuss. 2015, 181, 403–421. DOI: 10.1039/C4FD00265B) with permission from The

Royal Society of Chemistry.

This study was performed in collaboration with the research group of Prof. Rafal Klajn from

the Weizmann Institute of Science. The main goal of this theoretical study is to develop a realistic

model that can describe the behavior of superparamagnetic (SPM) nanocubes, use the model to

study experimentally observed structures such as belts and superhelies, and derive stabilization

mechanisms that can explain their formation. All the theoretical work were performed by our group.

The equations that model the magnetic interactions between magnetite nanocubes were derived

by Artem Baskin and Nikita Repnin, graduate students of Prof. Petr Král, analytical calculations

were performed by Artem Baskin, and atomistic modeling and Monte Carlo (MC) simulations were

performed by me. All the experiments were performed by our collaborators.

Introduction

Nanoscale particles often self-assemble into superstructures with distinctive spatial arrangements

that are difficult to predict based on the nature of their building blocks [110, 115, 149, 362–367].

This is because the stabilization of such self-assembled materials results from a delicate competition

among forces of comparable magnitudes, originating in vdW, Coulombic, magnetic, and other types

of particle interactions [44]. Although the structures of some systems are dominated by forces of a

common origin (such as electrostatic interactions that govern the formation of open-lattice assemblies

of peptide filaments [365] or colloidal crystals with a diamond-like lattice [149]), it is typically the

interplay between various nanoscale forces that leads to the formation of highly complex materials,

such as nanocrystal superlattices exhibiting polymorphism [368,369].

123
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Self-assembly of nanoparticles driven by competing forces can result in truly unique structures,

with particularly striking diversity and complexity when the building blocks are simultaneously

coupled by short- and long- range forces of different symmetries. Such frustration could arise in

ensembles of magnetic nanocubes (NCs) whose axes of preferential magnetization (so-called “easy”

axes) do not correspond to any of the directions favoring close packing. In the case of magnetite – the

most abundant magnetic material on Earth, also present inside multiple living organisms in the form

of NCs [370] – this condition is best fulfilled by cubic-shaped particles, whose easy axes (the [111]

crystallographic direction; see Figure 33 b) connect two diagonally opposite corners of each cube.

However, complex superstructures resulting from the competition between the shape anisotropy (fa-

voring face-to-face interactions) and the magnetocrystalline anisotropy (favoring corner-to-corner

interactions) have not been reported, perhaps because the former type of anisotropy typically domi-

nates the latter [371,372]. Here, we investigated the self-assembly of magnetite NCs at the liquid-air

interface in the presence of external magnetic fields. Depending on the density of the NCs, the ex-

perimentalists identified different types of self-assembled superstructures, including one-dimensional

belts as well as single, double, and triple helices.

Superstructures observed in experiments

We briefly describe the experimental work done in Prof. Klajn’s group to set the stage for the

necessity of theoretical work. A drop of relatively monodisperse magnetite NCs [373–375] (average

edge length = 13.4 nm, corner bluntness, ρ = 23%) solvated in hexane with an excess oleic acid

(OA) was placed at a diethylene glycol (DEG)-air interface [209, 376] under a magnetic field, H =

0 − 700 G. The hexane solvent was allowed to evaporate within ≈ 10 min. These NCs are in the

superparamagnetic (SPM) size regime, where collective dipoles of individual NCs thermally fluctuate
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Figure 33: Self-assembly of one-dimensional nanocube belts. (A) Schematic representation of the experimen-
tal setup. (B) Low- and high-magnification transmission electron microscopy (TEM) images of the building
blocks, ∼ 13-nm Fe3O4 nanocubes.The [111], [110], and [100] crystallographic directions correspond to the
easy, intermediate, and hard axes of magnetization, respectively. (C) Low- and high-magnification scanning
electron microscopy (SEM) images of belts100. (D) Averaged orientations of dipoles in a nine-cube wide belt100
in the presence of increasing magnetic fields. (E) Orientations of dipoles in belts100 of different widths and
in a belt110 under a relatively weak external field (H = 167G). (F and G) Top and side views of belts110 by
SEM.
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and point in random directions. In the presence of an external magnetic field, the collective dipoles

are partially aligned with the field direction, which allowed for the cooperative magnetic dipole-dipole

coupling between the NCs. The resulting chains of single particles further aggregated as the solvent

evaporated, ultimately giving rise to higher-order superstructures at the solvent-air interface. These

superstructures were transferred onto a carbon-coated copper grid or a silicon wafer for inspection

(Figure 33 a). On the basis of electron microscopy images, fewer than an estimated 1% of NCs

remained unassembled.

The nature of these superstructures strongly depends on the surface concentration of NCs, χ,

where χ = 1 corresponds to a densely packed monolayer of NCs coated with inter-penetrating

monolayers of OA. For χ < 0.2, no long-range or well-defined structures were observed. However,

when χ ≈ 0.2, NCs assembled into parallel arrays of one-dimensional (1D) belts [377] with high aspect

ratios (2 to 3 NCs across and as long as 100µm; Figure 33 c), oriented parallel to the applied field.

NCs within these belts had their [100] crystallographic axes oriented parallel to the belts (inset);

we refer to them as belts100. This arrangement of NCs maximized the cube-cube contact within

the assemblies, i.e., the assemblies were dominated by the shape anisotropy of the particles. The

widths of these belts grew with increasing χ and decreasing H values. The experimental formation

of belts110 was observed in a narrow range of 1 < χ < 1.5 (Figure 33 f,g). The growth of belts

superstructures tilted with respect to the liquid-air interface could be induced by modifying the

direction of the applied magnetic field. When the field was perpendicular to the liquid-air interface,

the NCs assembled into arrays of pillars. Similar to the belts parallel to the interface, individual
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Figure 34: Self-assembly of helical nanocrystal superstructures. (A) TEM image of individual single stranded
helices. (B) SEM image of a large array of single-stranded helices. (C) Snapshots from Monte Carlo simulations
of a one-dimensional belt folding into a helix. (D) SEM image of a well-defined double helix. Inset shows a
TEM image of two belts wrapping around each another. (E) SEM image of an array of double helices. (F)
An array of triple helices and (inset) the end of a triple helix. (G) SEM image showing self-healing of double
helices (“chirality self-correction”). Yellow and red arrows indicate sites of chirality inversion. (H) Collective
switching of chirality.Gray and green colors indicate patches of right- and left-handed helices, respectively. In
(E), (G), and (H), blue arrows show the direction of the applied magnetic field.
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pillars repelled one another in the presence of the magnetic field, which resulted in their hexagonal

close packing.

The most striking superstructures were observed at χ > 1.5, where the NCs tend to orient their

[111] axes – that is, the “easy” axes of magnetization – along the magnetic field lines (Figure 33b).

Because of this arrangement, the belts spontaneously folded [378], giving rise to single-stranded

helices [320] (Figure 34a). Similar to the belt superstructures discussed above, the experimentally

observed helices were evenly spaced and spanned long distances of up to several hundred micrometers

(for example, see Figure 34b). Apparently, the properties of these helices were mostly governed by

the surface concentration of the NCs. High values of χ entailed large effective magnetic fields, thus

promoting a rearrangement of the NCs from the original belt100 ensemble, i.e., gradually decreasing

the helical pitch. At the same time, high χ values contributed to the widening of the helices, i.e.,

decreasing inter-filament distances. We also observed that individual single-stranded helices tended

to wrap around each other to form double- (Figure 34 d,e) or even triple- (Figure 34f) stranded

helices.

The relatively thin helices prepared at 1.5 < χ < 2.0 comprised equal populations of intermixed

left- and right-handed structures, all oriented parallel to the applied field. A right-handed helix

neighboring a left-handed one is shown in Figure 34a (top and bottom), respectively. At higher

(χ > 2.0) coverages, however, long axes of the helices were tilted with respect to the external field,

with the tilt angles θ increasing with increasing χ values. At the same time, they observed that the

helices were mostly of the same handedness (e.g., Figure 34e). A clue to the origin of this selectivity

is provided by experiments that yielded ill-defined mixtures of right- and left-handed helices (e.g.,

Figure 34g,h); these two types of helices were tilted at +θ and –θ angles with respect to the external

magnetic field. All NC assemblies were oriented in the same direction and have the same handedness
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probably to maximize packing within a given area. There was no intrinsic preference for helices of

either handedness; each experiment began with the nucleation of either left- or right-handed helices

with equal probabilities. As the assembly progressed from one side of the dish to the other, however,

the chirality of pre-formed helices determined those of their neighbor, and this process continued to

yield large (up to 1 mm2) domains of “enantiopure” helices.

However, defects were occasionally observed: the red arrows in the ensemble of right-handed

helices in Figure 34g point to sites where chirality inversion took place, giving rise to segments of

left-handed structures. Segments of the “wrong” chirality were relatively short; the tendency to

maximize packing provided the helices with the ability to “correct” their chirality, as denoted by the

yellow arrows in Figure 34g. They also observed “collective switching of chirality”: when a critical

number of helices changed their handedness, a domain of inverted helices was stably propagated (see

Figure 34h).

Modeling the NCs and their interactions

To perform reliable simulations of the observed superstructures and phenomena, the SPM charac-

teristics of NCs need to be properly described, as well as the experimental conditions under which they

self-assemble. In experiments, the NCs self-assembly was triggered by a relatively fast evaporation of

hexane. Therefore, both kinetically and thermodynamically controlled processes could, in prin-

ciple, take part. As hexane evaporates, individual NCs are less prone to solvation and their bulk vdW

coupling drives their self-assembly. However, magnetic forces are guiding these self-assembly pro-

cesses: the Zeeman coupling tends to align the dipoles along the field, Magnetocrystalline anisotropy

(MA) prefers them to be oriented along the NC body diagonals. The coupling between magnetic

dipoles (dd-coupling) causes attraction dipoles when they are oriented within a cone with an az-

imuthal angle of θ < cos−1(1/
√
3) ≈ 54◦. The external magnetic field, H, also combines with
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Figure 35: (A) Atomistic model of a single Fe3O4 nanocube functionalized with oleic acid ligands. The
shape of the inorganic core is based on averaging of multiple TEM images of individual nanocubes. Corner
bluntness, ρ, is defined as the ratio of the rounding radius to the side length, and varies between 0% for a
perfect cube and 50% for a sphere. (B) Two superparamagnetic nanocubes with side length a positioned side
by side and aligned face-to-face. (C) Atomistic model of two nanocubes coated with oleic acid ligands. (D)
Field-dependent average magnetic energy 〈E(R)〉 of two nanocubes at temperature, T = 300 K. The magnetic
energy of two isolated cubes is set as zero. Weak- and strong-field asymptotic dependencies are shown by
dashed black lines. (E) The effective vdW potential associated with bulk nanocube coupling. Top inset:
surface elements (color scale from blue to red corresponds to the increase of the surface area per element) used
in the repulsive part of the vdW coupling energy ( Erep

W in Equation 3.15). Bottom inset: subdivision of a
nanocube by 27 identical volume elements (colored for clarity) used in the attractive part of the vdW coupling
energy ( Eattr

W in Equation 3.15).
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dd-coupling (magnetic susceptibility) to form an effective local magnetic field, B, which affects the

behavior of magnetic dipoles and the self-assembly of superstructures.

Model of the NCs: SPM NCs were modeled by a cuboid shape, x6 + y6 + z6 = (a/2)6, where

a = 13.37 nm is the edge length (Figure 35 A). An atomistic model of the NCs coated with oleic acid

(OA) ligands was constructed to estimate their surface vdW coupling energy (Figure 35 C), which

was ≈ 700 kcal/mol per NC surface in vacuum. Although this large surface vdW coupling could

only take place upon a complete evaporation of excess solvent, it does provide a theoretical estimate

of its limiting (maximum) value. The actual vdW coupling strength used in simulations was scaled

down from this value since the NCs were supposed to self-assemble while in solvent. In our Monte

Carlo (MC) simulations and semi-analytical studies, NCs are described as rigid bodies enclosing the

NC cores.

At room temperature, small (d < 26 nm [379]) magnetite SPM NCs possess a super-dipole (single

magnetic domain) whose orientation is thermally fluctuating [380]. We modeled this by placing a

single magnetic dipole at the center of each NC, as shown in Figure 35 b. In external magnetic fields,

a magnetic super-dipole becomes partially locked to the field by a Zeeman coupling, and its motion

is further constrained by a magnetocrystalline anisotropy (MA) [381–383]. Therefore, we included

the description of NCs interacting at room temperature with the external magnetic field and with

one another by van der Waals (vdW) and magnetic forces. Figure 35 D shows that the average

dd-coupling energy between two fluctuating dipoles positioned side-by-side and affected by the MA

and the Zeeman coupling changes with distance from −1/R6 (attraction) for randomly fluctuating

magnetic dipoles (Keesom-like weak-field regime of SPM NCs) to +1/R3 (repulsion) for strongly

coupled ferromagnetic dipoles [384] (strong-field regime of SPM NCs). These simple semi-analytical
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results illustrate that a careful modeling is necessary to describe the rich spectrum of observed

superstructures.

NC interactions: The total energy of an ensemble of NCs is given by:

ET =

Np
∑

i=1

Ei +

Np
∑

i=1

Np
∑

j=i+1

(

Edd
ij + EvdW

ij

)

(3.11)

where Ei is the total energy of an isolated NC in a given orientation defined as the sum of its Zeeman

and MA energies, Ei = EZ
i + EA

i . The Zeeman energy is given by

EZ
i = −KZ(

−→
H · −→Mi), (3.12)

where KZ = 1.647 × 10−2 kcal mol1 (= 2.77 × 10−2kT at 300 K);
−→
H = (0, 0, H0) is the external

magnetic field vector (in Gauss units), and
−→
M i is the magnetic dipole unit vector. Magnetocrystalline

anisotropy of a nanocube was approximated by a quartic term [379, 385] appropriate to the bulk

magnetite (Fe3O4) with a Fd3m crystal structure and is given by

EA
i = KA1

[
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′
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ixM

′
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iyM

′
iz)

2
]

, (3.13)

where the quartic-order anisotropy constant, KA1 = −3.784 kcal mol−1 [380,386,387], andM ′
ix, M

′
iy,

M ′
iz are the x̂, ŷ, ẑ components of the magnetic dipole unit vector in the reference NC coordinates.

We neglected other corrections of the bulk MA energy related to the cubic shape of the NPs [387,388].

The quartic term generates easy and hard magnetization axes of the NC, which are oriented along

the cube body diagonals and edges, respectively.
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In the local dipole approximation, the super-dipole of a single magnetic domain is a point dipole

located in the center of each NC [44]. Then, the dipole-dipole coupling energy of dipoles in two cubes

is given by

Edd
ij = Kd

( −→
M i ·

−→
M j

|~rij |3
− 3(

−→
M i · ~rij)(

−→
M j · ~rij)

|~rij |5

)

. (3.14)

where Kd = µ0m
2
s/4π = 7.973 kcal mol−1, when the distance between dipoles, |~rij |, is measured in

the units of a (cuboid edge length), ms = Ms × V = 1.174 × 10−18 A m2 is the intrinsic magnetic

moment of a homogeneously magnetized nanocube, where Ms = 480 kA m−1 is the saturation

magnetization of a bulk magnetite, and V ≈ 0.9 a3 is the cube volume. Saturation magnetization of

magnetite nanocubes can be significantly smaller than that of the bulk material due to the presence

of non-colinear (canted) spins showing a spin-glass-like behavior [386, 389, 390]. We assumed that

the saturation magnetization of our nanocubes is 10− 20% smaller than in bulk magnetite because

of the spin disorder near the NP surface within the outer 1 nm [391,392].

We describe the vdW coupling between the NCs by an anisotropic potential that includes bulk

vdW attraction of the NC cores in OA solvent, and the steric repulsion between the surface ligands

(Figure 35 E),

EvdW
ij = Eattr

ij + Erep
ij , Eattr

W = −ε1
A

π2

∫ ∫

Vi,Vj

dVidVj
r61

, Erep
W = ε2KW

∫

Si

dSi
(r2 + β)8

. (3.15)

The attraction term is a pairwise Hamaker expression (with a scaling constant ε1), in which the

integral is taken over volumes of two interacting NCs. Each NC is divided into 33 = 27 identical

volume elements over which the integral (sum) is performed, A = 3 kcal mol−1 is the Hamaker

constant of magnetite in hexane, and r1 is the distance between the centers of two volume elements

in different NCs. The repulsion term is expressed as an integral (sum) over 386 surface elements
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that subdivide the NC’s cuboid surface (the elements have different surface areas). Here, r2 is the

distance between the center of a surface element of a chosen NC and the surface element of the

interacting NC. The shape of the vdW potential is tuned by fitting parameters ε1 = 130, ε2 = 290,

and β = 9.56 nm, in such a way that the energy minimum of the effective vdW potential is located

at the average surface-to-surface distance of two face-to-face NCs, as in the experiments (2.99 nm).

The strength of the vdW coupling (the depth of the potential curve) is defined by a constant of

KW = ε1
A
π2

(

0.9a3

27

)2
= 2.5 × 105 nm6 kcal mol−1, which yields maximum vdW interaction energy

of 2.33 kcal mol−1 per NC. The total energy, ET , is used in simulations of the NC self-assembly

performed with a Markov Chain Monte Carlo (MCMC) algorithm using the Metropolis scheme [393].

The Gilbert–Johnson–Keerthi (GJK) algorithm [328] is used to check for overlapping between NCs.

Artem Baskin performed semi-analytical simulations of systems comprising a small number (2 or

3) of NCs in frozen positions, to elucidate how magnetic interactions favor special NC orientations.

Towards achieving this goal, he evaluated the magnetic energies averaged over magnetic degrees of

freedom,

〈ET 〉 =
∫

ET e
−ET /kT

∏

i dΩi
∫

e−ET /kT
∏

i dΩi
. (3.16)

Here, dΩi = sin θidθidϕi and θi, ψi are the spherical angles of individual magnetic dipoles in the

laboratory’s system of coordinates.

MC simulations of belt structures

MC simulations generate trajectories of configuration samples which should converge to an equi-

librium state of the NCs system (canonical ensemble). In our MC simulations, we computed the total

energy difference, ∆ET , between the system configurations before and after we perform the proposed

nanocube or dipole movements. A new configuration is accepted when ∆ET ≤ 0 or when a random
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number in the interval [0,1) is smaller than e−∆Et/kT . In each MC cycle, we varied the position,

orientation, and magnetic dipole orientation for all NCs in random order. The MC codes handled

the configurational entropy of the NCs and their spins. Other entropy contributions, such as solvent,

ligands, depletion, etc. were not modeled, but could in principle be included [166, 394–403]. The

expectation values can be obtained by averaging over the configurations in a stabilized trajectory, in

analogy to averaging over an equilibrium ensemble (Equation 3.16).

Using a MC simulation code that we developed, we first modeled different belt structures observed

in the experiments (Figure 33 C, F, G). We studied the orientations of magnetic dipole moments for

spatially fixed and perfectly aligned NCs structures (Figure 36). The results in Figure 33 D show

that dipole orientations in individual NCs of the belts are determined by the competition between

dipole-dipole interactions dipoles, MA, and Zeeman coupling to an external field. Under a relatively

weak field (167 G), the dipoles were arranged in a “zigzag” configuration” favoring MA. As the field

strength is increased to 417 G, the dipoles partially underwent a zigzag-to-parallel transition, and

became more aligned with the external field. Eventually with a field strength of 668 G, all dipoles

were oriented along the field lines.

Next, we investigated the magnetic dipole orientations as a function of belt thickness at a weak

field strength of 167 G. The results in Figure 33 E show that the dipoles are increasingly decoupled

from the external field due to large induced fields generated by the dipoles of other NCs, meaning that

MA and dd-coupling has compensated for Zeeman coupling. Since a parallel arrangement of dipoles

is not favorable due to repulsions, the belts could have gradually become thinner as the applied field

is increased. When we rotated each cube by 45◦ such that their [110] axes were parallel to the field

direction, the dipoles were again oriented along the field. Although this belts110 structure is less

favorable than belts100 from the point of vdW interactions due to their ridged sides, magnetization



136

Figure 36: Potential energies of self-assembled belts as a function of belt thickness, arrangement of cubes, and
strength of the external field. Total magnetic energy, Emag, is the sum of the Zeeman energy, Ez, dipole-dipole
energy, Edd, and anisotropy energy, Ea : Emag = Ez + Edd + Ea. Total potential energy, Eall, is the sum of
total magnetic energy and the van der Waals energy: Eall = EvdW + Emag. All values are in kcal mol−1 per
nanocube. Averaged orientations of dipoles in different belts (left) are shown for weak external field (H = 167
G). The belts comprise the following numbers of nanocubes, from left to right: 300, 284, 600, 564, 900, 846.
All energy values and dipole configurations shown in the figure are averaged over 10000 MC steps.



137

along the [110] direction (“intermediate” axis) occurs more easily than along the [100] (“hard”)

axis [404, 405]. We have also simulated a multi-layered belt100 structure (Figure 37), where the

dipoles are arranged in zigzag arrangement in two dimensions, leading to a complex formation of

“onion-like” dipole configurations which has counter-propagating fluxes in neighboring flux-closure

rings [188,406], a phenomenon previously studied in Prof. Kral’s group..

Figure 37: Averaged orientation of dipoles in a thick filament under a relatively weak external field (H =
167 G). The top two layers are purposely separated from the structure (left) to better illustrate the dipole
arrangement.

Next, we looked into the interactions between two belt100 structures. In experiments, belt struc-

tures not only have well defined width, but also a defined separation distance between them (Figure 33

C inset). The magnetic potential energy, Emag = Ez +Edd+Ea, as a function of separation distance

of structures with different sizes is shown in Figure 38. The results on the left side of Figure 38 show

that, under weak fields, narrow belts repel each other whereas the wide ones attract. Therefore,

if the dipoles assume zigzag configurations the belts attract each other, while they repel when the

dipoles are largely parallel. The results in Figure 38 right side show that slightly disorganized belt

structures, prepared by letting the NCs move with vdW interactions for a short time, always repel

each other.
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Figure 38: Potential energy dependence on the distance between two perfectly aligned and slightly disordered
belts100. In each case, total magnetic energy, Emag = Ez +Edd+Ea, was averaged at each distance over 5000
MC steps of two belts approaching each other as a function of their separation. Emag of two isolated belts
was set as zero. The cases of weak, intermediate, and strong external magnetic fields (H = 167, 417, 688 G,
respectively) are shown for two n× n× 100 belts, where n = 2, 3, 4, 5, and 6.

In summary, belts structures switch from zigzag dipole configurations (attraction) to parallel

(repulsion) as the external field strength increases. This mechanism stops their width from increas-

ing in high fields, which is in agreement with the experiments. However, in low fields, the zigzag

configuration would widen their width indefinitely, which is contrary to observations. In reality, the

slight disorder within the belt structures can lead to a small repulsion between two belts which can

overcome the zigzag attraction.
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Figure 39: Snapshots of nanocube assemblies during helix formation (left) and the contributing energies
(right) (Ez, Zeeman energy; Edd, dipole-dipole energy; Ea, anisotropy energy; Emag = Ez + Edd + Ea, total
magnetic energy; EvdW , van der Waals energy; Eall = EvdW + Emag, total potential energy). The curves in
the plots were obtained from smoothing (window = 500 steps) the original data (shown as thin lines).

MC simulations of superhelices

We have shown that magnetic interactions favor belt110 because of the arrangement of individual

NCs enabling easy magnetization, whereas vdW interactions disfavor belt110 because of the its ridged

sides. Despite the favorable arrangement of dipoles in the direction parallel to the long axis of belt110,

the zigzag configuration is preserved in multi-layered belts110 in the direction perpendicular to the

liquid-air interface. A smooth (non-zigzag) connectivity of the dipoles following the nanocubes’ easy

axis can be resolved if the structures are further reconfigured by “side-stepping” of the NCs, which

eventually leads to helical structures.
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Figure 40: Potential energy dependence on the distance between two helices approaching each other. Zeeman
energy, Ez; dipole-dipole energy, Edd; anisotropy energy, Ea; and total magnetic energy, Emag = Ez+Edd+Ea

at each distance were averaged over 5000 MC steps. Colors correspond to different values of the applied
magnetic field: 167 G (green), 417 G (yellow), 668 G (red).

Figure 41: Potential energy dependence of helices of the same (A) and opposite (B) handedness as a function
of the phase angle. Magnetic potential energy (in kcal/mol per particle) of helices of the same (C) and opposite
(D) handedness as a function of reciprocal distance (the helices are parallel). The magnetic interaction energy
at large distance is set as zero.
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We prepared 4 by 4 by 100 filaments and investigated their deformation (helical formation) in MC

simulations. Despite the small widths of the filaments, the simulation parameters (vdW interaction

strength) have been scaled to favor helical formation. With the optimal set of parameters, we have

observed the formation of helices at a much smaller scale than in the experiments (Figure 34 C). We

observed that the magnetic dipoles mostly follow along the direction of the helices. Figure 39 shows

snapshots from MC simulations of NC assemblies during the helix formation and the corresponding

energies (Zeeman energy Ez, dipole-dipole energy Edd, anisotropy energy Ea, total magnetic energy

Emag = Ez + Edd + Ea, van der Waals energy EvdW , and the total potential energy Eall = EvdW +

Emag). The loss of vdW coupling and, to some extent, the Zeeman and dd- coupling in helices is

compensated by the gain in Ea and the growth of entropy of the looser and more randomly organized

NCs similar to experiments (Figure 34 D inset). Helices formed by thick filaments should be less

prone to entropic forces due to stronger effective magnetic fields.

Next, we took the helical structure from our MC simulation and modeled the interaction potential

energies between a pair of helices, as a function of the separation distance (Figure 40) and phase angle

(Figure 41), depending on their handedness (the same vs. the opposite chirality). These results show

that the most favorable configuration of two neighboring helices is when they are in phase (i.e., shift

angle = 0◦), irrespective of their reciprocal handedness (Figure 40 A, B). We also found that thin

helices of the same handedness repel each other slightly stronger than helices of opposite handedness

(Figure 42 C, D).

MC simulations of NC self-assembly

To better understand the self-assembly of magnetic NCs, we studied the effect of NC concentration

by MC simulations. We modeled systems containing 600 and 900 NCs randomly distributed within a

cylindrical boundary with radius 150 nm and height 800 nm. These NCs interacted with each other
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Figure 42: (a and b) MC simulations of NC self-assembly in different applied magnetic fields. (a) and (b)
show systems comprising 600 and 900 particles, respectively. Left to right: initial configurations of the two
systems, and configurations obtained under 167 G, 417 G, and 668 G. (c) SEM image showing a diamond-type
arrangement of NCs within a one dimensional filament. (d) Optical micrograph of an ensemble of 0.9 mm
Fe2O3 NCs deposited on a glass slide in the presence of an applied magnetic field. In all simulations and
experiments shown in this figure, the applied magnetic field was oriented vertically.
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Figure 43: Short NC chains extracted from the MC simulation shown in Figure 42, showing the dependence
of the magnetic dipole orientation on the strength of the applied magnetic field. The magnetic dipoles are
colored based on their tilt angle with respect to the applied field (vertical). The dipoles within the chains
assume a zigzag arrangement in weak fields and vertical arrangement in stronger fields.

by vdW and magnetic interactions under different field strengths. Figure 42 a and b show snapshots

of our simulations obtained after more than 150000 MC steps. Depending on the field strength and

concentration, different self-assembled structures emerged: in the 600-NC system, we observed the

formation of short chains of several NCs tilted with respect to the applied field, as well as patches

with a belt110-like structure (Figure 42 a right). The 900-NC systems have elongated structures that

spanned the height of simulation box (similar to Fe2O3 NC structures, Figure 42 d), and showed an

increased tendency toward twisting. In general, all the structures that self-assembled in weaker fields

were more tilted with respect to the field direction, as illustrated by short chains extracted from the

simulations (Figure 43). These results are in agreement with the experiments: for example, one-

dimensional belt110-like filaments (Figure 42 c) are assembled at lower NC concentrations, whereas

helical superstructures are observed at higher NC concentrations. The resulting tilt angle of the self-

assembled structures is clearly correlated with the mutual orientation of the neighboring magnetic

dipoles.
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Finding the origin of chirality

Figure 44: (A) Typical configuration of two cubes in an external field, H = 167 G (vertical z-orientation)
at T = 300 K (bulk vdW coupling is reduced by 1/2 with respect to the nominal value). (B) View along the
cube axis reveals that the NC pair is (transiently) chiral. Magnetic dipoles are represented by red arrows.

Based on the results we have so far, the formation of helical structures are believed to be induced

by a transient chiral nucleus formed by two SPM nanocubes with vdW coupling in a magnetic field,

as shown in Figure 44. NCs in this configuration can possess either left or right chirality. We have

separately modeled two NCs, using both local and non-local dipole approximations, to evaluate the

formation of this transient “chiral seed”. The non-local dipole approximations split the magnetic

dipole of each NC into 27 smaller equivalent dipoles (all with the same orientation) distributed evenly

in the NC volume, which is similar to the Hamaker summation approach for evaluating bulk vdW.

Figure 45: Tilt angle (ϕ) distributions under various applied magnetic fields for a pair of two interacting
cubes (in the case of the weak vdW bonds). The symbol ϕ is defined as the angle between the line connecting
the centers of the cubes and the direction of the applied field.
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The results in Figure 45 show that the pair of NCs as a whole (center-to-center) is tilted with

respect to the applied magnetic field by about 23◦ in 167 G field, 17◦ in 417 G field, and 15◦ in 668 G

field, whereas individual NCs are tilted with respect to their center-to-center axis by about 11◦. The

tilt angles are approximately the same in both the single and distributed magnetic dipole models.

Figure 46: Distribution of the mutual rotation between two re-aligned NPs (see θa in Figure 45) in external
magnetic fields of 0 G (dark blue), 167 G (green), 417 G (dark yellow), and 668 G (red). (a) Results obtained
from the single local magnetic dipole model. (b) Results obtained from the distributed dipole model. (c)
Results obtained when no magnetic interactions were considered (vdW-only case). The top plots show the
original statistically averaged data, and the bottom plots show symmetrized data.

To determine the tendency of NCs to exist in the chiral configuration, we performed statistical

averaging over 500 MC trajectories each with 12000 steps, and obtained the NC mutual rotation

angle, θa, after realigning the NCs to a mutual plane. Positive and negative values of θa indicate

clockwise and counterclockwise rotations of one NC with respect to the other. The results in Figure 46

a b (top) show that there are relatively large fluctuations and asymmetry in the plots. This is likely

the result of poor averaging (convergence), which can be attributed to a large configuration phase

space and its partly biased sampling (repositioning of the two NCs and their separation). To obtain

at least a qualitative measure of the NC pair’s chirality, we averaged the original and the x = 0 axis-
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mirrored solutions. We can see that practically all the symmetrized curves presented in Figure 46

a b (bottom) exhibit features (local maxima at θa different from 0◦ and 45◦) indicating preferential

chiral arrangements of the NCs. Moreover, the obtained distributions also depend on the magnetic

dipole model used. In order to examine the role of the vdW interactions in the formation of chiral

configurations (mutual shifting and alignment of the faces of adjacent NCs), we have analyzed the

arrangements of two NCs interacting solely by vdW forces. As expected, the plots of probability vs.

θa showed a pronounced peak at θa = 0, indicating the importance of magnetic dipole interactions

in the emergence of chiral assemblies.

Artem Baskin also studied the same 2-NC system using semi-analytical averaging over the dipole

configurations in fixed NCs. He considered two NCs positioned one on top of the other, which were

tilted as a rigid body with respect to the direction of the external field. Then, the top NC was

allowed to rotate around the common axis without taking the vdW coupling into account.

Figure 47: Average magnetic energies of two cubes tilted with respect to the external magnetic field (167 G)
as a function of the mutual rotation of cubes around a common axis, θa, at different tilt angles, ϕ. Energies
are given in units of kT (at T = 298 K).

Figure 47 shows a typical average magnetic energy profile as a function of the rotation angle θa

(spanning 0◦ to 90◦) for different tilt angles ϕ in a weak field (167 G). As one can see, there are

sets of local energy minima signifying chiral configurations. For example, for ϕ = 30◦ (the green
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curve), there are prominent minima around 25◦ and 65◦. For higher tilt angles (ϕ > 30◦) the local

minima are more prominent at θ ≈ 45◦. These conclusions are in agreement with the results of my

MC simulations within the local dipole approximation.

These results, and the reasons for the emergence of chirality can be rationalized as follows: in

an applied magnetic field, the NC dipoles tend to fluctuate less and prefer to be oriented along the

NC diagonal, which points mostly along the field direction. For two such NCs, the dipoles tend to

follow each other, ideally pointing along two parallel body diagonals positioned above each other. In

contrast, vdW coupling tends to align the NC facets to the greatest extent possible. A compromise

between those two extreme cases is a configuration where the two cubes are not in close contact,

and are somewhat twisted in 3D with respect to each other. The dipole-dipole interaction is favored

more in the twisted configuration (the two dipoles are closer to being parallel).

Conclusions

We have modeled the SPM characteristics of magnetite NCs and supported the results with an-

alytical calculations. The self-assembly of NCs and the stabilization mechanism of different belts

structures and superhelices have been investigated using MC simulations. The results show that

the formation of superhelical structures from achiral NCs is due to the complex interactions be-

tween magnetic interactions (Zeeman, MA, and dd-coupling) and vdW interactions, which lead to

frustrations in the structures and the emergence of “chiral seeds”.

This study offered important insights in the self-assembly of magnetite NCs. Our observed helical

assemblies are prepared from freely self-assembling achiral building blocks, which is in sharp contrast

with the vast majority of helical assemblies of NPs reported previously. Most helical structures

are made using pre-existing helical templates, such as peptide amphiphiles [407, 408], DNA [335,
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409], lipids [410] and synthetic supramolecular templates [411], among others [412, 413]. In systems

comprising micron-sized colloids, helical assemblies have been shown to form when packing frustration

is induced, which can result either from selecting tailor-made particles or by confining colloids inside

thin cylindrical channels. The first strategy is best exemplified in heterodimeric colloidal particles,

each comprising a small paramagnetic domain and a large diamagnetic domain [403]. In external

magnetic fields, the magnetic domains assembled into one-dimensional chains oriented along the

applied field, where the steric bulkiness imposed by the diamagnetic domains forced the assembly

into a helical structure [414–417]. The second way to induce packing frustration is to perform self-

assembly inside one-dimensional cylinders having internal diameters slightly larger than the diameters

of spherical colloids [418–423]. Notably, sharp transitions between disordered and ordered helical

assemblies could be observed upon increasing the volume fraction of the spheres inside thin glass

capillaries [424]. Analogously, spheres confined to the outer surface of a cylinder assumed a helical

arrangement in order to maximize the commensurability with the cylinder circumference [425].



CHAPTER 4

CONCLUDING REMARKS

This thesis described several research projects that focused on the structures, properties, and

stabilization mechanisms of different self-assembled systems. These projects aimed to provide fun-

damental understanding of self-assembly principles, and to explain the formation of new superstruc-

tures. We have applied mean-field calculations, Monte Carlo simulations, and classical molecular

dynamics simulations at the atomistic and coarse-grained levels to study NP membranes and arrays,

NP-lipid hybrid systems, superlattices, nanoshells, nanoribbons, and NP superhelices. The com-

putational models used in these studies have accounted for all the interactions between atoms and

nanoscale objects, which made them accurate enough for the description of experimental systems. In

fact, most of the results from our simulations are in close agreement with experimental observations.

By collaborating with other research groups, we have approached the problems from the perspective

of a combination of experiments, theoretical analysis, and computational simulations, which provided

a comprehensive view of the studied systems. The major contributions of the studies described in

this thesis are summarized below:

Section 3.1 - Coarse-grained MD simulations of NP membranes and capsules: This study

demonstrated the effect of ligands on the structural and mechanical behaviors of NP membranes and

capsules. The results emphasized the importance to accurately describe ligand interactions in NP

simulations.

Section 3.2 - Atomistic MD simulations of NP filtration membranes: Gibbs free energy

calculations obtained from the simulation excluded the likelihood of molecular passage by diffusion

149
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through the ligand-filled interstices region of NP monolayer, and led to the formulation of a size-

exclusion and pore-flow based filtration mechanism. These results could be used to improve the

development of NP membranes for filtration purposes.

Section 3.3 - Atomistic MD simulation of interfacial NP submersion: This study illustrated

the interfacial transport of a supercharged NP across an aqueous-organic interface. The simulations

revealed the overcompensation of NP charges by organic counterions, which helped to explain the

experimentally observed dependence of NP submersion distance on an applied electric field. These

results could help guide the development of new types of NP membranes with tunable interparticle

distances.

Section 3.4 - Coarse-grained MD simulation of NP–lipid systems: This study illustrated

the inclusion of small hydrophobic NPs into the interior of a lipid bilayer. The equilibrated structures

of NP clusters inside a lipid bilayer was found to be dependent on the coupling strength between

NPs. The simulations also explored new types of NP-lipid hybrid systems.

Section 3.5 - Mean-field study of Pt nanocube superlattices: This study explained the

puzzling formation of two distinctive sc and fcc superlattices from nanocubes with only small shape

differences. The calculations also revealed a multipolar electrostatic mechanism that can help to

stabilize two nanocubes in a shifted corner-to-corner configuration (in fcc superlattices).

Section 3.6 - Atomistic MD simulations of CdS nanoshells: This study illustrated the for-

mation of nanoshells by NPs that have slightly different surface chemistry. The results demonstrated

that the sizes of nanoshell cavities are dependent on NP charges.

Section 3.7 - Atomistic MD simulations of CdS nanoribbon: This study revealed an ar-

rangement of NPs in the nanoribbon that can lead to its twisting. The results showed that the
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twisting direction is dependent on the NP chirality, and this transfer of chirality from the NPs to

the nanoribbon relied on a thin layer of water molecules in between the NPs.

Section 3.8 - Monte Carlo simulations of magnetic superstructures: This study illustrated

the stabilization of belt and superhelical structures formed of magnetite nanocubes, and rationalized

them based on the balance between vdW and magnetic interactions. The results demonstrated the

formation of a chiral center of two achiral nanocubes due to the frustration between shape anisotropy

and magnetic degrees of freedom of the nanocubes.

In all the above studies, we have demonstrated the use of multiscale methods in modeling NP

self-assembled systems. The fundamental understanding and knowledge gained from these studies

can help guide the development of new bottom-up fabrication techniques for the preparation of

multi-functional materials from nanoscale components.
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