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SUMMARY

Recently, there is an increasing need for mining graphs with the rapidly growing social networks,

Internet applications and communication networks. Among all these real-world applications, graphs

are ubiquitous and contain tremendous useful information in every aspect. In this thesis, we focus on

studying graph structures and apply the knowledge from graph structures to a number of fundamental

data mining tasks.

The graph structured mining tasks are very challenging due to the following reasons. First, the

number of possible edges scales up quadratically with the number of nodes. Thus, the number of edges

of a graph data set can be extremely large and it is difficult to mine useful knowledge from such massive

graph structures. (2) Many graphs are naturally associated with many useful side information. However,

such information can be noisy and can be difficult to incorporate into the mining model. How to use the

side information and auxiliary attributes in the mining approaches in a meaningful way is non-trivial.

(3) Different from traditionally data mining techniques, the graph structures are complex and lack of

existing features in the graph data. Traditional learning techniques focus on mining in a fixed feature

space. However, graphs are not directly represented in a meaningful feature space. For social network

applications, finding the right features for the mining tasks is even a more challenging task, since most

features of graph structures are weak signals and cannot be directly used in the model.

Motivated by these challenges, in this thesis, we propose a hash-based compression framework to

efficiently and effectively cluster graph objects in the stream scenario. We then extend it to the graph

clustering problem with side information. We propose a novel optimization framework DMO, which

x



SUMMARY (Continued)

can dynamically optimize the weights of graph distance and side information distance metrics. The

hash-based compression framework consumes constant storage spaces and the mining process can be

scalable to massive graphs with side attributes. We then study the graph structures from another per-

spective, i.e., positive and unlabeled learning in graphs. We derive an evaluation criterion to estimate the

dependency between structural features and labels, and then propose an integrated approach that con-

currently updates both graph feature selection and class label assignment. By using structural features

from graph objects, the experimental results shows that the proposed integrated framework significantly

outperforms the previous methods.

As graph structures are very useful for understanding the nature of graphs, we further extend our

analysis to online social networks. We explore five social principles and concepts that represent a

variety of network characteristics and quantify their relations with social roles and statuses. We propose

a novel probabilistic model SRS, which can integrate both the local social factors of individual users

and network influence via neighbors in a principled way.

xi



CHAPTER 1

INTRODUCTION

1.1 Dissertation Framework

Graphs are ubiquitous and very important tools to model diverse kinds of data with complex struc-

tures. Examples include social networks, Internet, chemical compounds, program flows, etc. There are

increasing needs for building models to mining graph data. In social networking, people want to find

friends with similar interests and groups with similar people; in software engineering, programmers like

to study how to automatically identify bugs/errors in program flows (16); in molecular drug discovery,

researchers want to be able to automatically classify the chemical compounds’ anti-cancer activities in

order to find new drugs for cancers or chronic diseases (41; 84). Motivated by these challenges, graph

mining has received much attention in the last decade.

In this thesis, we explore some fundamental data mining problems by studying graph structures.

We first study using graph structures to clustering massive graphs. Since many graph data sets are

available in the form of streams and can be obtained continuously, we solve a even more challenging

mining task: clustering graph streams. In the meantime, many graph data is associated much but noisy

side information. Thus, we further propose an integrated framework to cluster massive graph streams

with side information. As classification is also an important data mining task, we propose a method

by using network structures to classify positive and negative graph objects. Finally, we examine a real

data mining problem in online social networks: social roles and status inference. We systematically

1
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study how network structures can effect individual’s social role and status in online social networks. We

also propose a factor graph based framework to combine the network structures of each individual and

network influence in a principled way. In the rest of this chapter, we will introduce the above mining

tasks which are covered in this thesis.

1.2 Clustering Graph Streams

We first examine the problem of clustering massive graph streams by studying network structures.

Graph clustering poses significant challenges because of the complex structures which may be present

in the underlying data. The massive size of the underlying graph makes explicit structural enumeration

very difficult. Consequently, most techniques for clustering multi-dimensional data are difficult to gen-

eralize to the case of massive graphs. Recently, methods have been proposed for clustering graph data,

though these methods are designed for static data, and are not applicable to the case of graph streams.

Furthermore, these techniques are especially not effective for the case of massive graphs, since a huge

number of distinct edges may need to be tracked simultaneously. This results in storage and compu-

tational challenges during the clustering process. In order to deal with the natural problems arising

from the use of massive disk-resident graphs, we will propose a technique for creating hash-compressed

micro-clusters from graph streams. The compressed micro-clusters are designed by using a hash-based

compression of the edges onto a smaller domain space. We will provide theoretical results which show

that the hash-based compression continues to maintain bounded accuracy in terms of distance compu-

tations. Since clustering is a data summarization technique, it can also be naturally extended to the

problem of evolution analysis. We will provide experimental results which illustrate the accuracy and

efficiency of the underlying method.
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1.3 Clustering Graph Streams with Side Information

Graph clustering becomes an important problem due to emerging applications involving the web,

social networks and bio-informatics. Recently, many such applications generate data in the form of

streams. Clustering massive, dynamic graph streams is significantly challenging because of the com-

plex structures of graphs and computational difficulties of continuous data. Meanwhile, a large volume

of side information is associated with graphs, which can be of various types. The examples include

the properties of users in social network activities, the meta attributes associated with web click graph

streams and the location information in mobile communication networks. Such attributes contain ex-

tremely useful information and have the potential to improve the clustering process, but are neglected

by most recent graph stream mining techniques. In this chapter, we define a unified distance measure

on both link structures and side attributes for clustering. In addition, we propose a novel optimization

framework DMO, which can dynamically optimize the distance metric and make it adapt to the newly

received stream data. We further introduce a carefully designed statistics SGS(C) which consume con-

stant storage spaces with the progression of streams. We demonstrate that the statistics maintained are

sufficient for the clustering process as well as the distance optimization and can be scalable to massive

graphs with side attributes. We will present experiment results to show the advantages of the approach

in graph stream clustering with both links and side information over the baselines.

1.4 PU-Learning in Graphs

The problem of graph classification has drawn much attention in the last decade. Conventional

approaches on graph classification focus on mining discriminative subgraph features under supervised

settings. The feature selection strategies strictly follow the assumption that both positive and negative
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graphs exist. However, in many real-world applications, the negative graph examples are not available.

In this chapter we study the problem of how to select useful subgraph features and perform graph clas-

sification based upon only positive and unlabeled graphs. This problem is challenging and different

from previous works on PU learning, because there are no predefined features in graph data. Moreover,

the subgraph enumeration problem is NP-hard. We need to identify a subset of unlabeled graphs that

are most likely to be negative graphs. However, the negative graph selection problem and the subgraph

feature selection problem are correlated. Before the reliable negative graphs can be resolved, we need

to have a set of useful subgraph features. In order to address this problem, we first derive an evaluation

criterion to estimate the dependency between subgraph features and class labels based on a set of esti-

mated negative graphs. In order to build accurate models for the PU learning problem on graph data, we

propose an integrated approach to concurrently select the discriminative features and the negative graphs

in an iterative manner. Experimental results illustrate the effectiveness and efficiency of the proposed

method.

1.5 Application in Social Networks: Social Role Inference

Users in online social networks play a variety of social roles and statuses. For example, users in

Twitter can be represented as advertiser, content contributor, information receiver, etc; users in Linkedin

can be in different professional roles, such as engineer, salesperson and recruiter. Previous research work

mainly focuses on using categorical and textual information to predict the attributes of users. However,

it cannot be applied to a large number of users in real social networks, since much of such information is

missing, outdated and non-standard. In this thesis, we investigate the social roles and statuses that people

act in online social networks in the perspective of network structures, since the uniqueness of social
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networks is connecting people. We quantitatively analyze a number of key social principles and theories

that correlate with social roles and statuses. We systematically study how the network characteristics

reflect the social situations of users in an online society. We discover patterns of homophily, the tendency

of users to connect with users with similar social roles and statuses. In addition, we observe that different

factors in social theories influence the social role/status of an individual user to various extent, since

these social principles represent different aspects of the network. We then introduce an optimization

framework based on Factor Conditioning Symmetry, and we propose a probabilistic model to integrate

the optimization framework on local structural information as well as network influence to infer the

unknown social roles and statuses of online users. We will present experiment results to show the

effectiveness of the inference.



CHAPTER 2

CLUSTERING GRAPH STREAMS

In recent years, there has been a renewed focus on graph mining algorithms because of applications

involving the web, bio-informatics, social networking and community detection. Numerous algorithms

have been designed for graph mining applications such as clustering, classification, and frequent pattern

mining (5)(18)(28)(20)(86)(84).

The problem of clustering has been studied extensively in the data mining literature (34)(40)(44)(91).

Recently, the problem has also been examined in the context of graph data (18)(28)(70). The problem

of clustering graphs has traditionally been studied in node clustering of individual graphs, in which we

attempt to determine groups of nodes based on the density of linkage behavior. This problem has tra-

ditionally been studied in the context of graph-partitioning (45), minimum-cut determination (42) and

dense subgraph determination (30)(90).

The problem of clustering in the graph domain allows for two different kinds of algorithms:

• Node Clustering Algorithms: In this case, we have a single large graph, and we wish to partition

this large graph into densely connected regions of the graph. Many scenarios such as the web,

social networks and information networks fall into this category. Some examples of such graph

partitioning algorithms are found in (1)(43)(45).

• Graph Clustering Algorithms: In this case, we have many graphs which are defined over a

particular domain of nodes. In such case, we cluster the graphs on the basis of the structural

6
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similarity across the different graphs. We further note that while the first kind of algorithms try

to determine the dense regions in the graph, the latter type try to find similarity across different

graphs whether or not they are dense. Thus, the goal of graph clustering algorithms is inherently

different from that of node clustering algorithms.

Recently, the problem has also been studied in the context of object clustering, in which we attempt

to cluster many different individual graphs (as objects) (5)(20), which are defined on a base domain.

This is distinct from the problem of node clustering in which the nodes are the entities to be clustered

rather than the graphs themselves. However, the available techniques (5)(20) are designed for the most

straight-forward case, in which the graphs are defined over a limited domain. Furthermore, it is assumed

that the graph data sets are available on disk. This scenario arises in the context of certain kinds of XML

data (5)(20), computational biology, or chemical compound analysis.

We study a much more challenging case in which a large number of graphs are defined over a mas-

sive domain of distinct nodes. Furthermore, these graphs are not available at one time on disk, but are

continuously received in the form of a stream. The node labels are typically drawn over a universe of

distinct identifers, such as the URL addresses in a web graph (69), an IP-address in a network appli-

cation, or a user-id in a social networking application. Typically, the individual graphs constitute some

kind of activity on the larger graph, such as the click-graph in a user web-session, the set of interactions

in a particular time window in a social network, or the authorship graphs in a dynamically updated lit-

erature site. Often such graphs may individually be of modest size, though the number of distinct edges

may be very large on the aggregate data. This property is referred to as that of sparsity, and is often

encountered in a variety of real applications. This makes the problem much more challenging, because
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most clustering algorithms would require tracking the behavior of different nodes and edges. Since

the number of possible edges may be of the order of the square of the number of nodes, it may often

be difficult to explicitly store even modest summary information about the edges for all the incoming

graphs. Clearly, such a problem becomes even more challenging in the stream scenario. Examples of

such graph streams are as follows:

• The click-graph derived from a proxy-log in a user-session is typically a sparse graph on the

underlying web graph.

• The interactions between users in a particular time-window in a social network will typically be

a collection of disjointed graphs.

• The authorship graphs of individual articles in a large scientific repository will be small graphs

drawn across millions of possible authors.

The currently available algorithms are designed either for the case of node-entity clustering, or for

the case in which we have disk-resident data sets over a limited domain (5)(20). Such algorithms require

multiple passes over the data (5)(20), and are not applicable to the case of data streams. Furthermore,

these algorithms do not scale very well with the underlying domain size. While the problem of stream

clustering has been studied extensively in the context of multi-dimensional data (4)(58), there are no

known algorithms for the case of clustering graph streams. In this chapter, we will propose the first

algorithm for clustering graph streams. We use a model in which a large number of graphs are received

continuously by the data stream. It is also assumed that the domain size of the nodes is very large,

and this makes the problem much more challenging. Thus, the large domain size of the stream and the

structural characteristics of graphs data pose additional challenges over those which are caused by the
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data stream scenario. These additional challenges are related to the fact that the space-complexity of

algorithms for summarizing the underlying graphs can be considerable. This is because the complexity

of a summary is related to the number of distinct edges in the graph.

In other words, problem of clustering graph streams is particularly difficult because of the following

reasons:

• Most graph mining algorithms use sub-structural analysis in order to perform the clustering. This

may be difficult in the case of data streams because of the one-pass constraint. The one-pass

constraint creates some natural algorithmic constraints in the data stream computation process.

• The number of possible edges scales up quadratically with the number of nodes. Therefore, the

total number of distinct edges in the graph may be very large. As a result, it may be difficult to

explicitly hold the summary information about the massive graphs for intermediate computations.

• The individual graphs from the stream may exhibit the sparsity property. In other words, the

graphs may be drawn from a large space of nodes and edges, but each individual graph in the

stream may contain only a very small subset of the edges. This leads to representational problems,

since it may be difficult to keep even summary statistics on the large number of edges. This also

makes it difficult to compare graphs on a pair-wise basis.

Most generalizations of known clustering algorithms are likely to require disk-based computations

because of the large number of the edges which need to be processed. In this chapter we will design the

concept of sketch-based micro-clusters for graph data. The broad idea in sketch-based micro-clusters

is to combine the idea of sketch-based compression with micro-cluster summarization. This approach
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helps in reducing the size of the representation of the underlying micro-clusters, so that they are easy

to store and use. This also helps in creating an approach which can be utilized with memory-resident

computations only. We will also show that the approach continues to maintain bounded accuracy for the

underlying computations.

This chapter is organized as follows. The remainder of this section discusses related work and con-

tributions. In the next section, we will introduce the graph clustering problem, and the broad framework

which is used to solve this problem. We will introduce the concept of graph micro-clusters, and how they

can be used for the clustering process. Section 3 discusses the extension of these techniques with the

use of sketch-based structures. The application of the clustering technique to the problem of evolution

analysis is discussed in section 4. Section 5 contains the experimental results.

2.0.1 Related Work and Contributions

Graph clustering algorithms can be either of the node clustering variety in which we have single

large graph and we attempt to cluster the nodes into groups of densely connected nodes. The second

class of algorithms is the object clustering variety, wherein we have many graphs which are drawn from

a base domain, and these different graphs are clustered together based on their structural similarity.

In this chapter, we will concentrate on the second class of algorithms in which different graphs are

clustered as objects based on structural similarity.

The case of node-clustering algorithms traditionally been studied in the context of the minimum cut

problem (42), graph partitioning (45), network structure clustering (70), and dense subgraph determi-

nation (30)(90). In particular, the techniques for dense subgraph determination (14)(30) use min-hash

techniques in order to summarize massive graphs, and then use these summaries in order to cluster the
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underlying nodes. However, these techniques are limited to node clustering of individual graphs, rather

than the clustering of individual graphs as objects based on structural similarity. An interesting class of

multi-level graph partitioning schemes has been presented in (1)(43). In these methods, a large graph is

first coarsened into a smaller graph with the use of node-collapsing techniques, and then a partitioning

phase is applied to the much smaller graph. While this is an excellent technique to find dense regions in

a given graph, this is not the goal of the chapter, in which we wish to determine the similarities among

different graph objects in a stream of such objects. An approach for finding dense regions may not

necessarily work for finding similar structures across multiple graphs, and vice-versa.

Recently, methods have been studied for clustering graphs as objects in the context of XML data

(5)(20). However these techniques have two shortcomings: (1) These techniques are designed for the

case when the nodes are drawn from a limited domain rather than from a very large set of possibilities.

When the number of nodes is very large, the number of distinct edges may be too large to track effec-

tively. (2) The available techniques are designed for disk-resident data, rather than graph streams in

which the individual objects are continuously received over time. This chapter will achieve both goals.

This chapter provides the first time- and space-efficient algorithm for clustering graph streams.

Space-efficiency is an important concern in the case of massive graphs, since the intermediate clus-

tering data cannot be easily stored for massive graphs. This goal is achieved by performing a hash-

compression of the underlying micro-clusters. We will show that the hash-compression technique does

not lose significant effectiveness during the clustering process. We will show that the additional process

of hash compression does not lose any effectiveness for the clustering process. We will illustrate the

effectiveness of the approach on a number of real and synthetic data sets.
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2.1 Graph Stream Clustering Framework

In this section, we will introduce theGMicro framework which is used for clustering graph streams.

We assume that we have a node set N over which the different graphs are defined. We note that each

graph in the stream is typically constructed over only a small subset of the nodes. The label of each node

in N is denoted by a corresponding string. For example, in the case of an intrusion application, each

of the strings in N correspond to the IP-addresses. The nodes of the incoming graphs G1 . . . Gk . . . are

each drawn on the subset of nodes N .

For purposes of notation, we assume that the set of distinct edges across all graphs are denoted by

(X1, Y1) . . . (Xi, Yi) . . . respectively. Each Xi and Yi is a node label drawn from the set N . We note

that this notation implicitly assumes directed graphs. In the event of an undirected graph, we assume

that lexicographic ordering on node labels is used in order to convert the undirected edge into a directed

edge. Thus, the approach can also be applied to undirected graphs by using this transformation. We also

assume that the frequency of the edge (Xi, Yi) in graph Gr is denoted by F (Xi, Yi, Gr). For example, in

a telecommunication application, the frequency may represent the number of minutes of phone conver-

sation between the edge-pair (Xi, Yi). In many applications, this frequency may be implicitly assumed

to be 1, though we work with the more general case of arbitrary frequencies. We note that when the

node set N is very large, the total number of distinct edges received by the data stream may be too large

to even enumerate on disk. For example, for a node set of 107 nodes, the number of distinct edges may

be more than 1013. This may be too large to explicitly store within current disk resident constraints. The

graph clustering framework requires us to cluster the graphs into a group of k clusters C1 . . . Ck, such

that each graph from the data stream is dynamically assigned to one of the clusters in real time.
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While micro-clustering (4) has been used in order to cluster multi-dimensional data, we will con-

struct micro-clusters which are specifically tailored to the problem of graph data. In this chapter, we

will use a sketch-based approach in order to create hash-compressed micro-cluster representations of

the clusters in the underlying graph stream. First, we will discuss a more straightforward representa-

tion of the uncompressed micro-clusters, and the storage and computational challenges in maintaining

these representations. Then, we will discuss how the sketch-based techniques can be used in order to

effectively deal with these challenges. We will show that the sketch-based techniques can be used in

combination with the micro-clusters to construct the distance functions approximately over the different

clusters.

Next, we will introduce a more straightforward and direct representation of graph-based micro-

clusters. Let us consider a cluster C containing the graphs {G1 . . . Gn}. We assume that the implicit

graph defined by the summation of the graphs {G1 . . . Gn} is denoted by H(C). Then, we define the

micro-cluster GCF (C) as follows:

Definition 1 The micro-cluster GCF (C) is defined as the set (L(C), GCF2(C), GCF1(C), n(C), T (C)),

with size (3 · |L(C)|+ 2), where L(C) is the set of edges in micro-cluster C. The individual components

of GCF (C) are defined as follows:

• L(C) is a set which contains a list of all the distinct edges in any of the graphs Gi in C.

• GCF2(C) is a vector of second moments of the edges in L(C). Consider an edge (Xq, Yq) ∈

L(C). Then the corresponding second moment for that edge is defined as
∑n

r=1 F (Xq, Yq, Gr)
2.

We note that the value of F (Xq, Yq, Gr) is implicitly assumed to be zero, when (Xq, Yq) is not

present in the graph Gr . We refer to the second moment value for (Xq, Yq) as J(Xq, Yq,H(C)).
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• GCF1(C) is a vector of first moments of the edges in L. Consider an edge (Xq, Yq) ∈ L(C). Then

the corresponding first moment for that edge is defined as F (Xq, Yq,H(C)) =
∑n

r=1 F (Xq, Yq, Gr).

• The number of graphs in the micro-cluster C is denoted by n(C).

• The time stamp is of the last graph which was added to the cluster C is denoted by T (C).

One observation about micro-clusters is that for two clusters C1 and C2, the value of GCF (C1 ∪ C2)

can be computed as a function of GCF (C1) and GCF (C2). This is because the list L(C1 ∪ C2)) is the

union of the lists L(C1) and L(C2). Similarly, the frequencies may be obtained by pairwise addition,

and n(C1 ∪ C2) may be determined by examining the size of the set L(C1 ∪ C2). The value of t(C1 ∪ C2)

may be determined by computing the minimum of t(C1) and t(C2). We refer to this property as additive

separability.

Property 1 The graph micro clusters satisfy the additive separability property. This means that the

micro-cluster statistics for GCF (C1 ∪ C2) can be computed as a function of GCF (C1) and GCF (C2).

We note that graph micro-clusters also satisfy a limited version of the subtractivity property. All com-

ponents of the micro-cluster other than the time stamp can be used to compute GCF (C1 − C2) as a

function of GCF (C1) and GCF (C2). We summarize as follows:

Property 2 The graph micro-clusters satisfy a limited version of the subtractivity property.

We note that graph micro-clusters differ from multi-dimensional micro-clusters in the sense that

while the size of the multi-dimensional micro-cluster representation remains bounded and easy to com-

pute, this is not the case for graph micro-clusters. This is because the number of edges in the list L(C)

will grow as more and more graphs are added to the data stream. As the size of L(C) increases, the
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Algorithm GMicro(Number of Clusters: k)

begin

M = {};

{M is the set of micro-cluster statistics }
repeat

Receive the next stream graph Gr;

If less than k clusters currently exist, then create micro-cluster statistics for singleton graph

Gr, and insert it into set of micro-clusters M;

if k micro-clusters exist, then compute edge structure similarity of Gr to each micro-cluster

in M;

if graph Gr lies outside the structure spread of closest micro-cluster then replace the least

recently updated cluster with new singleton cluster containing only Gr;

else add Gr to the statistics of the closest micro-cluster;

until data stream ends;

end

Figure 1. The GMicro Algorithm

space-requirements increase as well. Furthermore, the computational complexity of distance computa-

tions also depends upon L(C). Since the number of possible distinct edges in L(C) is large, this will

result in unmanageable space- and time-complexity with progression of the data stream. Therefore, we

need a technique to further reduce the size of the micro-cluster representation. However, for simplicity,

we will first describe the technique without the use of the compressed representation. This broad frame-

work is retained even when sketch based compression is used. Therefore, we will first describe the use

of the raw micro-cluster statistics in order to cluster the incoming graphs. Then, we will describe how

sketch methods are used in order to make changes to specific portions of the micro-cluster representation

and corresponding computations.
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The micro-clustering algorithm uses the number of micro-clusters as input. We refer to the the

Graph MICROclustering algorithm as the GMicro method. Initially, the clustering algorithm starts off

with the null set of micro-clusters. As new graphs arrive from the data stream, they are added to the

data as singleton micro-clusters. Thus, the first k graph records are created as singleton micro-clusters.

Subsequently, when the next graph Gr arrives, the distance to each micro-cluster centroid is computed.

The distance measure that we compute is constructed as a variant on the L2-distance measure for multi-

dimensional data and can be computed with the use of micro-cluster statistics. We assign the incoming

record Gr to the closest centroid based on this structural distance computation. However, in some

cases, an incoming data point in an evolving data stream may not fit well in any cluster. In order to

handle this case, we check if the structural spread of the picked micro-cluster is less than the distance

of Gr to that micro-cluster. The structural spread is defined as a factor1 of the mean-square radius

S(C) of the elements of micro-cluster C from its centroid. As in the case of the structural similarity

measure, we will see that the spread can also be computed as a function of the micro-cluster statistics.

If the structural spread is less than the distance of Gr to the closest micro-cluster, then we create a new

singleton micro-cluster containing only Gr . This micro-cluster replaces the most stale (least recently

updated) micro-cluster. The information on the last update time of the micro-clusters is available from

the corresponding time stamps in the micro-cluster statistics. The overall algorithm is illustrated in

Figure 1.

1In accordance with normal distribution assumptions, we pick this factor to be 3.
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2.1.1 Computing Edge Structural Similarity and Spread

Since we are dealing with the case of sparse structural data, we need to normalize for the frequency

of edges included in both the incoming record and the centroid to which the similarity is being computed.

We note that a micro-cluster can also be considered a pseudo-graph for which the frequencies of the

corresponding edges are defined as the sum of the corresponding frequencies of the edges from which

the micro-cluster was created. Therefore, we simply need to define a distance (similarity) function

between two graphs in order to compute the similarity between micro-clusters and centroids. Let C be a

given micro-cluster which contains the graphs G1 . . . Gn. Let the implicit graph for the micro-cluster C

(corresponding to the summation of the graphs G1 . . . Gn) be denoted by H(C). Let the corresponding

normalized graph (by dividing each edge frequency of H(C) by n(C)) be denoted by H(C).) Thus,

H(C) represents the centroid graph of all the graphs in the micro-cluster. Let the edges in L be denoted

by (X1, Y1) . . . (Xm, Ym). Let Gt be the incoming graph. Then, the L2-distance L2Dist(Gt,H(C))

between the graphs Gt and H(C) is defined as follows:

L2Dist(Gt, H(C)) =
m
∑

i=1

(

F (Xi, Yi, Gt)−
F (Xi, Yi, H(C))

n(C)

)2

A second possibility for the computation of the similarity function is the dot product. Unlike, the

L2-distance function, higher values imply greater similarity. The dot product Dot(Gt,H(C)) between

the graphs Gt and H(C) is defined as follows:
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Dot(Gt, H(C)) =
m
∑

i=1

F (Xi, Yi, Gt).
F (Xi, Yi, H(C))

n(C)

Next, we will define the structural spread of a given cluster. Since the structural spread is defined as

a function of the mean-square radius, we will first define the mean square radius of the micro-cluster C.

Then, the mean-square radius S(C) of C is defined as follows:

S(C) =
1

n

n
∑

j=1

L2Dist(Gj, H(C))

=
1

n
·

n
∑

j=1

m
∑

i=1

(

F (Xi, Yi, Gj)−
F (Xi, Yi, H(C))

n(C)

)2

The spread is defined as a factor1 t multiplied with S(C). Both the structural distance measure

and the structural spread can be computed as a function of the micro-cluster statistics. This is because

the value of F (Xq, Yq,H(C)) is directly available from the first-order statistics of micro-cluster C.

Similarly, the value of n(C) is included in the micro-cluster statistics. Therefore, we summarize as

follows:

1We use t = 3 in accordance with the normal distribution assumption.
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Lemma 1 The structural similarity measures denoted by L2dist(Gt,H(C)) and Dot(Gt,H(C)) be-

tween Gt and the centroid graph H(C) for cluster C can be computed from the micro-cluster statistics.

The spread S(C) can also be directly computed from the micro-cluster statistics. The corresponding

value can be obtained by simplifying the expression for S(C).

Lemma 2 The structural spread S(C) can be computed from the micro-cluster statistics.

Proof 1 Let us denote F (Xi, Yi,H(C))/n(C) by pi. This represents the average frequency of the edges

for the centroid of the micro-cluster. As discussed earlier, this can be computed directly from the micro-

cluster statistics. By substituting in the expression for S(C), we get the following:

S(C) =
1

n(C)

n
∑

j=1

m
∑

i=1

(F (Xi, Yi, Gj)− pi)
2 (2.1)

By expanding the expression for S(C), we can simplify as follows:

S(C) =

=

∑m

i=1
J(Xi, Yi,H(C))

n(C)
− 2

m∑

i=1

pi ·
∑n

j=1
F (Xi, Yi, Gj)

n(C)
+

+
m∑

i=1

p
2

i

=

∑m

i=1
J(Xi, Yi,H(C))

n(C)
− 2 ·

m∑

i=1

·pi · pi +

m∑

i=1

p
2

i

=

∑m

i=1
J(Xi, Yi,H(C))

n(C)
−

m∑

i=1

p
2

i
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We note that all the terms in the above definition are drawn from the micro-cluster definition. There-

fore, the spread S(C) can be computed directly from the micro-cluster statistics.

2.2 Sketch Based Micro-cluster Compression

The storage and computational requirements for updating the micro-clusters depend upon the num-

ber of edges in them. The number of edges in the micro-clusters will typically increase as new graphs

arrive in the stream. As the size of the micro-cluster increase, so does the time for computing the dis-

tance functions of incoming data points from the clusters. When the domain size is extremely large, the

number of distinct edges can be too large for the micro-cluster statistics to be maintained explicitly. For

example, consider the case when the number of possible nodes is 107. This is often the case in many real

applications such as IP-network data. Since the number of possible edges may be as large as 1013, the

size of the micro-cluster statistics may exceed the disk limitations, after a sufficient number of graphs

are received. This leads to challenges in storage and computational efficiency.

Sketch based approaches (9)(19) were designed for enumeration of different kinds of frequency

statistics of data sets. A commonly-used sketch is the count-min method (19). In this sketch, we

use w = ⌈ln(1/δ)⌉ pairwise independent hash functions, each of which map onto uniformly random

integers in the range h = [0, e/ǫ], where e is the base of the natural logarithm. The data structure itself

consists of a two dimensional array with w · h cells with a length of h and width of w. Each hash

function corresponds to one of w 1-dimensional arrays with h cells each. In standard applications of the

count-min sketch, the hash functions are used in order to update the counts of the different cells in this

2-dimensional data structure. For example, consider a 1-dimensional data stream with elements drawn

from a massive set of domain values. When a new element of the data stream is received, we apply
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each of the w hash functions to map onto a number in [0 . . . h − 1]. The count of each of the set of w

cells is incremented by 1. In the event that each item is associated with a frequency, the count of the

corresponding cell is incremented by the corresponding frequency. In order to estimate the count of an

item, we determine the set of w cells to which each of the w hash-functions map, and determine the

minimum value among all these cells. Let ct be the true value of the count being estimated. We note

that the estimated count is at least equal to ct, since we are dealing with non-negative counts only, and

there may be an over-estimation because of collisions among hash cells. As it turns out, a probabilistic

upper bound to the estimate may also be determined. It has been shown in (19), that for a data stream

with T arrivals, the estimate is at most ct + ǫ · T with probability at least 1− δ. The sketch can also be

used in order to estimate the frequencies of groups of items by using these same approach. The count-

min sketch can be used in order to estimate the frequency behavior of individual edges by treating each

edge as an item with a unique string value. We note that each edge (Xi, Yi) can be treated as the string

Xi ⊕ Yi where ⊕ is the concatenation operator on the node label strings Xi and Yi. This string can be

hashed into the table in order to maintain the statistics of different edges. The corresponding entry in

incremented by the frequency of the corresponding edge.

We can use the sketch based approach in order to construct the sketched micro-cluster. The idea is

that the portions of the micro-cluster whose size is proportional to the number of edges are not stored

explicitly, but implicitly in the form of sketch table counts. We will then see how well the individual

components of the micro-cluster representation are approximated. Since all clustering computations

can be performed in terms of micro-cluster statistics, it follows that the clustering computations can
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be effectively performed as long as the underlying micro-cluster statistics can be approximated. The

compressed micro-clusters are defined as follows:

Definition 2 The micro-cluster GCF (C) is defined as the set (GSketch(C), R(C), n(C), T (C)) of size

(e/ǫ) · ln(1/δ) + 3. The individual components of GCF (C) are defined as follows:

• The data structure GSketch(C), contains a sketch-table of all the frequency-weighted graphs

which are included in the micro-cluster. This requires a table with size (e/ǫ) · ln(1/δ). The actual

micro-cluster update is performed as follows. For each edge (Xi, Yi) for an incoming graph,

we compute the concatenation string Xi ⊕ Yi, and hash it into the table with the use of w hash

functions. We add the frequency of the incoming edge to the corresponding w entries.

• We maintain R(C) =
∑m

i=1 J(Xi, Yi,H(C)) explicitly. This is done by adding the square of the

frequency of the incoming edge to R(C).

• The number of graphs in the micro-cluster C is denoted by n(C).

• The time stamp is of the last graph which was added to the cluster C is denoted by T (C).

The above definition implies that a separate sketch-table is maintained with each micro-cluster. It is

important to note that we use the same set of corresponding hash functions for each sketch table. This

is important in order to compute important statistics about the micro-clusters such as the dot-product.

The GMicro algorithms can be used with this new definition of micro-clusters except that the inter-

mediate computations may need to be performed as sketch-based estimates. In the remaining portion of

this section, we will discuss how these estimates are computed, and the accuracy associated with such

computation. We note that the first-order and second-order statistics are implicitly coded in the sketch
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table. Let W (C) be the sum of the edge frequencies in H(C). The sketch encodes implicit information

about the micro-clusters. The first-order and second-order statistics can be estimated as follows:

• F (Xi, Yi,H(C)) can be estimated by hashing Xi⊕Yi into the hash table with the use of thew hash

functions, and computing the minimum of the corresponding entries. It can be directly shown (19)

that the corresponding estimate F̂ (Xi, Yi,H(C)) lies in the range [F (Xi, Yi,H(C)), F (Xi, Yi,H(C))+

ǫ ·W (C)] with probability at least 1− δ.

• We note that J(Xi, Yi,H(C)) cannot be estimated effectively. One possibility is to compute an

estimate on J(Xi, Yi,H(C)) by hashing Xi ⊕ Yi into the hash table with the use of the w hash

functions, and computing the minimum of the square of the corresponding entries. However, the

bound on this estimate is quite loose, and therefore we will not use the approach of estimating

J(Xi, Yi,H(C)). Rather, we will see that the additional information R(C) =
∑m

i=1 J(Xi, Yi, C),

which is maintained in the sketch-based statistics is sufficient to perform the intermediate compu-

tations for clustering.

The above observations emphasize that intermediate information on the micro-cluster statistics can

be constructed approximately with the sketch technique. This is useful, since all the important properties

of the clusters are encoded in the micro-cluster statistics. For example, if the behavior of the different

portions of the graph (or specific edges) need to be examined in the context of different clusters, the

corresponding micro-cluster statistics need to be derived. Next, we discuss the estimation of important

quantitative computations which are performed during the clustering process.
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2.2.1 Distance estimations

We will expand the expression for L2Dist in order to express it in terms of sketch-based micro-

cluster statistics:

L2Dist(Gt, H(C)) =
m
∑

i=1

(

F (Xi, Yi, Gt)−
F (Xi, Yi, H(C))

n(C)

)2

=

m
∑

i=1

F (Xi, Yi, Gt)
2 − 2

m
∑

i=1

F (Xi, Yi, Gt) · F (Xi, Yi, H(C))

n(C)
+

+

m
∑

i=1

F (Xi, Yi, H(C))2

n(C)2

All of the three expressions in the above expansion are dot products. Of these dot products, the value

of the expression
∑m

i=1 F (Xi, Yi, Gt)
2 can be computed exactly, by using the statistics of the incoming

graph Gt. The other two dot products are estimated using the technique discussed for (19). Specifically,

in the second term, F (Xi, Yi, Gt) can be computed exactly, while F (Xi, Yi,H(C)) can be computed di-

rectly from the sketch table GSketch(C). We perform a pairwise multiplication for each edge appeared

in the incoming graph Gt, and use the sum to estimate
∑m

i=1 F (Xi, Yi, Gt) · F (Xi, Yi,H(C)) in the

second term. The value of the third term (
∑m

i=1 F (Xi, Yi,H(C))2) can be estimated by performing the

dot product between two copies of GSketch(C). There is a one-to-one correspondence among the cells

of both copies. We perform pairwise dot products for the w different rows in the sketch table, and pick

the minimum of these values as the estimate.
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Next, we will bound the quality of the distance estimation. Since the distance estimation is expressed

as a function of individual dot-products (which can themselves be bounded), this also helps in bounding

the overall quality of the estimation. Let V (Gt) be the sum of the frequencies of the edges in Gt. Then,

we can show the following:

Lemma 3 With probability at least (1 − 2 · δ), the estimate of L2Dist(Gt,H(C)) with the use of the

sketch-based approach lies in the range [L2Dist(Gt,H(C))−2·ǫ·V (Gt)·W (C)/n(C), L2Dist(Gt ,H(C))+

ǫ ·W (C)2/n(C)2].

Proof 2 We note that the computation of L2Dist requires the estimation of two terms, which have

opposite effects on the overall estimate. Each extreme case is when one of the terms is estimated as

exactly as possible, and the other is overestimated as much as possible. We deal with these cases below:

Extreme Case I:
∑m

i=1 F (Xi, Yi,H(C))2 is exactly estimated, but F (Xi, Yi,H(C)) · F (Xi, Yi, Gt) is

over-estimated: This forms the lower bound for the range, since the over-estimated term has a negative

sign attached before it. We know from (19), that the over-estimation of this dot product is no more than

ǫ · V (Gt) ·W (C) with probability at least (1 − δ). Scaling by the constant 2/n(C) to account for the

constant factor in front of the term, we derive that the lower bound is at least L2Dist(Gt,H(C))− 2 ·

ǫ · V (Gt) ·W (C)/n(C) with probability at least 1− δ.

Extreme Case II: F (Xi, Yi,H(C)) · F (Xi, Yi, Gt) is exactly estimated, but
∑m

i=1 F (Xi, Yi,H(C))2 is

over-estimated: This forms the upper bound for the range. As in the previous case, we can show that

the level of over-estimation is at most ǫ ·W (C)2 with probability at least 1 − δ. Scaling by the factor

1/n(C)2 to account for the constant factor in front of the term, we derive that the upper bound is at most

L2Dist(Gt,H(C)) + ǫ ·W (C)2/n(C)2 with probability at least 1− δ.
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Since the bounds for either of the two cases are violated with probability at most δ, the probability

of neither bound being violated is at least 1− 2 · δ. This proves the result.

The above result can also be used for dot-product estimation.

Lemma 4 With probability at least (1 − δ), the estimate of Dot(Gt,H(C)) with the use of the sketch-

based approach lies in the range [Dot(Gt,H(C),Dot(Gt,H(C)) + ǫ · V (Gt) ·W (C)/n(C)].

Proof 3 This follows directly from the dot product results in (19).

2.2.2 Estimation of Spread

In this section, we will discuss the estimation of the spread S(C) with the sketch-based approach. It

was shown earlier that the value of S(C) is estimated as follows:

S(C) =

∑m
i=1 J(Xi, Yi,H(C))

n(C)
−

m
∑

i=1

p2i

=
R(C)

n(C)
−

m
∑

i=1

p2i

The above expression can be estimated directly from the sketch statistics. BothR(C) and n(C) are main-

tained directly in the sketched micro-cluster statistics. Next, we discuss the computation of the second

term. The value of
∑m

i=1 p
2
i can be estimated as the sum of the squares of the sketch components in

each row. We compute the minimum value across w rows, and denote this value by Pmin. The first term

in the above expression is estimated as Pmin/n(C), and the second term is estimated as Pmin/n(C)
2.

Next, we will bound the quality of the estimation with the use of the sketch-based approach.
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Lemma 5 With probability at least 1− δ, the sketch based estimation of S(C) lies in the range [S(C)−

ǫ ·
∑m

i=1 p
2
i , S(C)].

Proof 4 We note that S(C) is expressed using two terms, the first of which is known exactly. The only

source of inaccuracy is in the estimation of
∑n

i=1 p
2
i , which is computed as a self dot-product, and

therefore over-estimated. Since this term adds negatively to the overall estimation, it follows that the

overall computation is always under-estimated. Therefore, the upper bound on the estimation is the true

value of S(C).

In order to compute the lower bound, we consider the case when the second term
∑m

i=1 p
2
i is over-

estimated as much as possible. In order to estimate this value, we consider a hypothetical graph Q(C) in

which all edges ofH(C) are received exactly once, and the frequency of the ith edge is F (Xi, Yi,H(C)).

We note that the sketch of this graph is exactly the same as that of H(C), since the aggregate frequencies

are the same. Therefore, the dot product of Q(C) with itself will estimate
∑m

i=1 F (Xi, Yi,H(C))2 =

n(C)2 ·
∑n

i=1 p
2
i . The dot-product estimation for the graph Q(C) is exactly equal to Pmin. Therefore,

the value of Pmin/n(C)
2 is an estimate of

∑m
i=1 p

2
i . By using the bounds discussed in (19), it can be

shown that this over-estimate is at most ǫ ·
∑m

i=1 p
2
i with probability at least 1− δ. This establishes the

lower bound.

2.2.3 Time Complexity

In this section, we will study the time-complexity of the graph stream clustering algorithm. We will

compute this time-complexity both for the case of the disk-based clustering algorithm and the sketch-

based clustering algorithm. This analysis will also show the advantage of the disk-based clustering
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algorithm over the sketch-based clustering method. We assume that the entire data stream contains N

data points, which are divided into k clusters. Furthermore, we assume that the average number of

edges in an incoming graph in the stream is given by p. Furthermore, let the average number of distinct

edges in the different micro-clusters in the stream be given by t.

2.2.3.1 Disk-based Clustering Algorithm

The main time-complexity of the disk-based clustering algorithm is in computing the distances of

the incoming graph to the different micro-clusters. We note that the process of updating the micro-

clusters is strictly dominated by this running time. The time to compute the distances between between

the ith graph with li edges and the jth micro-cluster with L(Cj) distinct edges is given by li+L(Cj). For

each incoming graph, this needs to be repeated over the k different clusters. Furthermore, this process

needs to be repeated over the N different graphs in the stream. Thus, the two terms in the expression

li+L(Cj) need to be summed overN ·k different possibilities. Since the average number of components

in the graphs and the micro-clusters are given by p and t respectively, it follows that the total number of

operations is given by O((p+ t) ·N · k).

One observation about the time-complexity is that it is dependent on p and t, which are highly

dependent on the characteristics of the underlying data. Furthermore, the value of t is dependent on the

number of distinct edges in the micro-clusters, which may be quite large. At a given time, the number of

distinct edges in the micro-clusters may vary, as a result of which the processing efficiency of the stream

clustering method may vary considerably over the computation process. These operations are also disk-

resident, and are therefore not particularly efficient. The random-accesses to the micro-clusters on disk

can be slow, because each random access requires seeks from the disk for the computation process.
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2.2.3.2 Time Complexity of Sketch-based Method

In this section, we will study the time-complexity of the sketch-based method. In the case of the

hash-table, for each incoming graph with li edges, we need to compute the distance to the sketch-based

micro-clusters. For a given graph with li edges, we need to compute w different hash functions. We

note that (unlike the previous case), this is independent of the number of distinct edges in the micro-

cluster. As in the previous case, a total of N · k different similarity computations need to be performed

over the data stream. Since the average number of edges in a graph is p, the average efficiency per

similarity computation is given by p ·w. Thus, the total requirement over the entire data stream is given

by O(N ·k ·p ·w). We note that unlike the previous case, this is not dependent upon the distinct edges in

the data stream. This makes the efficiency requirements more stable over the course of the data stream.

Furthermore, these operations are all main memory operations, and are therefore much more efficient

than the disk resident case. As we will see later, these improved efficiencies of the sketch-based method

will be reflected in the experimental results.

2.3 Evolution Analysis with Clustering

Since clustering is a natural method for data summarization, it can also be used for evolution anal-

ysis. The changes in the summarized cluster representation provide an idea of the changes in the high

level trends in the data. Specifically, if tc be the current time, then for a user-defined window q, we would

like to compare the clusters at time tc with those at time tc − q. Such changes provide an understanding

of the nature of the changes in the underlying graph structure, and can be useful for a wide variety

of applications. There are two kinds of evolutionary changes which can be tracked in the underlying

clusters:



30

• We can track new clusters which are added during the clustering process; or clusters which dis-

appear over the course of stream clustering. This provides a direct view of the obvious changes

which occur during the clustering process. Such situations typically arise because of the sud-

den arrival of either completely new trends in the data stream, or the sudden disappearance of

important trends in the original data stream.

• In some cases, the changes may not be directly obvious as in the cluster additions and deletions.

Rather, the aggregate distributions of the data points among different clusters in different segments

may be different. This is a more challenging situation to detect, and may occur as a results of

slower evolution over a continuous period.

Both cases require the comparisons of the clusters across different snapshots. The first case is simple,

because we can simply compare the clusters at snapshot tc, with the clusters at snapshot tc−q, and report

the clusters which are new, or the clusters which have disappeared. In order to accurately distinguish

new clusters from old ones, we maintain cluster-identifiers, which are defined by the time-stamp at

which they are created. The identifier is very useful in tracking the behavior of the clusters throughout

the entire process. Since each cluster is created at a different time-stamp, this ensures that the different

cluster-identifiers are unique. Therefore, in order to track new or disappearing clusters in the data, we

track the following two quantities:

• The new cluster identifiers at time tc, which were not present at time tc − q. This immediately

provides us with the new clusters which have appeared in the stream over the last horizon of

length q.
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• The cluster identifiers which have disappeared between time tc − q and tc. This immediately

provides us with the clusters which have disappeared in the last horizon of length q.

The above quantities provide us with a good understanding of trends appearing or disappearing

in the data. The process of determining the changes in the aggregate frequencies is slightly different.

For this purpose, we maintain the vector-space frequency vectors of the cluster-identifiers. The vector-

space representation of a cluster identifier contains the identifier itself along with the frequency of the

corresponding cluster identifiers. The frequency of a cluster identifier corresponds to the number of

data points inside the cluster. This is required in order to keep track of the “popularity” of the cor-

responding cluster. Note that the set of the cluster identifiers in the vector-space representation will

change over time, as new clusters are added and old ones are deleted. Therefore, if id1(t) . . . idk(t)

and f1(t) . . . fk(t), be the corresponding cluster identifiers and frequencies, the clusters and their corre-

sponding membership frequencies at time t, then all of these values are maintained in the vector-space

representation. Thus, a total of 2 · k values are maintained, where k is the number of clusters.

In order to compute the changes which have occurred in the evolution of the clusters from time tc−q

to time tc, we first compute the differential cluster statistics from time tc − q to time tc, as well as the

differential cluster statistics from time tc − 2 · q to time tc − q. The differential cluster statistics refer

to the frequencies of the data points in the different clusters at time tc, which correspond only to data

points which have arrived between times tc− q and tc. Since the cluster identifiers between times tc− q

and tc may not exactly be the same, we compute the statistics only for the clusters which are available at

the time tc. We formally define the differential cluster statistics between time periods (t1, t2) as follows:
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Definition 3 The differential cluster statistics in the time period (t1, t2), is the frequencies of the data

points in the cluster identifiers at time t2, which have arrived in the time period (t1, t2). In other words,

we use only the data points which have arrived in the time-interval (t1, t2).

It is evident that the differential cluster statistics can be computed directly from the micro-clusters

because of the additivity property. This is done matching the cluster identifiers between times t1 and t2,

and then subtracting the corresponding statistics between the two time intervals.

In order to compute the aggregate changes from the clusters in the time-interval (tc − 2 · q, tc −

q) to the interval (tc − q, tc), we compute the normalized-cosine similarity between the vector-space

representation of the differential cluster statistics. The smaller the cosine similarity, the greater the

differences from (tc − q) to tc. Since the normalized cosine-similarity lies in the range (0, 1), we can

output a change alarm level, which is defined as the 1−cs(t), where cs(t) is the current cosine similarity

at time t. This alarm level can be computed continuously over horizons of length q throughout the life of

the data stream. Peaks in this alarm level correspond to sudden changes in the trends in the data stream.

We note that the construction of the differential statistics requires the storage of the micro-clusters

at different snapshots. Therefore, we need the snapshots of the past horizons in order to construct the

differential statistics. If the horizon q is known a-priori, then it suffices to maintain a single snapshot

at time tc − q, in addition to the current snapshot at time tc. A complicating issue is that the user may

dynamically choose any horizon during stream processing, and therefore it is not sufficient to maintain

a single snapshot at time tc − q. While a natural solution is to store the snapshots at evenly spaced

intervals, this can be impractical for an application receiving large amounts of data during long periods
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of time. This is because the number of snapshots will continuously increase over time, and the storage

requirements will become impractical over a long period of time.

Therefore, a natural solution is to store the snapshots at pyramidally defined intervals, so as to ap-

proximate the corresponding horizons well. Ideally, we would like to obtain the differential vector of a

horizon which is as close to the target horizon as possible. For this purpose, we use a pyramidal pattern

(4) of storage of the snapshots. Of course, the snapshot for the current time instance is always main-

tained dynamically in main memory. The pyramidal storage pattern is defined by constructing a set of

levels across which the snapshots are stored. These levels are defined and stored as follows:

(1) For a user-defined parameter α > 1, snapshots at level i are stored at clock times which are divisible

by αi.

(2) For a user-defined integer parameter l, the last αl snapshots of each level are retained at any moment

in time.

There can be overlap between snapshots at different levels, if l > 0. In such cases, we eliminate

duplicates in order to maximize storage efficiency. We make the following observations:

(1) At clock time T , the total number of levels is logα(T ).

(2) At clock time T , the total number of snapshots is at most αl · logα(T ).

(3) For any user-specified horizon q and current time tc, a snapshot can be found at time tc−q
′ such that

|q− q′|/h < 1/(2 ·αl−1). Therefore, the horizon q can be approximated with a high degree of accuracy.

While the first two properties are quite evident, the third needs to be proved explicitly. The following

Lemma proves this explicitly:
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Lemma 6 For any user-specified horizon q and current time tc, a snapshot can be found at time tc − q′

such that |q − q′|/q < 1/(2 · αl−1).

Proof 5 See (4).

We note that these results show that the number of stored snapshots increase logarithmically with

time T , while guaranteeing a high degree of accuracy. For example, let us consider an extreme example

of a sensor network running over one hundred years, with clock intervals of one second. Further, let us

assume that we pick α = 2 and l = 10. We note that this choice of parameters guarantees a 99.99%

accuracy in horizon estimation. In such a case, we need to store 210 · log2(100 ·365 ·24 ·3600) ≈ 31554

snapshots. Assuming that the historical behavior is stored on disks at leader (or intermediate) nodes,

this is a fairly modest storage requirement. This ensures that the change diagnosis can be performed

dynamically for any time-horizon according to user requirements. This also ensures that the evolu-

tion analysis can be performed simultaneously with the stream clustering process, without a significant

additional overhead.

2.4 Experimental Results

In this section, we will present the experimental results from the use of this approach. We will test

the techniques for both efficiency and effectiveness. We will test both the exact clustering approach and

the compression-based clustering approach. We will show that the two techniques are almost equally

good in terms of quality, but the compression-based technique is significantly superior in terms of effi-

ciency. This is because the disk-based approach requires the storage of a large number of edges on disk.

This slows down the disk-based approach significantly.
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2.4.1 Data Sets and Default Parameters

We used a combination of real and synthetic data sets in order to test our approach. The real data

sets used were as follows:

(1) DBLP Data Set: The DBLP data set contains scientific publications in the computer science do-

main. We further processed the data set in order to compose author-pair streams from it. All conference

papers ranging from 1956 to March 15th, 2008 were used for this purpose. There are 595, 406 authors

and 602, 684 papers in total. We note that the authors are listed in a particular order for each paper.

Let us denote the author-order by a1, a2, . . . , aq . An author pair 〈ai, aj〉 is generated if i < j, where

1 ≤ i, j ≤ q. There are 1, 954, 776 author pairs in total. Each conference paper along with its edges

was considered a graph. We used a clustering input parameter of k = 2000 clusters.

(2) IBM Sensor Data Set: This data contained information about local traffic on a sensor network

which issued a set of intrusion attack types. Each graph constituted a local pattern of traffic in the sen-

sor network. The nodes correspond to the IP-addresses, and the edges correspond to local patterns of

traffic. We note that each intrusion typically caused a characteristic local pattern of traffic, in which

there were some variations, but also considerable correlations. We used two different data sets with the

following characteristics:

Igraph0103-07: The data set Igraph0103-07 contained 1 a stream of intrusion graphs from June 1,

1Available at

http://www.charuaggarwal.net/sens1/gstream.txt
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2007 to June 3, 2007. The data stream contained more than 1.57 ∗ 106 edges in the aggregate, which

were distributed over approximately 2250 graphs. We note that this graph was much denser compared

to the DBLP data set, since each individual graph was much larger. Thus, even though the number of

graphs do not seem very large, the size of the underlying edge streams were huge, since each graph

occupies a large amount of space. We intentionally chose a graph structure which was very different

from the DBLP data set, since this helps in evaluating our algorithm on different kinds of graphs.

Igraph0406-07: The data set Igraph0406-07 contained 1 a stream of intrusion graphs from June 4,

2007 to June 6, 2007. The data stream contained more than 1.54 ∗ 106 edges in the aggregate, which

were distributed over approximately 2760 graphs. We used a clustering input parameter of k = 120

clusters.

(3) Synthetic Data Set: We used the R-Mat data generator in order to generate a base template for

the edges from which all the graphs are drawn. The input parameters for the R-Mat data generator were

a = 0.5, b = 0.2, c = 0.2, S = 17, and E = 508960 (using the CMU NetMine notations). If an edge

is not present between two nodes, then the edge will also not be present in any graph in the data set.

Next, we generate the base clusters. Suppose that we want to generate κ base clusters. We generate

κ different zipf distributions with distribution function 1/iθ . These zipf distributions will be used to

define the probabilities for the different nodes. The base probability for an edge (which is present on the

1Available at

http://www.charuaggarwal.net/sens2/gstream.txt
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base graph) is equal to the product of the probabilities of the corresponding nodes. However, we need

to adjust these base probabilities in order to add further correlations between different graphs.

Next, we determine the number of edges in each graph. The number of edges in each of the generated

graph is derived from a normal distribution with mean µ = 100 and standard deviation σ = 10. The

proportional number of points in each cluster is generated using a uniform distribution in [α, β]. We

used α = 1, and β = 2. In order to generate a graph, we first determine which cluster it belongs to

by using a biased die, and then use the probability distributions to generate the edges. The key here is

that the different node distributions be made to correlate with one another. One way of doing so is as

follows. Let Z1 . . .Zκ be the κ different Zipf distributions. In this case, we used k − 20 in order to

generate the data set. In order to add correlations, we systematically add the probabilities for some of

the other distributions to the ith distribution. In other words, we pick r other distributions and add them

to the ith distribution after adding a randomly picked scale factor. We define the distribution Si from

the original distribution Zi as follows:

Si = Zi + α1 · (randomly picked Zj) + . . .

. . . + αr · (randomly picked Zq)

α1...αr are small values generated from a uniform distribution in [0, 0.1]. The value of r is picked to be

2 or 3 with equal probability. We use S1 . . . Sr to define the node probabilities. We used a clustering

input parameter of k = 20.
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For all data sets (unless otherwise mentioned), the default length of the hash table was 500, and the

default number of hash functions was 15.

2.4.2 Evaluation Metrics

We used a variety of metrics for the purposes of evaluation. For the case of the synthetic data

sets, we used the cluster purity measure. For each generated cluster, we determined the dominant

cluster id (based on the synthetic generation identifier), and reported the average cluster purity over

the different clusters. The higher the cluster purity, the better the quality of the clustering. On the

other hand, this is not an effective metric for the case of real data sets. This is because the “correct”

definition of an unsupervised cluster is unknown in real data sets. Therefore we rely on two criteria

to test the effectiveness: (1) We explicitly examine the clusters anecdotally to illustrate their coherence

and interpretability. (2) A possible source of error can be the use of the sketch-based approximation.

Therefore, we test the percentage of time that the sketch-based approximation results in a different

assignment than one which is achieved by using the exact representation of the micro-clusters.

Therefore, for the purposes of evaluation only, we also retain the exact representations of the micro-

clusters which are constructed on the clusters maintained with the approximate sketch-based approach.

We note that this option is for effectiveness evaluation purposes only and is disabled during efficiency

measurements. Then, we compute the assignment using the exact as well as sketch-based computation.

We compute the fraction of time that the two assignments are the same. A perfect situation would be

one in which the value of this fraction is 1.
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Figure 2. Performance on Synthetic Data Set (10K Graphs)

2.4.3 Clustering Evaluation

We first present results on effectiveness. For the case of real data sets, no realistic “ground-truth”

can be inferred for an unsupervised problem. Therefore, we will intuitively examine some anecdotal

evidence about the clusters in order to explore their natural coherence. Then, we will examine the accu-

racy of the sketch-based approximation with quantitative comparisons of the sketch based assignments

with those that use the original data.

We will first present some summary results for a group of clusters obtained by the algorithm in the

case of the DBLP data set. The most frequently occurring authors in these clusters are as follows:
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Figure 3. Performance on IGRAPH0103-07 Data Set

Cluster A: Frequent Authors: Jiawei Han, Umeshwar Dayal, Jian Pei, Ke Wang

Cluster A: Description: Sequential Pattern Mining Papers Published between 2000 and 2004

Cluster B: Frequent Authors: Herbert Edelsbrunner, Bernard Chazelle, Leonidas J. Guibas, John

Hershberger, Micha Sharir, Jack Snoeyink, Emo Welzl

Cluster B: Description: The cluster contains a group of papers on computational geometry.

Cluster C: Frequent Authors: Mahmut T. Kandemir, Alok N. Choudhary, J. Ramanujam, Prithviraj

Banerjee

Cluster C: Description: The cluster contains papers on parallel computing written between 1999 and
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Figure 4. Performance on IGRAPH0406-07 Data Set

2003.

It is clear that in each case, the clusters contain a coherent set of authors together with papers on the

same subject matter. This was generally the case across all the clusters. The aim of the above examples

is to simply provide an intuitive idea of the meaningfulness of the underlying clusters. We will provide

some quantitative measures slightly later.

2.4.4 Case Studies for Evolution Analysis

We will first present some examples of results obtained by our framework on the DBLP data set. We

will present the evolution trends in the underlying clusters with the passage of time. We will use some
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Figure 5. Performance on DBLP Data Set

of the clusters containing the author Jiawei Han as a frequently occurring node (among the clustered

objects) as an example. The most frequently occurring nodes (authors) in the corresponding clusters are

listed in Table I.

The cluster A is a big cluster with around 80 authors, and it spans a relatively long time period.

Other clusters (B, C, D, and E) are relatively small, and may also be temporally transient. The cluster A

was created when Jiawei Han published his paper in the first KDD conference in the year 1995. From

then on, this cluster was frequently updated, and actually it was one of the most frequently updated

clusters in DBLP. We will describe more details about this cluster later. The cluster B was created in
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the year 1994, and our framework found that it was frequently updated from the year 1994 to 1996.

We noticed that Jiawei Han and Yongjian Fu published several papers during that time on the topic of

association rules. However, this cluster remained unchanged since 1999 and finally was replaced by

a new incoming graph due to the fact that it was rarely updated. The possible reason might be that

Yongjian Fu graduated after this point, and did not publish significantly after this point. The cluster

C mined through our framework reveals the co-authorship among Jiawei Han, Ke Wang and Jian Pei,

which accurately presents their research work on sequential pattern mining and frequent itemset mining

from 2001 to 2003. Clusters D and E are two relatively new clusters, and they continued to grow steadily
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Cluster ID Most Frequent Coauthors Starting Year

A Jian Pei, Xifeng Yan, Philip S. Yu, and Anthony K. H. Tung 1995

B Yongjian Fu 1994

C Ke Wang and Jian Pei 2001

D Xiaolei Li and Hector Gonzalez 2003

E Deng Cai and Xiaofei He 2005

TABLE I

MICRO-CLUSTER EXAMPLES

till the end of the stream. We noticed that Xiaolei Li and Deng Cai were two PhD students supervised

by Jiawei Han, who started their research in 2003 and 2005 respectively. The information provided by

the clustering process is consistent with the results generated by our proposed framework.

Since cluster A is one of the most frequently updated clusters in DBLP, it is interesting to analyze

its aggregate distributions. This cluster represented a number of general data mining papers which

could not be neatly assigned to any particular subtopic of data mining. We show the frequencies of

the graphs in the cluster A at different time periods in Figure 7. The increasing frequency represents

more researchers are involved and more papers are published. From the figure, we can learn that the

community represented by the cluster A is growing fast in the past decade. This cluster increased in size

over the years, as the number of authors, collaborations, and papers also increased in size over time.

2.4.5 Quantitative Comparisons

Next, we will compare the effectiveness of the exact clustering approach with one that uses hash-

compressed micro-clusters. The effectiveness for both the exact and compression-based clustering ap-

proach for the different data sets are illustrated in Figures 2(a), 3(a), 4(a) and 5(a). In the case of the



45

 0

 10

 20

 30

 40

 10  20  30  40  50

F
R

E
Q

U
E

N
C

Y

GRAPHS PROCESSED (K)

CLUSTER A

Figure 7. Frequencies of Graphs in Cluster A

synthetic data set, we use cluster purity as the measure, whereas in the case of the real data sets, we used

the fraction of time that the same assignment was performed by both the two approaches. In the case

of real data sets, we computed the assignment with the use of both exact and sketch-based statistics,

and we checked if they were the same. For the synthetic data set, we note that the quality of the two

approaches is almost identical. The purity of the compression-based clustering approach is only slightly

lower than the purity of the exact clustering approach. For the real data sets, the percentage of time

that the two approaches result in the same assignment of an incoming data point to a given cluster was

typically over 90%. Some cases in which the distance differences were small between the first and sec-

ond choices resulted in a different ordering of assignments. However, such differences do not typically

result in qualitative differences in the underlying clustering process. This suggests that the sketch-based

approximation of the micro-clusters maintains the accuracy of the clustering process.
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We also tested the efficiency of the two methods. All results were tested on a Debian GNU/Linux

server (double dual-core 2.4 GHz Opteron processors, 4GB RAM). In Figures 2(b), 3(b), 4(b) and 5(b)

we have illustrated the efficiency of the clustering method on different data sets. The progression of the

stream is illustrated on the X-axis, whereas the stream processing rate (the number of edges processed

per second) is illustrated on the Y -axis. Since the exact clustering approach uses a disk-based scheme

to handle the large space requirements of data sets, its processing rate is significantly lower than the

sketch-based approach. Furthermore, the size of the micro-clusters increases with progression of the

stream, since the number of edges tracked by each micro-cluster increases with stream progression.

Therefore, the technique slows down further with stream progression. On the other hand, the processing

rate of the sketch-based approach is significantly faster than the exact clustering approach, and it is not

affected by the progression of the stream. This is because the size and update of the memory-resident

sketch table remains unaffected with the progression of the data stream. The disk-based approach is

affected by the changes in the underlying trends. When new distinct edges are encountered, the scheme

slows down as it is unable to find the corresponding edges in the underlying statistics and adds to the

existing statistics on disk. The efficiency results with stream progression are illustrated in Figures 3(b)

and 4(b). It is evident that the processing rate of the disk-based approach is heavily influenced by the

distribution of the edges in the incoming graphs, while the sketch-based approach maintains a relatively

stable performance with time progression. The low variability of the processing rate of the sketch-based

method is a clear advantage from the perspective of practical applications.

We also tested the sensitivity of the clustering approach with sketch-table parameters. From the

estimation analysis in section 3, it is evident that we can obtain better quality results by increasing the
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number of hash functions w and the range h. On the other hand, it is also not advantageous to increase

the sketch table size unnecessarily, since this results in inefficiency on account of poor cache locality.

It is desirable that a high quality clustering can be obtained with the use of a reasonably small sketch

table. In this section, we will conduct sensitivity analysis of the effectiveness and efficiency with sketch

table size.

The effectiveness and efficiency results of the two methods on the DBLP data set are illustrated in

Figures 5(a) and (b). It is evident that the two approaches resulted in a very similar assignment, and the

processing rate of the sketch-based approach is significantly higher than the disk-based approach. Since

the disk-based approach requires too much time to process the whole DBLP data set, we will use only

the first 5,000 graphs for sensitivity analysis.

Figures 2(c) and (d) illustrate the impact of sketch table length on effectiveness and efficiency of

the clustering process. We use the results of the exact clustering approach as the baseline. These results

are constant across the range of sketch-table parameters, because the exact clustering approach does

not use the sketch table. We can see that the clustering quality improves with increasing sketch table

length. This is because collisions are more likely to occur in smaller hash tables. On the other hand, the

efficiency is not affected much by the sketch table length due to the constant lookup time of hash tables.

We also reported the sensitivity analysis of sketch table length on the real data sets in Figures 3(c), (d),

4(c), (d) and 5(c), (d). As the case of synthetic data sets, when the length of the sketch table is larger than

500, the similarity of assignment between the two methods is more than 90%. Thus, for modestly large

sketch-table sizes, the approach is able to closely mimic the behavior of the exact clustering approach.
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We also tested the sensitivity of the approach to the number of hash functions. The number of hash

functions was varied from 10 to 20. The results for the synthetic data sets are illustrated in Figures

2(e), and (f), and those for the real data sets are illustrated in 3(e), (f), 4(e), (f) and 5(e), (f). As in the

previous case, we present the results of the exact clustering approach as the baseline in each figure. The

processing time increases linearly when the number of hash functions increases. That is because the

process of determining the minimum value among all the cells requires us to look up each hash function

once. We also note that the quality is not affected very significantly by the number of hash functions.

While increasing the number of hash functions improves the robustness, its effect on the absolute quality

is relatively small. This implies that we can use a small number of hash-functions in order to maintain

efficiency, while retaining effectiveness.

It is also valuable to test the efficiency of the proposed approach over varying numbers of clusters.

The results for synthetic and real data sets are illustrated in Figures 6 (a), (b), (c) and (d), respectively.

As a comparison, we present the results of the exact clustering approach for each data set. In all figures,

the X-axis illustrates the number of clusters, and the Y -axis represents the running time in seconds.

The DBLP data set contains many authors and papers which tend to have numerous underlying clusters.

Because of this characteristic of the DBLP data set, we vary the number of clusters from 2000 to 3000.

We vary the number of clusters from 30 to 130 for the synthetic data set, and vary the number from 120

to 220 for the two sensor data sets. Other settings are the same as the previous figures. From Figures

6, it is evident that our approach scales linearly with increasing number of clusters for all data sets.

This is because the number of sketch tables and the distance function computations scale linearly with

increasing number of clusters.



CHAPTER 3

CLUSTERING GRAPH STREAMS WITH SIDE INFORMATION

Recently, there is an increasing need for mining dynamic graphs with the rapidly growing social

networks, Internet applications and communication networks (8)(46)(2)(7)(93). A graph stream is de-

fined as individual graph objects arrive continuously over time, which represent various activities among

nodes in the networks. Such activities can be discussion threads in social networks, user click graphs in

user web browsing sessions and authorship graphs in a dynamically updated scientific repository. The

nodes of each graph object are typically drawn from a massive domain, such as users in social networks,

IP addresses in Internet applications and terminals in communication networks. Although each graph

object is in a modest size, the total number of distinct nodes and edges in the aggregated data from the

stream can be extremely large.

Many existing approaches on graph stream mining have been devised to solve different tasks, in-

cluding clustering (8), classification (2), outlier detection (7), etc. All these approaches on graph streams

are primarily designed for mining the link structures among graph objects only. However, in many real

world applications, there are many side attributes associated with graphs that can be potentially highly

useful to the mining tasks. Some examples of such attributes are listed as follows:

• In social networks, many social activities are generated daily in the form of streams, which can

be naturally represented as graphs. In addition to the graph representation, there are tremendous

side information associated with social activities, e.g. user profiles, behaviors, activity types and

49
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Figure 8. An Example of a (Directed) Social Activity Graph Stream with Side Information

geographical information. These attributes can be quite informative to analyze the social graphs.

We illustrate an example of such user interaction graph stream in Figure 8.

• Web click events are graph object streams generated by users. Each graph object represents a

series of web clicks by a specific user within a time frame. Besides the click graph object, the

meta data of webpages, users’ IP addresses and time spent on browsing can all provide insights

to the subtle correlations of click graph objects.

• In a large scientific repository (e.g. DBLP), each single article can be modeled as an authorship

graph object (8)(7). In Figure 9, we illustrate an example of an authorship graph (paper) which

consists of three authors (nodes) and a list of side information. For each article, the side attributes,

including paper keywords, published venues and years, may be used to enhance the mining quality

since they indicate tremendous meaningful relationships among authorship graphs.
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Figure 9. An Example of an (Undirected) Authorship Graph with Side Information

Thus, it is much desired that the mining process can incorporate both links and side information to

further improve its effectiveness. In this chapter, we propose a framework to cluster graph streams with

side information. The challenges of this problem are two-fold:

(1) Both graphs and side information are drawn from massive domains, which can not be explicitly

held in the memory. For example, consider the number of users in a social network to be N . The poten-

tial number of distinct interactions (edges) can be as large as the order of N2. Many side information

such as IP address, tags, tokenized text and geographical information can also be extremely large. Even

the summaries of those incoming data are rapidly growing with the streams and eventually unable to be

explicitly stored. In addition, the problem becomes particular challenging in the stream scenario due to

the high rate of incoming streams. Storing data in the hard disks and offline processing will not be able

to efficiently handle the high volume of streams.
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(2) Different types of side information give different indications on the nature of clustering, because

many side attributes are quite noisy and insignificant. In other words, each side information type has

its own degree that contributes to the underlining clustering. For example, while clustering individual

graphs as shown in Figure 9 from a large scientific repository, the aim is to group papers from the same

research area into the same cluster. Thus, the links representing co-authorship as well as attributes of

keywords and venues can be quite indicative to which cluster an individual graph object Gi should

be grouped into. However, the attributes including paper published years might not be that useful to

cluster individual papers, since many research papers in different areas appear in various specialized

conferences every year. Thus, considering both the linkage and side information, it is non-trivial to

qualitatively measure the importance of each side information type as well as links.

In this chapter, we first define a unified distance measure E-S Distance which combines the dis-

tances with regard to linkage and side information. Then we propose a novel optimization framework

DMO which dynamically learns and tracks the importance (weights) of links and side attributes. The

optimization framework on links and side attributes is periodically examined. It adjusts the weights to

make the graphs within a cluster to be as coherent as possible while the graphs from different clusters to

be as distinct as possible. Since efficiency is critical to stream algorithms and the data size is massive,

it is not realistic to explicitly store all received data in the memory. We introduce a sketch based com-

pression framework SGS(C), which can store the statistics of heterogenous data including edges and

side attributes. More importantly, we demonstrate that DMO can be efficiently and dynamically solved

in the sketch representation given by SGS(C). We show that the proposed approach consumes constant
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memory with the growing incoming data and can be used to estimate all measures in the clustering

algorithm as well as the optimization framework DMO.

The rest of this chapter is organized as follows. In Section 3.1, we discuss related work on graph

stream clustering. In Section 3.2, we define a unified distance metric E-S Distance on graph objects

with side information. Then we present a novel optimization framework DMO to dynamically refine the

distance measures with the progression of the stream. In Section 3.3, we propose the statistics SGS(C)

and how to use SGS(C) to estimate in the clustering algorithm. We report the experiment results in

Section 5.4.

3.1 Related Work

In the literature, a number of techniques have been proposed to mine graph and network data

(84)(53)(25)(79). Traditional graph clustering methods are extensively studied on the node cluster-

ing setting of a single static graph, including graph partitioning (45), minimum cut (36), heterogeneous

networks (72) and dense subgraph mining (90). The context of node clustering is to group similar nodes

together based on linkage behaviors of a single large graph. Beside using only linkage information,

Zhou et al. (96) proposed a random walk based approach to cluster a single static graph by examining

structural and attribute similarities. All these techniques are only applicable to the nodes in a static

individual graph, rather than to cluster many graph objects whose nodes are drawn from a massive

domain.

A number of approaches are also proposed in the context of object clustering, which are designed

to cluster many graph objects. The difference between node clustering and object clustering is that

object clustering aims to cluster graph objects rather than nodes from a single graph. Many approaches
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have been proposed to discover the substructures of graphs (85)(90)(94). However, mining subgraphs is

computationally expensive with multiple passes. Therefore they are not applicable to handle continuous

massive graph streams. (5)(20) are proposed to cluster objects in XML data. However, those approaches

cannot be scalable to a massive number of graphs and nodes, and are only able to handle disk-based

data rather than stream data. Recently, a number of techniques are proposed to mine graph streams.

(8) proposed a method to cluster massive graph streams by extending micro-clusters. (2) is designed to

construct the summary of graph streams and classify graph objects by scanning each of them only once.

A structural connectivity model is proposed in (7) to identify outliers in massive network streams. (93)

designed a graph sketch technique to estimate and optimize the queries on graph streams. However,

all above approaches only consider the structure information among graphs, whereas neglect the side

information associated with each graph object. Thus, many meaningful relationships and correlations

of graph objects might not be discovered in the mining process.

Using side information to analyze record-based data within feature spaces are extensively studied

in the context of distance metric learning. Distance metric learning studies the problem to learn proper

distance metrics over inputs. (83) proposed a global distance metric learning approach under a super-

vised setting. In addition, a number of approaches e.g. (26)(68) are designed to learn local adaptive

distance metrics with supervised information. In an unsupervised setting, Principle Component Analy-

sis (PCA) and Multiple Dimension Scaling (MDS) are widely used to reduce dimensions using a linear

strategy. A detailed survey on distance metric learning can be found in (88). However, these methods

cannot be easily generalized to graph data, especially to dynamic graph streams.
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3.2 Distance Optimization

We first introduce some notations and definitions that will be used throughout the chapter. As-

sume we have a stream of graphs G denoted as {G1, G2, ..., Gn, ...}, where each graph Gi is drawn on

the subset of massive nodes N . We use set E to represent the set of distinct edges from all graphs:

E = {(X1, Y1), (X2, Y2), ..., (Xn′ , Yn′), ...}. Specifically, Xj and Yj are the two nodes of each edge

(Xj , Yj), and each graph Gi contains a subset of edges from set E . We assume the frequency of edge

(Xj , Yj) in a graph Gi is denoted by F (Xj , Yj , Gi). For example, in communication networks, the

frequency may represent the duration of conversations between two parties. The frequency may also be

implicitly set to 1 in many applications to reflect the link relationships between two nodes.

Associated with the graph stream, we also have d different types of side information denoted by

T = {T1, ..., Td}. For example, the side information in authorship graph streams may contain different

types of side attributes, such as publication years, conferences and paper keywords. We note that some

attributes are associated with the whole graph while some attributes can also be associated with indi-

vidual nodes or edges. We take the aggregated side attributes of nodes and edges, then append them to

the whole graph. In addition, each graph may contain multiple side attributes of the same type, e.g. a

paper has multiple keywords. Let Sl = {Sl1, ..., Sln, ...} be all distinct side attributes of type Tl, where

l = 1, ..., d. For example, if the type of Tl is “keyword”, Sl stores all the distinct keywords appeared

in the stream. The value of side attribute Sln of type Tl associated with graph Gi is represented as

V (Sln, Gi). For example, suppose the side attribute “database” as a type “keyword” appears in the

paper Gi for 3 times. Then its corresponding value is 3. Clearly, V (Sln, Gi) is 0 if graph Gi does not

contain the side attribute Sln.
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Symbol Description

G = {G1, ..., Gn, ...} graph streams

E = {(X1, Y1) , ..., (Xn′ , Yn′) , ...} all distinct edges

T = {T1, ..., Td} d types of side information with the stream

Sl = {Sl1, ..., Sln, ...} all distinct side attributes of type Tl, where l = 1, ..., d

F (Xj , Yj , Gi) the frequency of edge (Xj , Yj)

V (Sln, Gi) the value of side attribute Sln in type Tl associated with Gi

C1, C2, ..., Ck k clusters

H(Ci) aggregated graphs in cluster Ci

N(Ci) the number of graphs in cluster Ci

TABLE II

NOTATIONS OF THE GPU FRAMEWORK

The goal of the stream clustering framework is to cluster graph objects into k clusters, which are

denoted by C1, C2, ..., Ck . Each incoming graph object from the stream is dynamically assigned to the

most appropriate cluster, and the cluster is updated in real-time. Suppose we have a cluster Ci containing

a set of graphs {Gi1 , ..., Gin}. The implicit graph defined by the aggregation of graphs {Gi1 , ..., Gin} is

denoted by H(Ci). In other words, H(Ci) represents the summarization of graphs in cluster Ci. We use

N(Ci) to denote the number of graphs in cluster Ci. The above notations are summarized in Table IV.

3.2.1 Preprocessing

We propose a general framework to cluster both directed and undirected graphs. The edges can

either be weighted or unweighted. The side information can also be of different formats. The notations

used in the main chapter implicitly assume each graph object in the stream is a directed graph. For
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undirected graphs, we convert them to directed graphs by applying lexicographic ordering on node

labels. Thus, all notations can be simply reused for the case of undirected graphs after the conversion.

In the meanwhile, we assign the frequencies of all edges to be 1 if no frequency information is provided

in the graphs.

We consider a general case that each side attribute is numeric. The binary and categorical attributes

can be converted to numeric attributes in a straightforward way. Specifically, binary attributes are special

cases of numeric attributes. In addition, for categorical attributes, different categorical values can be

assumed to be separate binary attributes. For side attributes that are associated with individual nodes or

edges, we compute the aggregated values for each whole graph.

3.2.2 Distance Definitions

In order to cluster graph objects into a set of k clusters such that similar graphs are grouped into the

same clusters, a distance function is required to measure the similarities between graphs and clusters.

Suppose we have a newly arrived graph Gi. For each cluster Cj where j = 1, 2, ..., k, the distance

between Gi and Cj is calculated by a distance function d(Gi, Cj). The new graph Gi will be grouped

into its nearest cluster which has the minimum distance among all k clusters. We note that each new

graph contains both edge information and side information. Therefore, we define two types of distances

for edge and side information respectively. The quadratic edge distance between the graph Gi and

cluster Cj is defined as:

d2e(Gi, Cj) =

m
∑

t=1

(

F (Xt, Yt, Gi)−
F (Xt, Yt,H(Cj))

N(Cj)

)2

(3.1)
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where m is the number of distinct edges received. In the above definition, all edges are enumerated and

summed to the distance measure. However, we notice that only the edges contained in Gi or H(Cj)

contribute to the summation. Since H(Cj) is the summarization of all graphs in the jth cluster, the

frequencies of edges F (Xt, Yt,H(Cj)) are normalized by the number of graphs in the cluster. Similarly,

the quadratic side distance between the graph Gi and cluster Cj on the side information of type Tl is

defined as:

d2s(Gi, Cj , Tl) =

ml
∑

t=1

(

V (Slt, Gi)−
V (Slt,H(Cj))

N(Cj)

)2

(3.2)

where ml is the number of distinct side attributes of type Tl.

Let vector ~D(Gi, Cj) = [de(Gi, Cj), ds(Gi, Cj , T1), ..., ds(Gi, Cj , Td)]
T . The dimension of ~D(Gi, Cj)

is d+1. Given the definitions of edge distance and side distances, we can further define the E-S distance

on edge and side information:

Definition 4 (E-S Distance) The E-S distance on edge and side information is defined as:

d2(Gi, Cj) = ‖Gi − Cj‖
2
A

= w0 · d
2
e(Gi, Cj) +

d
∑

l=1

(

wl · d
2
s(Gi, Cj , Tl)

)

= ~D(Gi, Cj)
TA~D(Gi, Cj), A < 0 (3.3)
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where w0 is the weight of edge distance and wl(l = 1, ..., d) are the weights of side distances. Matrix A

is a diagonal matrix diag(w0, w1, ..., wd) representing the weights of edge and side distances.

In the above definition, matrix A is required to be positive semi-definite A < 0 to ensure the E-S

distance be non-negative.

3.2.3 Dynamic Multi-distance Optimization (DMO)

A straightforward E-S distance measure may be using a (d+1)-dimensional identity matrix Id+1 =

diag(1, 1, ..., 1) as the matrix A. Thus, all edge distance and side distances are assigned to have equal

weights 1. However, different types of attributes and link information give different indications to the

clustering. Suppose we cluster authorship graphs according to research areas. The coauthor relation-

ships and paper keywords are clearly more important than author affiliations and publication years. The

reasons are that researchers from the same area tend to collaborate, and papers of the same area are more

likely to share the same keywords. Therefore, assigning equal or manually predefined weights to E-S

distance cannot be generalized to vast real-world applications on massive graph streams.

In order to dynamically learn the weights of distances in matrixAwith the progression of the stream,

we consider minimizing the intra-cluster distances of graphs received so far:

min
A

k
∑

j=1

∑

Gi∈Cj

‖Gi − Cj‖
2
A (3.4)
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A trivial solution of this optimization problem is A = 0. Thus, we further add a series of constraints to

regulate the pairwise inter-cluster distances between cluster centroids:

‖Ci − Cj‖A ≥ c, for i, j = 1, ..., k and i 6= j (3.5)

Here, the definition of inter-cluster distance ‖Ci − Cj‖A is a natural extension of Eq. Equation 3.3.1 c

in Eq. Equation 3.5 is an arbitrary positive constant which only affects the scales of weights. Thus we

set c to 1. The optimization framework is given below:

min
A

k
∑

j=1

∑

Gi∈Cj

‖Gi − Cj‖
2
A

s.t. ‖Ci − Cj‖A ≥ 1 (i, j = 1, ..., k and i 6= j)

A is diagonal, A < 0 (3.6)

The idea of the optimization is to let the graphs within the same clusters to be as coherent as possible

and graphs from different clusters can be separated well.

Lemma 7 The proposed optimization framework in Eq. Equation 5.10 is a convex optimization prob-

lem.

Proof 6 From the definition in Eq. Equation 3.3, it is clear that the objective function is a linear function

on A. Thus the objective function is a convex function. The inter-cluster distance constraints can

1L2-distance is not used here to prevent matrix A always being rank 1.
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be rewritten as 1 −
(

‖Ci − Cj‖
2
A

)1/2
≤ 0 for i, j = 1, ..., k and i 6= j. Since

(

‖Ci − Cj‖
2
A

)1/2
is

concave, the inter-cluster distance constraints are convex functions. It is also straightforward to verify

the constraints on matrix A are convex (13). Thus, the optimization framework in Eq. Equation 5.10 is

a convex optimization problem.

We propose Dynamic Multi-distance Optimization (DMO) to solve the above optimization frame-

work, and we use DMO to dynamically refine the weights of graph edges and side attributes.

Lemma 8 (DMO) The solution of proposed optimization framework in Eq. Equation 5.10 can be ap-

proximated by solving the following form:

min
A

t

k
∑

j=1

∑

Gi∈Cj

‖Gi − Cj‖
2
A −

k
∑

i=1

∑

j=1,j 6=i

log (‖Ci − Cj‖A − 1) , t > 0, A < 0 (3.7)

Proof 7 Since the inter-cluster distance inequality constraints can be rewritten as 1−
(

‖Ci − Cj‖
2
A

)1/2
≤

0, we define the log-barrier of the problem as:

φ(A) = −
k
∑

i=1

∑

j=1,j 6=i

log (‖Ci − Cj‖A − 1) (3.8)

Eq. Equation 3.7 can be directly derived by applying the log-barrier to the objective function in Eq. Equa-

tion 5.10 (13). Here, t is a positive parameter of the logarithmic barrier method.

We will describe the details on efficient distance estimation in Section 3.3. Suppose the distances

on edges and side information are available, Eq. Equation 3.7 in DMO can be solved by using the
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gradient descent algorithm. Specifically, the matrix A is initialized to be an identity matrix which

gives all distances equal weights. For every γ graphs clustered, a gradient descent search is applied

to Eq. Equation 3.7 and weights are dynamically optimized based on the newly received graph edges

and side attributes. By enabling DMO, the adjusted weights ensure that the intra-cluster distances are

minimized and the inter-cluster distances are maximized. Thus, the weights of both edge and side

information can be gradually and dynamically refined throughout the streams.1

3.3 Sketch-Based Clustering Framework

One challenge of stream mining is the growing size of available data. This problem is especially

critical on the graph data with side information. On the one hand, graphs are drawn from a massive set

of nodes in many real applications, and the number of possible edges are quadratic with the number of

nodes. On the other hand, the volume of side information can also be quite large. Furthermore, both

the sizes of edge and side information are growing with more and more data received. When the sizes

become extremely large, this brings enormous difficulties to maintain all data in the memory. In this

section, we propose a carefully designed sketch-based framework to maintain the statistics of incoming

data. The proposed framework considerably reduces the storage requirement and only requires constant

memory spaces with the streams. We also demonstrate how to use the statistics maintained to accurately

estimate the key measures in the clustering process as well as the optimization framework DMO.

1Since the weights are refined gradually, every update takes only a few search steps. We do not use the Newton

method because it is usually slower due to the matrix inverse at each update.
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3.3.1 Preliminaries

Sketch approaches are generic methods to approximate aggregation functions in the data stream

domain. We adapt Count-Min sketch (19) to estimate frequency statistics of data points, and extend it

to the context of graphs with side information. Sketch approaches are generic methods to approximate

aggregation functions in the data stream domain. We adapt Count-Min sketch (19) to estimate frequency

statistics of data points, and extend it to the context of graphs with side information. In each sketch table,

we maintain a two-dimensional array with w ·h cells with w = ⌈ln(1/δ)⌉ rows and h = ⌈e/ǫ⌉ columns,

where e is the base of the natural logarithm. In addition, w different hash functions f1, ..., fw are

randomly generated from a pairwise-independent family. Each hash function corresponds to one of 1-

dimensional row arrays with h cells in the sketch. When a new data point di arrives, each hash function

fj is applied to di and maps it to a hash value vj with range [0, h − 1]. For the jth hash function, the

frequency of data point di is added to the vjth column on the jth row of the sketch. Thus, only one cell

on each row is updated, and there are w cells in the sketch table that are incremented by the frequency

of di.

In order to estimate the frequency of a data point, we map the data point to w cells in the sketch

table by applying the w hash functions. The frequency of the data point is determined by the minimum

value among all these w cells. We notice that the sketch table can only overestimate the actual values,

since the frequencies are non-negative and cells are updated by addition. As shown in (19), the estimate

guarantees that the overestimate is no more than ǫ · T with probability at least 1 − δ for a data stream

with T arrivals. This probabilistic upper bound shows that increasing w and h can get more accurate

estimation. Its sensitivity on the size of the sketch table has been studied in previous work (7)(6). In the
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following, we will present how to apply sketches to statistics maintenance on graph streams with side

information.

3.3.2 Sketch Based Statistics

Instead of storing the explicit edges and side information, we maintain the following statistics:

Definition 5 The Statistics of Graphs with Side information SGS(C) maintained in the memory for each

cluster C is defined as {ESketch(C), ER(C), SSketch(C, 1...d), SR(C, 1...d), N(C), T (C)}. Each

component in SGS(C) is defined in details as:

• ESketch(C). one w · h sketch table storing first moments of edge frequencies.

• ER(C). the summation of second moments of edge frequencies: ER(C) =
∑

Gi∈C

∑m
t=1 F

2(Xt, Yt, Gi).

• SSketch(C, 1...d). d w · h sketch tables storing first moment values for d side attribute types

correspondingly.

• SR(C, 1...d). a vector with length d containing the summation of second moments of side at-

tribute values: SR(C, l) =
∑

Gi∈C

∑ml

t=1 V
2(Slt, Gi), l = 1, ..., d.

• N(C). the number of graphs in the cluster C .

• T (C). the most recent timestamp of the cluster being updated.

When a new incoming graph Gt is assigned to a cluster C , the statistics in SGS(C) are updated

as follows. For each edge (Xi, Yi), w hash functions are applied to Xi ⊕ Yi and the hash values are

used to determine w cells in the sketch table ESketch(C). Here, ⊕ is the concatenation operator on

the node label strings. Those w cells are incremented by F (Xi, Yi, Gt). In the meanwhile, the second
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moment of its edge frequency is added to ER(C). Similarly, each side attribute in graph Gt is hashed

into SSktch(C, 1...d), and SR(C, 1...d) is updated based on the second moment value. Lastly N(C)

is incremented by 1 and T (C) is updated to the current time.

Since none of the components’ sizes in SGS(C) grow in the update, the statistics maintained always

keep a constant storage with the progression of the stream. Furthermore, another advantage of SGS(C)

is that the storage used by SGS(C) can be easily adjusted by setting the sizes of sketches to adapt the

local hardware requirement. We further observe that SGS(C) follows the additive property:

Lemma 9 The statistics maintained in Definition 5 follows the additive property. In other words,

SGS(C1 ∪ C2) can be computed as a function of SGS(C1) and SGS(C2).

Proof 8 The sketch table in ESketch(C1 ∪ C2) can be computed by additions of two-dimensional

arrays in ESketch(C1) and ESketch(C2). Similarly, SSketch(C1 ∪C2, 1...d) is also the summation

of sketch tables SSketch(C1, 1...d) and SSketch(C2, 1...d). For second moments,

ER(C1 ∪ C2)

=
∑

Gi∈(C1∪C2)

m
∑

t=1

F 2(Xt, Yt, Gi)

=
∑

Gi∈C1

m
∑

t=1

F 2(Xt, Yt, Gi) +
∑

Gi∈C2

m
∑

t=1

F 2(Xt, Yt, Gi)

= ER(C1) + ER(C2)
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Likewise, SR(C1 ∪ C2, 1...d) = SR(C1, 1...d) + SR(C2, 1...d). N(C1 ∪ C2) is the number of total

graphs in C1 and C2, thus N(C1 ∪ C2) = N(C1) +N(C2). T (C1 ∪ C2) is the most recent timestamp

of C1 and C2, hence T (C1 ∪ C2) = max(T (C1), T (C2)) .

3.3.3 Algorithm with Side Information (GSSClu)

Here, we present the algorithm for clustering graph streams with side information. The input of

the clustering algorithm is the number of clusters k. The only information we store is the set of cluster

statistics {SGS(C1), ..., SGS(Ck)}. As the initialization step, we set A to be an identity matrix which

gives equal weights to the edge and side information. For the first k received graphs, we create k

singleton cluster statistics SGS(Ci), i = 1, ..., k respectively. While the initialization may not create a

well-separated clustering, these k clusters will be further stabilized in the subsequent steps. For each

new graph Gi, we compute the E-S distance on edge and side information between Gi and k clusters.

Assume Cmin is the closest cluster to Gi among all k clusters. We also want to measure the structural

spread of the cluster Cmin since Gi may not necessarily belong to cluster Cmin. The reason is that Gi

might be an outlier or represent a new cluster, despite that it has the shortest distance to Cmin compared

with other clusters. Thus, we define the structural spread of a given cluster Cj as a function of the

mean square radius of Cj:

S(Cj) =
p

N(Cj)

∑

Gi∈Cj

‖Gi − Cj‖
2
A (3.9)
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Here, the spread S(Cj) is defined as the mean square radius of the cluster Cj multiplied with a factor

p.1 If the graph Gi is within the spread of Cmin, Gi is assigned to cluster Cmin and the statistics of

SGS(Cmin) is updated accordingly. Otherwise, the graph Gi may be an outlier or represent a new

born cluster. Therefore, we remove the most stale, namely least recently updated, cluster based on the

stored timestamps, and create singleton cluster statistics from Gi. In the meanwhile, for every γ graphs

obtained from the stream, we dynamically optimize the matrix A based on newly received information

using Eq. Equation 3.7 defined in DMO. Thus, the weights of both edge and side information can

be actively learned and adjusted with the evolving stream. The detailed description on the clustering

method GSSClu can be found in Algorithm 1.

3.3.4 Key Measures Estimation

Next, we will illustrate how to compute the measures in GSSClu using the statistics maintained by

SGS(C).

Lemma 10 The statistics maintained in SGS(Cj), j = 1, ..., k are sufficient to compute all measures

required by the clustering algorithm GSSClu.

Proof 9 From Algorithm 1, it is clear that the clustering process requires the following measures:

• ‖Gi−Cj‖
2
A (Eq. Equation 3.3): the E-S distance between a newly received graphGi and a cluster

Cj .

•
∑

Gi∈Cj
‖Gi − Cj‖

2
A (Eq. Equation 3.4): the intra-cluster distance of a cluster Cj where Gi

represents all graphs clustered in Cj .

1We use p = 3 in accordance with the normal distribution assumption.
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Algorithm 1 Clustering Graph Streams with Side Information (GSSClu)

Input: k: number of clusters

Initialize cluster statistics set to be an empty set;

A = Id+1;

graph count = 0;

foreach newly received graph Gi do
graph count = graph count+ 1;

if i < k then
create singleton cluster statistics SGS(Ci) by inserting Gi;

continue;
end

for j = 1 to k do

compute ‖Gi − Cj‖
2
A defined in Eq. Equation 3.3;

end

let Cmin be the closest cluster;

if ‖Gi − Cmin‖
2
A < S(Cmin) then assign Gi to SGS(Cmin) else replace least recently updated

cluster statistics by singleton cluster statistics created from Gi;

if graph count % γ == 0 then
adjust A by optimizing Eq. Equation 3.7;

end

end

• ‖Ci − Cj‖A (Eq. Equation 3.5): the inter-cluster distance between two clusters.

• S(Cj) (Eq. Equation 3.9): the structural spread of a cluster Cj .

All these four distance measures are computed based on combinations of side information distances and

edge distance. We will only show how to compute the measure related to the side information due to the

space limitation. The computation in terms of the edges can be derived in a similar way.
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E-S Distance of New Graphs: The distance between an incoming graph Gi and a cluster Cj on the

side information of type Tl is defined in Eq. Equation 3.2. It can be expanded as:

d2s(Gi, Cj , Tl)

=

ml
∑

t=1

(

V (Slt, Gi)−
V (Slt,H(Cj))

N(Cj)

)2

=

ml
∑

t=1

V 2(Slt, Gi)−

ml
∑

t=1

2V (Slt, Gi)
V (Slt,H(Cj))

N(Cj)

+

ml
∑

t=1

V 2(Slt,H(Cj))

N2(Cj)
(3.10)

Since Gi is the newly received graph from the stream, its side attributes are available and known exactly.

Therefore, the first term V 2(Slt, Gi) in Eq. Equation 3.10 can be computed exactly. In the second term,

only a non-zero value of both V (Slt,Gi) and V (Slt,H(Cj)) will add up to the summation. Hence,

instead of computing all ml side attributes, we only need to enumerate all side attributes contained

in Gi. V (Slt,H(Cj)) can be directly estimated from the sketch table SSketch(Cj , l) in SGS(Cj),

whereas the exact value of V (Slt, Gi) is known. N(Cj) is also stored in SGS(Cj). The third term

can be computed by performing pairwise self products of each row in SSketch(Cj , l). The minimum of

these w values divided by N2(Cj) is used as the estimate value.

Intra-cluster Distance: The intra-cluster distance of cluster Cj is defined as the sum of distances

between every graph clustered in Cj and Cj’s centroid. Different from the previous computation in

Eq. Equation 3.10, one should note that the graphs clustered in Cj are not explicitly stored. Hence, the



70

estimation from Eq. Equation 3.10 cannot be directly reused. For the side information of type Tl, it can

be expanded as:

∑

Gi∈Cj

d2s(Gi, Cj , Tl)

=
∑

Gi∈Cj

ml
∑

t=1

(

V (Slt, Gi)−
V (Slt,H(Cj))

N(Cj)

)2

=
∑

Gi∈Cj

ml
∑

t=1

V 2(Slt, Gi)− 2

ml
∑

t=1

V 2(Slt,H(Cj))

N(Cj)

+N(Cj)

ml
∑

t=1

V 2(Slt,H(Cj))

N2(Cj)

= SR(Cj , l)−

∑ml

t=1 V
2(Slt,H(Cj))

N(Cj)
(3.11)

From Eq. Equation 3.11, one can observe that SR(Cj, l) and N(Cj) are both explicitly maintained in

SGS(Cj).
∑ml

t=1 V
2(Slt,H(Cj)) in the second term can be estimated by pairwise products of each row

in SSketch(Cj , l). Thus, the intra-cluster distance can also be computed from the statistics maintained.

Inter-cluster Distance: The inter-cluster distance is defined as the distance between two clusters’

centroids in Eq. Equation 3.5. The inter-cluster distance in terms of side information Tl is:

d2s(Ci, Cj , Tl)

=

ml
∑

t=1

(

V (Slt,H(Ci))

N(Ci)
−
V (Slt,H(Cj))

N(Cj)

)2

=

ml
∑

t=1

V 2(Slt,H(Ci))

N2(Ci)
−

ml
∑

t=1

2
V (Slt,H(Ci))V (Slt,H(Cj))

N(Ci)N(Cj)

+

ml
∑

t=1

V 2(Slt,H(Cj))

N2(Cj)
(3.12)
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As shown previously, the first and third terms can be computed by pairwise self products of sketches in

SGS(Ci) and SGS(Cj) respectively. Similarly, the second term can be computed by the product of

each row from SSketch(Ci, l) and SSketch(Cj , l), and the minimum of w rows is used as the estimate

value.

Cluster Structural Spread: From the definition in Eq. Equation 3.9, the spread of a cluster Cj

related to the side information type Tl can be represented as:

p

N(Cj)

∑

Gi∈Cj

d2s(Gi, Cj , Tl) (3.13)

Since
∑

Gi∈Cj
d2s(Gi, Cj , Tl) can be estimated from Eq. Equation 3.11, the structural spread can be

also computed from the statistics.

Therefore, all measures used in Algorithm 1 including DMO can be estimated by the statistics

maintained in SGS(Cj), j = 1, ..., k. We further observe that the accuracies of estimations are directly

related to the sketches, which are bounded by the probabilistic upper bound described earlier.

3.4 Experimental Results

In this section, we present the effectiveness and efficiency of the proposed clustering scheme with

a number of baselines on real data sets. We refer to our approach as the GSSClu method, since it is

designed for Graph Stream with Side Information Clustering.

3.4.1 Data Sets

We use two real data sets, namely CORA and IMDB, to evaluate the GSSClu method. We use two

real data sets to evaluate the GSSClu method. The details of these two data sets are listed as follows:
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• CORA Data Set: The first data set that we use in the evaluation is the CORA data set1. The

CORA data set consists of 19,396 scientific articles in the computer science domain. In order to

compose author-pair graph streams from the scientific publications, we consider each scientific

article as a graph object with co-author relationships as edges as in (8)(7). We use the research

topics of research papers as the ground truth to evaluate the clustering quality. In the CORA

data set, all research papers are classified into a topic hierarchy, with 73 sub topics on the leaf

level. We use the second level topics as the labels to evaluate. There are 10 topics in total,

which are Information Retrieval, Databases, Artificial Intelligence, Encryption and Compression,

Operating Systems, Networking, Hardware and Architecture, Data Structures Algorithms and

Theory, Programming and Human Computer Interaction. Each paper has an average 3.3 authors.

For the side attributes, we obtain two types of side information to assist clustering: terms and

citations. The terms are extracted from the paper titles, and citations include a list of papers that

a given article cites. One paper cites 4.3 papers and has 6.1 distinct terms in average.

• IMDB Data Set: The Internet Movie Database is an online collection of movies and television

shows, which also contains the related information, such as actors, directors, production crew,

etc. We obtain a sample of IMDB data set, which covers ten-year movie data from the year of

1996 to 2005 in USA. We further process the data set to compose an actor-pair graph stream from

it. Each movie is considered as a graph object. Actors of the movie are nodes and actor-pairs

are considered as edges within the graph. In order to evaluate the effectiveness of the proposed

1http://www.cs.umass.edu/˜mccallum/code-data.html
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clustering method, we use the movie genre as the label. We extract the movies of the top four

genres from the IMDB, including Short, Drama, Comedy and Documentary. In addition, we

remove the movies which have more than one label. In total, there are 9,793 movies, which

consist of 1,718 movies from the Short genre, 3,359 movies from the Drama genre, 2,324 movies

from the Comedy genre and 2,392 movies from the Documentary genre. One movie graph object

has 24.6 edges in average.

Moreover, we extract three side information types associated with the actor-pair graphs, namely

plot keywords, producers and directors. We extract words by tokenizing movie plots. After stop

words removal, the frequent words are used as keywords. We notice that the distinct keywords,

producers and directors from the whole data set are very large due to the data sparsity. In average,

one movie graph object has 16.3 keywords, 1.1 producers and 1.4 directors.

3.4.2 Methods

In order to demonstrate the effectiveness and efficiency of the proposed approach, we compare

GSSClu with a number of baselines. Since there is no known method to cluster graph streams with

side information, we use the following approaches to show the performance of GSSClu from different

perspectives:

(1) GMciro: (8) proposed GMicro to cluster graph streams by extending the micro-cluster model.

GMicro is the best known method to cluster fast and high volume graph streams by considering the

similarities of edge structures. However, this method only considers the linkage within graphs, and

cannot utilize the massive side information associated with graphs to enhance the clustering process.
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(2) GSSClu [w/o opt.]: Since GMicro does not use side information to cluster, we use a variation

of GSSClu to demonstrate the power of dynamic distance optimization framework DMO as shown in

Eq. Equation 3.7 for a fair comparison. Instead of dynamically optimizing the importance among links

and various side attributes, this method assigns them with equal weights as a simplified version of

GSSClu. We refer to this approach as GSSClu [w/o opt.] in all following figure legends.

(3) Disk-based GSSClu: In order to show the effectiveness of the proposed sketch-based framework

SGS(C), we develop another variation of GSSClu by computing the exact values of all metrics in the

clustering algorithm. Due to the massive size of the incoming stream data and its growing nature, the

data can only be stored on the hard disk to avoid the out of memory problem. We refer to this approach

as Disk-based GSSClu. By comparing it with GSSClu, we can understand how close the sketch-based

framework SGS(C) can estimate the true values. However, one should note that Disk-based GSSClu is

about 5 to 10 times slower than GSSClu due to the long response time of disk queries.

3.4.3 Metrics and Settings

The goal of the evaluation is to examine if the proposed approach can effectively use linkage and

side information from the streams to improve the clustering results over the baselines. In order to test the

effectiveness of the proposed scheme, we use the cluster purity measure (8) to evaluate the clustering

quality. For each data set, the labels of graph objects are known but excluded from the clustering

process. We only use the labels to measure the quality of clustering. Specifically, for each generated

cluster, we compute the dominate class labels from the graph objects within the cluster. The purity of

each cluster is computed as the fraction of graph objects in the cluster which belong to the dominate

class label. We report the average purity scores of different clusters as the cluster purity measure. We
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Figure 10. Cluster Purity

note that the cluster purity ranges from 0 to 1, and 1 represents a perfect clustering result. Clearly, a

good clustering will provide a high value of the cluster purity. For efficiency, we report the processing

rate for the proposed method and baselines.

Unless otherwise mentioned, the default parameter γ is set to be 250. We also test the sensitivity

over γ at the end of this section. The number of hash function is set to be 10 and the width of sketch

table is set to be 500 for all baselines and the proposed method. The default values of k are 10 for the

CORA data set and 8 for the IMDB data set, which are the same settings as in (7)(6).

3.4.4 Effectiveness Results

We first show the effectiveness results for the CORA and IMDB data sets. The effectiveness results

for GSSClu and baseline algorithms with increasing number of processed graphs are shown in Figures 10

(a) and (b). The number of graphs processed is shown on the X-axis, whereas the cluster purity is

illustrated on the Y-axis.
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For the CORA data set, we can observe that all four approaches achieve stable performance along

the progression of the stream. The reason is that all these four approaches are designed to process

stream data. Since the CORA data set has 10 labels, a random assignment will generate clusters with

purity roughly at 0.1. From the figure, GMicro achieves about 0.33 cluster purity by using links only.

The performance of GSSClu [w/o opt.] is lower than GMicro although it uses both the links and side

information. This is because side information sometimes are quite noisy. Thus, assigning arbitrary (in

this case, equal) weights to links and side attributes may even degrade the clustering quality. We further

note that the proposed approach GSSClu has a purity score at around 0.45, which gains a performance

at least 10% over GMicro and GSSClu [w/o opt.] in terms of purity. This suggests that the distance

optimization DMO can indeed effectively learn the importance among links and different side attributes.

In the meantime, the performances of GSSClu and Disk-based GSSClu are quite similar. Disk-based

GSSClu is only slightly higher than GSSClu in term of purity, which can hardly be distinguished from

the figure. This further demonstrates that the sketch-based approximation maintains the accuracy of the

clustering process.

For the IMDB data set, the four approaches get similar performances for the first 1,000 received

graphs. GMicro gives an even higher purity score than GSSClu. The reason of this is that GSSClu

does not get enough statistics to infer the importance of links and side attributes with limited data. With

more and more graphs received, we can observe that GSSClu significantly outperforms both GMicro and

GSSClu [w/o opt.] with at least 0.25 purity improvement. We note that a random clustering assignment

would get a purity score from 0.25 to 0.3, since there are four roughly balanced labels in the IMDB data

set. The trend for the three baselines is similar to the one of the CORA data set. From the results of
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Figure 11. Efficiency Results

both data sets, it is clear that GSSClu works especially well when a reasonable number of data points is

received, because the optimization framework DMO can dynamically adjust the weights and compute a

meaningful unified distance metric. In the meantime, GSSClu is superior to GMicro and GSSClu [w/o

opt.] with the stream, and the sketch-based estimation is very close to the exact computation. In other

words, the differences between the estimated values from SGS(C) and the exact values calculated by

Disk-based GSSClu are extremely small and do not typically lead to quantitative clustering difference.

3.4.5 Efficiency Results

We also test the efficiency results of GSSClu and baselines on the real data sets. Disk-based GSSClu

is 5 to 10 times lower than GSSClu due to the slow disk access. Thus, we do not show the efficiency

result on Disk-based GSSClu. The results of GSSClu and other two baselines are shown in Figure 11

(a) and (b). In each figure, the X-axis shows the progression of the stream in terms of time, whereas the

Y -axis illustrates the stream processing rate. The processing rate is computed based on the number of
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edges processed per second. The reason that we do not use the number of graphs processed per second

is graphs could have skewed sizes. Some graphs are very large which need longer time to process,

and then its low processing rate in terms of the number of graphs does not reasonably represent the

underlying efficiency.

From both figures, one can observe that GMicro achieves the best efficiency. The reason that GSS-

Clu based approaches consume more running time is GMicro only processes linkage data. The side

information data has the same order of magnitude as the linkage data, which increases the running time

of GSSClu based approaches. For example, in the CORA data set, each graph has 3.3 nodes in average,

while it has 4.3 citations and 6.1 terms as the side information in average. In order to process such

large number of additional side information, it is natural that the GSSClu based approaches consume

more running time than the GMicro approach. Considering GSSClu based approaches, GSSClu and

GSSClu [w/o opt.] process the same amount of data. It is evident that both GSSClu and GSSClu [w/o

opt.] maintains a relatively stable processing rate with the progression of the stream. The figures show

that the sketch-based statistics SGS(C) can indeed process stream data with high efficiency because the

statistics remain the same memory consumption with constantly growing received graph objects. The

low variability in processing rate is a clear advantage for use in practice. We further notice that GSSClu

[w/o opt.] is slightly faster than GSSClu. This is quite natural, since GSSClu requires to periodically

optimize and adjust the weights of links and side attributes. Since the optimization framework DMO is

solved in the sketch representation, the optimization of GSSClu only adds a slight overhead on the run-

ning time. Considering the tremendous effectiveness improvement of the proposed approach GSSClu,

the overhead of running time is quite acceptable.
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Figure 12. Sensitivity Analysis with γ on Purity

3.4.6 Sensitivity Analysis Results

In order to study how the parameter can affect the performance of GSSClu, we further conduct

sensitivity analysis with respect to γ. As shown previously, γ determines the frequency to update and

adjust the weights in the E-S distance computation. Thus, it is reasonable to optimize the weights for

every a few hundred received graphs. In Figure 12, we present the effectiveness results on both data

sets with three variations of γ values, namely 250, 500 and 1000. The number of graphs processed is

shown on the X-axis, and the cluster purity is illustrated on the Y-axis. In order to present the detailed

differences among different settings of γ, the cluster purity is plotted on a more enlarged scale. From

both figures, it is evident that GSSClu maintains stable quality for a wide range of parameter γ settings.

In the meanwhile, a smaller γ value slightly improves the cluster purity. The reason is that the weights

and E-S distances can be adjusted more promptly under a smaller γ setting to adapt the incoming
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data. All these suggest that our proposed method is not sensitive to the setting of γ with respect to

the effectiveness and GSSClu is quite robust with the progression of the stream.

We also test the efficiency of the proposed method over different settings of γ. Similar to Figure 11,

we plot the time in seconds on the X-axis, and the processing rate with respect to edges per second on

the Y-axis in Figure 13. We use a smaller granularity on the processing rate than that of Figure 11 to

show the slight differences among three variations in γ. Based on the results shown on both figures, the

processing rates for different settings of γ are relatively stable with the increasing number of received

graphs. Furthermore, it is evident that a smaller value of γ can lead to lower processing rate of GSSClu.

This is quite natural, since more frequent optimization consumes more running time. However, the

overhead of the optimization framework DMO is minimal and does not affect the overall efficiency

much. This suggests that the GSSClu approach is an efficient and scalable algorithm over a wide range

of parameter γ settings.

We further perform the sensitivity analysis with regard to the number of clusters k. We first show the

effectiveness results with the number of clusters in Figure 14. We present the number of clusters k on

the X-axis, and the cluster purity score of the whole data set on the Y-axis. It is evident that the cluster

purity score increases when we increase the number of clusters. The reason is that a larger number of

clusters will generate clusters with finer granularity. In the meanwhile, we can observe that the cluster

purity score increases only by about 0.03 even when the number of clusters is doubled. In other words,

the cluster purity is highly consistent across all settings of k. This suggests that the proposed approach

GSSClu can constantly perform well under a variety of k settings, and its effectiveness is not sensitive

to the value of the number of clusters.
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Figure 13. Sensitivity Analysis with γ on Efficiency

The efficiency results with the number of clusters k are illustrated in Figure 15. The number of

clusters is shown on the X-axis, and the processing rate of the whole data set is presented on the Y-axis.

We test the efficiencies with k ranging from 10 to 18 for the CORA data set and from 6 to 14 for the

IMDB data set. From the results on both data sets, it is clear that the GSSClu approach scales linearly

with the number of clusters k in terms of efficiency. Specifically, the smaller the number of clusters, the

higher the processing rate achieved. This is because the distance computation in GSSClu scales linearly

with the increasing number of clusters.
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CHAPTER 4

PU-LEARNING IN GRAPHS

In the literature, many research efforts have been devoted to graph classification (76)(84)(87)(48).

Conventional methods focus on mining discriminative subgraph features (17) under supervised settings,

which assume that both positive and negative examples are available. However, in many real-world

applications, the negative graphs are missing, while only the positive and unlabeled graphs are available.

Examples are as follows:

• In software engineering, the experts need to identify some program flows with errors as well as

some correct examples. Usually, it is easy to determine some program flows with obvious errors.

However it is almost impossible to confirm that a program is guaranteed to be completely bug-free

or absolutely correct with no errors.

• In molecular drug discovery, researchers are more likely to publish results of newly discovered

drugs with positive outcomes on a disease. However the results of chemicals with negative out-

comes can rarely be published in the literature.

Thus, it is much desirable that if one can train an accurate classification model on graph data with only

positive and unlabeled examples. This setting is also known as Positive and Unlabeled (PU) learning,

which aims to learn from data with only positive and unlabeled examples. It has been shown to be useful

in many data mining tasks (27)(57)(61)(89), such as text mining, uncertain data mining, stream mining,

etc.

83
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Formally, the graph PU learning problem corresponds to training a model to identify a subset of

unlabeled graphs that are most likely to be negative graphs. These graphs are called reliable negative

graphs/examples. Positive and unlabeled learning is particularly challenging on graph data. Conven-

tional PU learning approaches can identify a group of reliable negative examples in the vector space.

These approaches assume that the full set of useful features is available (57)(61)(89). However, graph

data are not directly represented in a feature space, and they require an additional subgraph feature min-

ing process by evaluating the subgraph patterns in a graph data set. Usually the number of subgraphs

in a graph data set is extremely large. Only a small number of the features are relevant to the classifi-

cation task (17)(84). What makes this problem even more challenging is that the subgraph enumeration

problem and the subgraph isomorphism test problem are NP-hard. Thus, it is impossible to enumerate

all the subgraph features and adopt existing methods for PU learning.

Despite its value and significance, the PU learning for graph data has not been investigated in this

context. If we consider PU learning and subgraph feature mining problems together, the major research

problems are summarized as follows:

• Lack of Features: one problem with the graph PU learning lies in the complex structures and lack

of features in the graph data. Traditional PU learning techniques focus on identifying reliable

negative examples in a fixed feature space. However, graphs are not directly represented in a

meaningful feature space. For the graph data, we usually need to first find a set of subgraph

features, and then convert each graph into a vector based upon these features. The performance

of the PU learners depends strongly on what subgraph features are used.
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• Lack of Negative Graphs: another problem with the graph PU learning lies in the absence of

negative training examples. Conventional graph classification approaches focus on mining dis-

criminative subgraph features (17)(84) under supervised settings. Figure 16 illustrates the su-

pervised graph classification process. In the subgraph feature mining step, it assumes that both

positive and negative graph examples are available. However, when all the negative graphs are

missing/unavailable, the conventional feature evaluation methods cannot work in this case.

• Inaccuracy of Reliable Negative Examples: Conventional PU learning algorithms work in a way

by iteratively adding new discovered negative examples to a reliable negative set. The classifi-

cation model is built based on the given positive set and reliable negative set at each iteration.

However, the reliable negative set in a graph scenario is prone to contain more false negatives

due to the fact that graph features do not naturally exist and are discovered gradually during the

iterations. In other words, the examples in the reliable negative set are not that “reliable” for the

graph data. Simply growing the reliable negative set will bring more errors to the classification

model at each iteration. This will eventually lead to severe quality degradation.

A straightforward solution to the above problems is the two-stage graph PU learning approach. In

this approach, we first mine a set of frequent subgraphs and use them as features. Then we apply tradi-

tional PU learning methods on the data with the above features. Obviously this approach is ineffective

due to the fact that many discriminative features are not the most frequent ones (17)(84). Thus some

discriminative features will be missed by the frequent subgraph mining approach.

In this chapter, we introduce a novel framework called GPU-Learning to mine useful subgraph

features using only positive and unlabeled graphs. Our framework is illustrated in Figure 17. We first
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Figure 16. Supervised Graph Classification Process

Figure 17. Graph PU Learning Process
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derive an evaluation criterion to estimate the dependency between subgraph features and class labels

based on a set of estimated negative graphs. We then devise an integrated framework to evaluate the

usefulness of subgraph features based on only positive and unlabeled graphs. This integrated framework

can optimize both graph feature selection and class label assignment concurrently by capturing their

dependencies. We iteratively update the evaluation of useful subgraph features and estimation of reliable

negative graphs in the graph data set. Finally we perform comprehensive experiments on real-world

graph classification tasks with only positive and unlabeled examples. The experiment results show that

the proposed graph PU learning method can effectively boost the graph classification performance using

only positive and unlabeled graphs.

The rest of the chapter is organized as follows. In Section 4.1, we discuss related work on graph

classification and PU learning. In Section 4.2, we propose an optimization framework on graph positive

and unlabeled learning, and analyze how to solve the optimization problem by solving two subproblems.

Section 4.3 reports the experimental results.

4.1 Related Work

To the best of our knowledge, this chapter is the first work on positive and unlabeled learning

problem for graph classification. Some research works have been done in related areas.

The problem of PU learning has been investigated by many researchers. In (23), the authors con-

ducted a theoretical study of PAC learning from positive and unlabeled examples. A number of practi-

cal approaches have also been proposed to study building classifiers from positive and unlabeled data

(61)(62)(89). Many of these algorithms follow a two-step strategy, which can be done by first extracting

a set of reliable negative examples, and then performing the classification task on the positive examples
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and reliable negative examples by using classification algorithms such as Naive Bayes, SVM and EM.

For example, (62) proposed the S-EM method, which uses an algorithm called Spy in the first step to

obtain reliable negative examples. Then it uses EM algorithm as the second step to build classifiers. (89)

reported the PEBL method. It uses the 1-DNF in the first step, and runs SVM iteratively in the second

step for building classifiers. Despite extracting reliable negative examples from the unlabeled examples,

it is also possible to identify positive examples from the unlabeled data by iteratively growing both the

positive and reliable negative sets (29).

Besides the two-step strategy, (24) adopted a NB based method, PNB, to remove the effect of pos-

itive examples from the unlabeled set, but it requires the user to provide the probability of the positive

label. One-class SVM can also be utilized for the purpose to classify positive and unlabeled examples,

which uses only positive data to build a SVM classifier. One shortcoming of using one-class SVM to

handle PU learning problem is it does not consider useful information in the unlabeled examples.

A number of approaches recently have been reported to address different environments under the PU

learning setting, e.g. uncertain data (37), stream data (57), text (29)(61), and Web (89), etc. However,

as we have mentioned, there is no PU learning algorithm devised for the graph domain.

Mining subgraph features from graph data have also been studied in recent years. The aim of such

approaches is to extract useful subgraph features from a set of graphs by adopting some filtering criteria.

Depending upon whether the label information is considered in the feature mining process, the existing

works can roughly be classified into two types: unsupervised and supervised. In the unsupervised

approaches, the frequencies are used as the subgraph feature evaluation criterion, where the aim is to

collect frequently appearing subgraph features. For example, Yan and Han developed a depth-first search
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algorithm: gSpan (85), which can build a lexicographic order among the graphs, and map each graph to

a unique minimum DFS code as its canonical label. Based on the lexicographic order, gSpan algorithm

adopts the depth-first search in the DFS code tree to mine frequent connected subgraphs efficiently.

There are also many other frequent subgraph feature mining approaches have been developed in the last

decade, e.g., FSG (54), MoFa (12), FFSM (39), and Gaston (67). Furthermore, supervised subgraph

feature mining approaches have also been proposed in the literature, such as LEAP (84), CORK (76),

which search for discriminative subgraph features for graph classifications. In addition, gSSC (50)

addresses the problem of feature selection for graph classification under semi-supervised settings.

4.2 Graph PU-Learning Framework

In this section, we will introduce the Graph Positive and Unlabeled Learning (GPU) framework

which is used for building graph classifiers on positive and unlabeled examples. We will first in-

troduce some notations and definitions. Assume that we have a set of graph objects, denoted as

D = {G1, G2, ..., Gn}. The graph objects in set D are defined as in Definition 6, and each graph

object is associated with a class label. Let Y = [y1, y2, ..., yn] where yi is the label of Gi. Thus yi can

be +1 (positive), −1 (negative) or 0 (unlabeled). The initial class labels in the graph data set D can only

be positive and unlabeled.

Definition 6 (Graph Object) Each graph object can be represented by G = (V,E,L), where V is a

set of vertices, E ⊆ V × V is a set of edges, and L is a function assigning labels to the vertices.

Definition 7 (Subgraph) Let G′ = (V ′, E′, L′) and G = (V,E,L) be two graphs. G′ is a subgraph of

G (G′ ⊆ G) iff there exist an injective function ψ : V ′ → V s.t. (1) ∀ v ∈ V ′, L′(v) = L (ψ(v)); (2)

∀(u, v) ∈ E′, (ψ(u), ψ(v)) ∈ E. If G′ is a subgraph of G, then G is a supergraph of G′.
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Given a graph data set D and a minimum support θ, the frequent subgraphs are the subgraphs whose

frequencies are greater than or equal to the minimum support θ. Given a set of subgraph features

{g1, g2, ..., gd}, a graph object G can be represented as a binary vector x = [x1, x2, ..., xd]
⊤ with d

dimensions, where xi = 1 if subgraph feature gi ⊆ G; otherwise xi = 0.

In order to solve the graph PU learning problem, the key challenges are described as follows:

(a) How can we identify the reliable negative graphs among the unlabeled graphs? The most reliable

negative graphs are defined as a set of unlabeled graph which are most likely to be negative graphs.

(b) How can we evaluate the usefulness of the subgraph features based on only positive and unlabeled

graph examples?

The above two problems are closely related to each other in graph PU learning. The reasons are as

follows. In problem (a), we need to identify a set of reliable negative graphs. However, before the

reliable negative graphs can be estimated, a set of useful subgraph features must be available. The

performance of PU learning for estimating reliable negative graphs directly depends on the quality of

the subgraph features that are used. The better the feature set, the more effectively we can estimate the

reliable negative graphs. In addition, for problem (b), we need to select a set of useful features for the

graph classification task, where the feature evaluation performance directly depends on the quality of

the reliable negative graphs that are selected in the PU learning process. The more accurate estimation

we have on the negative graphs, the more effectively we can evaluate the useful subgraph features in the

feature selection process. In this case, the qualities of reliable negative examples and subgraph features

are closely correlated. Thus we propose the following optimization framework to concurrently identify

reliable negative graph examples and find useful subgraph features.
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4.2.1 Optimization Framework

The goal of the framework is to simultaneously find a set of optimal subgraph features and identify

a list of reliable negative examples. We first formally introduce the notations as follows:

• S = {g1, g2, ..., gd}: a given set of subgraph features that we use to predict the labels. Usually

we want to find a subset T (T ⊆ S, T 6= ∅) which can optimize the evaluation criteria between

subgraph features and labels.

• t: an integer which determines the maximum number of subgraph features to be selected from the

set S.

• ǫ(T, Y ): an evaluation function to estimate the dependency between the selected feature set T

and the labels of the graphs including the estimated labels for the unlabeled graphs. We note that

the value of evaluation function is controlled by two variables: one is the subgraph feature set T ,

and the other is the label assignments Y . We want to maximize the function by selecting the most

optimal subgraph features as well as estimating the negative examples accurately.

• T ∗: the optimal set of subgraph features T ∗ ⊆ S.

• X: a d × n matrix representing the graph data set D = {G1, G2, ..., Gn} where each Gi is

represented by a binary feature vector based on feature S. X = [x1, x2, ..., xn] = [f1, f2, ..., fd]
⊤,

where X = [Xij ]d×n, and Xij = 1 iff gi ⊆ Gj , otherwise Xij = 0.

• C: an n × n diagonal matrix representing the confidence levels of (estimated) labels, i.e., the

probabilities of the graphs to have certain labels. In details, Cii indicates the probability of graph

Gi to have the class label yi. Since the positive labels are presumably given, the confidence of
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positive graph examples is always 1, i.e., Cii = 1 when the label of graph Gi is positive. For

the case of estimated negative examples, Cii ∈ (0, 1] iff the label of graph Gi is estimated to be

negative.

In order to simultaneously optimize the subgraph feature selection and label assignment, we will

use the following framework:

(T ∗, Y ∗) = argmax
T⊆S,Y ∈{−1,1}n

ǫ(T, Y ) s.t. |T | ≤ t. (4.1)

where we select a subset of subgraph features T from S, and the number of subgraph features in the set

T must be less than or equal to t.

In order to solve the above optimization problem, we assume that the optimal subgraph features and

the estimated labels for the unlabeled graphs should follow the properties of dependency maximization,

i.e., graphs with the same labels are more likely to have similar features. In details, from the subgraph

feature selection perspective, if we are given a set of estimated negative graphs among the unlabeled

graphs, the optimal subgraph features should be able to maximize the dependency between the features

and the labels of graphs including the estimated negative ones. From the PU learning perspective, given

a set of subgraph features, the optimal set of estimated negative graphs are those that can maximize

the dependency between the features and labels of the graphs. Dependency maximization has also

been successfully applied to many research topics, e.g. vector space dimensionality reduction (92) and

classification on multi-label graph data (49). Hilbert-Schmidt Independence Criterion (HSIC) has been

designed to measure statistical dependency based on the covariance operators in kernel space, which
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we will use as the evaluation criterion for dependency in Eq. Equation 4.1. The details of HSIC and

its empirical estimate can be found in (33). Based on the representation of HSIC, we will have the

following graph PU learning framework:

max
T,Y

tr(KTHLYH)

s.t. |T | ≤ t, T ⊆ S, Y ∈ {−1, 1}n. (4.2)

where tr(.) is the trace of a matrix, and matrices KT , H , LY ∈ Rn×n. The matrix KT is the inner

product of the graph vector representations based on the selected subgraph features T , which can also

be considered as the kernel matrix of graphs with the kernel function K(Gi, Gj) = 〈DTxi,DTxj〉.

DT here is a diagonal matrix representing which features are selected in the feature set T . In details,

DT ii = 1 iff graph feature gi is selected in T ; otherwise DT ii = 0. H = [Hij ]n×n is the “centering”

matrix, and Hij = δij − 1/n, where δij is the indicator function which equals to 1 when i = j and

0 otherwise. LY = [LY ij]n×n is the kernel matrix for graph labels including the estimated negative

graphs. The kernel function can be written as L(yi, yj) = 〈Ciiyi, Cjjyj〉, where the matrix C indicates

the confidence levels of graph label assignments.

It is clear that there are two sets of variables in the optimization framework, which are the selected

subgraph features T and a list of assigned labels Y . Both sets of variables can dynamically change

and need to be optimized to maximize Eq. Equation 4.2. In addition they are also coupled. Therefore,

optimizing them together can be extremely difficult. We will divide the optimization framework into

two subproblems, which are:
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Algorithm optimize features (Graph Data Set: D, Labels: Y , Number of Selected Subgraph Features: t,
Minimum Support: θ);

begin

T = ∅;

Recursively visit the DFS Code Tree in gSpan:

g = currently visited subgraph in DFS Code Tree;

Compute the value of q(g) using Eq. Equation 4.4;

if |T | < t, then:

T = T ∪ {g};

else if q(g) > ming′∈T q(g
′), then:

remove the feature with the lowest quality from T ;

T = T ∪ {g};

if freq(g) ≥ θ and q̂(g) ≥ ming′∈T q(g
′):

Depth-first search subtree rooted from node g;

return T.

end

Figure 18. the Algorithm to Optimize Features

• Given the graph data set and labels, how to find the optimal subgraph features.

• Given the graph data set and a set of features, how to accurately estimate the class labels.

Our approach is to integrate the above two subproblems and optimize the whole framework concurrently.

In the following part, we will first show how to optimize the above two subproblems, and then integrate

them to solve the graph PU learning problem.
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4.2.1.1 Optimize Subgraph Features

We will first describe how to optimize the selected subgraph features T by assuming the label as-

signments are given. We can rewrite the optimization Eq. Equation 4.2 as:

tr(KTHLYH)

= tr(X⊤DTDTXHCY
⊤Y CH)

= tr(DTXHCY
⊤Y CHX⊤DT )

=
∑

gi∈T

(f⊤giHCY
⊤Y CHfgi)

=
∑

gi∈T

(f⊤giMfgi)

whereM = HCY ⊤Y CH and fgi is the indicator vector for subgraph feature gi. Here fgi = [f1gi , ..., f
n
gi ]

⊤,

and fkgi = 1 when the graph object Gk has the subgraph feature gi for k = 1, 2, ..., n. Let the function

h(gi,M) denote the value of f⊤giMfgi . We can observe that in Eq. Equation 4.2, tr(KTHLYH) equals

to the sum of h(gi,M) over all graph feature gi ∈ T . Therefore the problem of maximizing the value of

tr(KTHLYH) is equal to finding a subset of features that can maximize the sum of h(gi,M), which

can be represented as:

max
T

∑

gi∈T

h(gi,M) s.t. |T | ≤ t, T ⊆ S. (4.3)
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Definition 8 (Feature Quality Measurement) Given a graph data set D = {G1, G2, ..., Gn}, its corre-

sponding labels yi for graph Gi and the label confidence level matrix C , the quality of a feature gi can

be measured by:

q(gi) = h(gi,M) = f⊤giMfgi (4.4)

where M = HCY ⊤Y CH .

In the above definition, a higher value of feature quality measurement q(gi) represents larger de-

pendency between this feature and the labels. In other words, good subgraph features should have high

q(gi) values. The solution to the subgraph feature optimization can be done by first computing the fea-

ture quality measurement q(gi) on each subgraphs in S, and then selecting the top t subgraph features

which have the highest values of q(gi). Before we introduce the algorithm to optimize features, we can

derive the following upper bound of q(gi):

Lemma 11 Given any two subgraphs g, g′ ∈ S, g′ is a supergraph of g (g′ ⊇ g). The feature quality

measurement of g′ is bounded by q̂(g) (i.e., q(g′) ≤ q̂(g)):

q̂(g) = f⊤g M̂fg (4.5)

where M̂ is defined as M̂ij = max(Mij , 0).

Proof 10

q(g′) = f⊤g′Mfg′ =
∑

i,j:Gi,Gj∈Ω(g′)

Mij
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where Ω(g′) = {Gi|g
′ ⊆ Gi, 1 ≤ i ≤ n}. Since g is a subgraph of g′, we have Ω(g) ⊇ Ω(g′).

q(g′) =
∑

i,j:Gi,Gj∈Ω(g′)

Mij ≤
∑

i,j:Gi,Gj∈Ω(g′)

M̂ij

≤
∑

i,j:Gi,Gj∈Ω(g)

M̂ij = q̂(g)

Therefore, for any g′ ⊇ g, q(g′) is bounded by q̂(g).

In order to obtain the subgraph feature set S, we use a well-known depth-first search algorithm

gSpan (85) to enumerate frequent subgraphs. The key idea of gSpan is to first assign a unique minimum

DFS code to each graph, and then discover all frequent subgraphs by a pre-order traversal of the tree.

The minimum DFS codes of two graphs are the same iff they are isomorphic. We extend this idea and

utilize Lemma 11 to efficiently prune the DFS code tree with a branch-and-bound strategy.

We first initialize the set of selected subgraph features T to be empty. In the depth-first search

through the DFS code tree, we compute the quality of each current visited subgraph g using Eq. Equa-

tion 4.4. If the number of features in T is less than or equal to t, we will add the current subgraph

feature g into T . Otherwise we will compare the quality of subgraph g with the lowest quality subgraph

in T . If q(g) is higher which means the current visited subgraph g is a more useful feature than some

of subgraph features in T , we will replace the subgraph in T which has the lowest quality measure with

the subgraph feature g.

For each visited subgraph feature g, we also compute its upper bound q̂(g) before performing depth-

first searching rooted from g. If q̂(g) < ming′∈T q(g
′), we can safely prune all branches originating from

g. The reason is all supergraphs of g will have smaller values of q(.) than any subgraph features in T .
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Thus skipping all supergraphs of g will not affect the quality of the final selected subgraph features but

provide higher efficiency. By doing search space pruning, the searching can be quite efficient than the

original gSpan since a large number of search spaces do not need to be visited. However, if q̂(g) ≥

ming′∈T q(g
′), we cannot prune this branch since it is possible that there exists a supergraph g′ ⊇ g that

is better than some subgraph features in T .

After all subgraphs in the DFS code tree are enumerated, the feature set T will be returned as the

optimal set of subgraph features. The detailed algorithm is illustrated in Figure 18. We note that in

order to continue to depth-first search the subgraphs rooted from g, g needs to satisfy two conditions:

one is the frequency of feature g has to be greater than or equal to the minimum support, and the other

is the upper bound of its supergraphs q̂(g) has to be greater than or equal to the quality measure of some

selected features in T .

4.2.1.2 Optimize Class Labels

In this subsection, we will solve the second subproblem, which is how to obtain the class labels

when the graph features T are given. The optimization can be approximated by building a classification

model on the data set corresponding to the given features, and utilizing the classifier to predict the class

labels of unlabeled examples. Any classifier which can output probability estimates should be sufficient

for this purpose. Here we select Support Vector Machine (SVM) as the classifier.

Conventional PU learning algorithms expand the reliable negative set by iteratively adding new

found negative examples. However, the challenge on the graph data are the quality of reliable negative

set depends on the effectiveness of the graph features used. Presumably the quality of the initial graph

features is low, but the feature set can be iteratively improved later. Therefore continuously growing a
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Algorithm optimize labels (Graph Data Set: D, Labels: Y , Subgraph Features: T );

begin

P = {Gi|Gi ∈ D, yi = 1};

N = {Gi|Gi ∈ D, yi = −1};

Build an SVM classifier MSVM using P and N ;

for each graph Gi ∈ {Gj |Gj ∈ D, yj 6= 1}:

Predict class label of Gi by applying classifier MSVM ;

if(Gi is not negative), yi = 0, then continue;

yi = −1;

Cii = probability estimate from classifier MSVM ;

end

Figure 19. the Algorithm to Optimize Labels

negative set generated from the low-quality initial graph features can bring more and more errors into the

later iterations. In order to avoid this, at each iteration we reevaluate every unlabeled graph including

those previously classified as negative (Gi ∈ {Gj |Gj ∈ D, yj = −1}), since some of them may be

false negatives due to the previous ineffective graph features. Thus those graphs which are incorrectly

classified as negative based on the previous graph features can have the opportunity to make their class

labels corrected in the current run because of using a more accurate set of graph features.

Considering the positive graph examples are initially given in the data set with confidence 1.0,

we only label estimated negative examples in order to avoid adding noise to the positive set. For those
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graphs classified as negative by classifier MSVM , we use the method in (82) to compute their probability

estimates by solving the following optimization problem:

min
p1,p−1

(r−1,1p1 − r1,−1p−1)
2

s.t. p1 ≥ 0, p−1 ≥ 0, p1 + p−1 = 1. (4.6)

where ri,j is the pairwise class probabilities of class labels i and j, i.e., the probability of an example

belongs to class i given that it can only belong to class i or j, and pi is the probability estimate of class

label i. The value of p−1 is assigned to the corresponding value in the label confidence level matrix C

for the negative graphs. The algorithm description on class label optimization can be found in Figure

19.

4.2.2 The GPU-Learning Algorithm

We can now make use of the solutions of the above two subproblems to optimize the evaluation

criterion in Eq. Equation 4.2. In order to start, we first set all unlabeled graphs to have label −1, use

them together with the positive graphs and perform the initial feature selection by a depth-first search

using the algorithm in Figure 18. It is clear that the quality of initial selected features is not optimal since

it assumes all unlabeled examples are negative, but it provides a good starting point for the following

optimization framework.

With the help of initial graph features, we use the algorithm in Figure 19 to classify unlabeled graph

objects and compute their probability estimates. Since the initial features are obtained by assuming

all unlabeled examples are negative, we only want to label the most possible negative graph objects.
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Algorithm GPU (Graph Data Set: D, Labels: Y , Number of Selected Subgraph Features: t,
Minimum Support: θ);

begin

Set the labels of unlabeled graphs to be −1;

while not(L changes in the previous run) do

begin

Update feature set:

T = optimize features(D, Y, t, θ);
Update labels:

L = optimize labels(D, Y, T );
if (in the first iteration) then

Compute the mean µ and standard deviation σ of the probability estimates of classified

negative examples by MSVM ;

Do not update the labels of classified negative examples to be −1 if their probability

estimates are less than or equal to µ−m · σ;

end if

end

return a classifier built on D, T and L;

end

Figure 20. The GPU-Learning Algorithm
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In details, we only select whose the probability estimates (p−1) are above a particular threshold β as

negatives and assign them class label −1. The value of β is picked to be m standard deviations1 below

the mean value of the probability estimates of all negative examples classified by MSVM . The values of

the label confidence level matrix C are also updated by the probability estimates correspondingly.

With the initial estimated negative examples, we optimize the graph features and label assignments

by using the algorithms in Figure 18 and Figure 19 in an iterative way. Different from the traditional PU

learning approaches, the graph features are dynamically selected at each iteration by using the function

optimize features, and each estimated negative graph is assigned a probability weight (confidence level)

to assist the feature selection. We note that although the depth-first search for graph features need to be

performed iteratively, only a small portion of the whole search tree is visited at each iteration because

of the upper bound pruning in Lemma 11. Figure 20 shows the whole framework.

4.3 Experiment Results

In this section, we will test our PU learning algorithm for graph classification on a number of real

data sets. We will present experiment results for both effectiveness and efficiency of the proposed

approach.

4.3.1 Data Sets

We used six real data sets in order to test our approach. The data sets used were from the following

tasks:

1Here we pick this factor m to be 2.
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• Toxicology prediction (PTC) task1: The first four data sets were collected from the toxicology

prediction task, which contains the outcomes of biological tests for the carcinogenicity of chemi-

cals using the graph structure of chemical compounds on different animal models. There are four

data sets available corresponding to the animal model: (1) Female Mouse (FM), (2) Male Mouse

(MM), (3) Female Rat (FR) and (4) Male Rat (MR). Each of these data sets contains more than

300 chemical compounds. The chemical compounds in the data sets are assigned with carcino-

genicity labels for these animal models. On each animal model the carcinogenicity label is one of

{CE, SE, P, E, EE, IS, NE, N}. We used {CE, SE, P} as the positive labels, and {NE, N} as the

negative labels, similar to the setting in (49)(50)(52). Each chemical compound is represented as

a graph with an average of 25.7 vertices.

• Anti-cancer activity prediction (NCI1): We collected two more data sets from the PubChem web-

site2. The data sets consist of anti-cancer activity records on chemical compounds against two

types of cancers: breast (MCF-7) and leukemia (MOLT-4). For all chemical compounds, the

one with an active label will be regarded as a positive example, whereas the inactive one will

be treated as negative. The original data set are unbalanced, where the active label is around

5%. We randomly sampled 500 compounds which have balanced labels from each data set for

classification.

The summary of data sets is listed in Table III.

1http://www.predictive-toxicology.org/ptc/

2http://pubchem.ncbi.nlm.nih.gov
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Name Graphs# Pos% Description

FM 349 41.0 Female Mouse Toxicology

MM 336 38.4 Male Mouse Toxicology

FR 351 34.5 Female Rat Toxicology

MR 344 28.2 Male Rat Toxicology

MCF-7 27784 8.19 Breast Cancer

MOLT-4 39765 7.89 Leukemia Cancer

TABLE III

SUMMARY OF EXPERIMENTAL DATA SETS. ”POS%” DENOTES THE PERCENTAGE OF

POSITIVE GRAPHS IN EACH DATA SET.

4.3.2 Methods

In order to show the effectiveness and efficiency of the proposed approach, we compared with a

number of baseline approaches. We refer to our approach as the GPU-Learning method. Since there

is no known method for PU learning for graph data, we used the standard PU learning approaches as

baselines, in which the features are represented by top-k frequent subgraphs generated by gSpan. We

compared with two variations of PU learning algorithms in (61):

• NB+SVM-I: In the traditional PU learning two-step strategy setting, it uses Naive Bayesian tech-

nique in the first step to obtain a set of reliable negative examples from the unlabeled set. Then it

runs SVM iteratively on the positive set and reliable negative set until converges.

• Spy+SVM-I: The difference between Spy+SVM-I and NB+SVM-I is in its initialization. Spy+SVM-

I randomly samples a set of positive examples as “spies”, and marks them as negative. Adding
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spies to the negative set allows the algorithm to understand the characteristics of the unknown

positive examples in the unlabeled set.

In addition, it is also possible to solve the graph PU learning problem using a semi-supervised classifi-

cation algorithm by assuming there are no negative examples:

• gSSC+1-NN: (50) proposed a method to classify semi-supervised graphs data. The idea is that

the labeled graphs in different classes should be far from each other, while the ones in the same

class should be close to each other and the unlabeled graphs should be well separated. The nearest

neighbor (1-NN) classifier is used for classification while maintaining the above constraints.

4.3.3 Evaluation Metrics and Settings

In order to evaluate the effectiveness of graph classification, we used the popular F-score on the

positive class as the evaluation metric. F-score has also been widely used to measure the performance

of PU learning techniques in the literature (37)(57)(61)(62). F-score is defined as: F = 2× p×r
p+r , where

p is the precision and r is the recall of the test data set. F-score represents a harmonic mean between

recall and precision, where F-score has a high value only if that both precision and recall are high.

For all data sets, we randomly selected 30% of the graphs as testing set in each run, and used

the remaining graphs as training set. The baselines and GPU-Learning approaches were used to build

classifiers on the training set, and we evaluated the performance by applying the classifiers on the testing

set. In order to create a wide range of positive and unlabeled graph data for evaluation, we randomly

sampled a portion with percentage γ (γ varies from 0.2 to 0.8) from the graphs that have positive labels,
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and used them as the positive set. The rest of the graphs that have positive labels with percentage (1−γ)

and all the graphs that have negative labels were treated as the unlabeled set.

Since the results of the PU classification can vary depending upon the randomly sampled test sets,

we repeated each test 10 times with different random seeds and reported the average as the final score.

Unless otherwise mentioned, the default value of γ is 0.5, the number of selected subgraph features is

30, and the minimum support of frequent subgraphs is 2% for PTC task and 5% for NCI1 task.

4.3.4 Effectiveness Results

We will first present the effectiveness results in terms of F-score for all six data sets. The effec-

tiveness results on F-score for all baseline approaches and GPU-Learning with different γ settings are

illustrated in Figure 21. The value of γ varies from 0.2 to 0.8 with an increment of 0.1, which is il-

lustrated on the X-axis. The classification quality in terms of F-score with respect to the ground truth

is illustrated on the Y -axis. It is clear that GPU-Learning can achieve a much performance compared

with other schemes. In details, gSSC+1-NN cannot achieve good performance since it is not designed

for positive and unlabeled data. GPU-Learning improves the F-score by at least 0.1 up to 0.4 compared

with NB+SVM-I and Spy+SVM-I in general. This is because many infrequent subgraphs can be very

useful and a set of dynamically selected graph features can indeed improve the classification quality.

The improvement on F-score keeps competitive throughout different settings of γ, which means the im-

provement of quality is not sensitive to the value of γ, even at some extreme cases. The GPU-Learning

algorithm can work especially well when only a small portion of positive examples are labeled. This

suggests the GPU-Learning framework is quite effective on the graph data over a wide range of percent-

age of labeled positive graphs. We further notice that the value of F-score will slightly increase when the
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γ increases on all six data sets. This is quite natural since larger number of positive examples provide

more useful information on the characteristics of the graphs.

We also tested the effectiveness of three baseline approaches and GPU-Learning approach to the

number of selected subgraph features. The number of selected subgraph features varies from 20 to

40. The results for six data sets are presented in Figure 22. The number of selected subgraph features

are illustrated on the X-axis, whereas the quality measure F-score is illustrated on the Y -axis. From

the figures, we can observe that the classification quality usually improves when the number of selected

features increases. That is because larger number of selected features can provide more detailed structure

information of graphs to the classifiers. It is clear that the GPU-Learning algorithm is consistently

superior to all three baselines in terms of classification quality on various settings of number of selected

subgraph features.

4.3.5 Efficiency Results

In this section, we present the running times for GPU-Learning and the three different baselines. In

addition, we evaluate the efficiency of pruning by using the upper bound for feature quality in Lemma

11. In GPU-Learning algorithm, we use the upper bound for feature quality to prune the search spaces

of subgraph enumerations. We compare with the same method but without the upper bound pruning.

We denote this method as GPU w/o Pruning, which uses gSpan to obtain a set of frequent subgraphs

and then selects the optimal set of subgraphs based on the feature quality measure. We note that GPU

w/o Pruning generates the same classification results as GPU-Learning, since pruning does not change

the set of selected subgraph features.
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The efficiency results of the different methods with respect to the minimum support on six data sets

are reported in Figure 23. The values of minimum support are illustrated on the X-axis, and the running

time is illustrated on the Y -axis. It is evident that all algorithms consume more running time when

decreasing the minimum support, because they would need to explore larger subgraph search spaces.

The running time of NB+SVM-I and Spy+SVM-I are almost identical due to the fact that they use

the similar two-step strategy, which makes their curves in the figure overlap. Although GPU-Learning

requires multiple searches over the DFS code tree whereas NB+SVM-I and Spy+SVM-I only need

once, it is clear that the running time of the GPU-Learning approach is comparable with the baseline

schemes because of the pruning technique adopted in the GPU-Learning framework. The running time

of the proposed GPU-Learning approach is quite acceptable, considering the tremendous qualitative

advantages over the baseline approaches.

We further observe that without pruning, the running time increases exponentially with the decrease

of minimum support. This is because the sizes of subgraph search spaces increase exponentially when

the minimum support decreases. It is interesting to see that GPU-Learning is at least twice more efficient

than GPU w/o Pruning, and the running time of GPU-Learning does not increase as much throughout

all data sets. The reason is that the upper bound of feature quality can effectively help prune the sub-

graph search spaces without decreasing the quality of classification. One can see that it is also possible

that GPU-Learning consumes almost the same or less running time as the baseline approaches when

the minimum support goes very low. Therefore the pruning power of the proposed method is a clear

advantage from the perspective of practical applications.



CHAPTER 5

APPLICATION IN SOCIAL NETWORKS: SOCIAL ROLE INFERENCE

As social networks become emerging platforms that people connect, communicate and share, there

are tremendous knowledge on social networks and the online social structures reflect the social relations

of users. Social role and status is one primary concept on individual users of a society. Social roles and

statuses are defined as the part that people act as members in the society. They represent the degree of

honor or prestige attached to the position of each individual (77).

In online social networks, people behave differently in social situations because they carry differ-

ent latent social roles and statuses, which entail various expectations that society puts on them. There

are diversified roles and statuses on different social network platforms. For example, the social roles

in Twitter can be advertiser, company supporter, content contributor, information receiver, etc; the so-

cial roles in the professional network Linkedin can be engineer, salesperson, recruiter, manager, etc.

Studying social roles and statuses is very helpful to gain the insights of the whole society as well as

manage social resources at the individual level. Understanding social roles and statuses is crucial to

many online social network applications, including advertising targeting, marketing, personalization,

recommendation, etc.

Conventional approaches (3)(56)(63)(65) use mining techniques on textual or categorical informa-

tion to predict user attributes in online social networks. Such information can be users’ tweets, profiles

and status updates. However, in a real social network, the textual and structured information is usually

unavailable and noisy due to the following three reasons:

112
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(a) Facebook sign up form (b) A Facebook user

Figure 24. (a) Very few structured information is needed from users to use the Facebook social

network. (b) An example of Facebook user with over 300 friends but very few textual and categorical

data.

Missing Data: Previous research has shown that less than 1% of Twitter users produce 50% of the

content (81). A large number of online users view feed updates and make connections in online social

networks. However, they do not include much textual and categorical information (e.g., work place,

interests, geographic location, etc.) in their profiles since such information is mostly not mandatory in

social networks. Thus, there is very little textual and categorical data that can be used to infer the social

roles and statuses in this case. Figure 24(a) shows an example of Facebook sign up form, where most

structured information is not required to register. Figure24(b) shows a social network user with over

300 connections but with few textual and categorical information in the profile. Therefore, the network

structures can be extremely useful while inferring such users.

Outdated Data: A large number of users do not actively update their profiles based on their lat-

est states in a timely manner. Therefore, the inference based on such outdated data may lead to less
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Figure 25. Three example profiles on a professional social network showing users use ‘non-standard’

and creative descriptions.

meaningful predictions and even have adverse effects while applying misleading inference results into

practice. However, such users may still use the social networks to connect with new friends and commu-

nicate with others. Thus, their network behaviors and characteristics might represent their latest states

and can be useful to infer the true social roles and statuses.

Non-standard Data: Recently online social network users often use ‘creative’ and ‘non-standard’

descriptions and tags in their profiles. Figure 25 illustrates three users in a professional social network

with creative profiles. Although all these three users belong to the same social role ‘software engineer’

in a professional network, they use ‘code monkey’, ‘geek’ and even a line of javascript code that prints

‘make cool stuff’ to describe themselves. Conventional mining approaches can not capture the real

meaning in such case and therefore are unable to handle ‘non-standard’ data properly.
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As missing, outdated and non-standard data largely exist among online users in social networks, on

the one hand, the conventional methods cannot be applied to predict the social roles and statuses for such

massive users; on the other hand, manually labeling the social roles and statuses is a time-consuming

and error prone process, which can not be scalable for a real-world social network. Therefore, in this

chapter, we study the social role and status prediction problem in a semi-supervised setting. In other

words, a portion of social roles and statuses are known either by mining methods with high precision and

recall, or manually labeled by domain experts. The goal is to infer the roles and statuses of unlabeled

users via exploring network structures and characteristics, since the key uniqueness of social networks

is connecting people.

Despite its value and significance, the social role and status inference problem in social networks

has not been fully investigated. The problem is non-trivial and brings some unique research challenges.

First, what are the most essential factors and principles that can reflect social roles and statuses of

users? Can we discover some fundamental patterns from the networks that can identify the role or

status of online social network users? Second, since users in social networks are connected, can we

quantitatively evaluate if connected users have the tendency to associate with people having similar

social roles and statuses? Third, can we design a model to formalize this inference problem? How can

we incorporate the network characteristics of individual users as well as the social relationships with

neighbors/friends into the model in a principled way?

In this chapter, we first quantify the correlations between the network structures of users and their

social roles/statuses. We systematically study the effects and patterns on five social principles and

concepts that are related to the inference problem: homophily, triadic closure, reach, embeddedness and
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structural holes. These correspond to a variety of key aspects of the social network, including neighbor

influence, tie density, centrality, tie strength & trust and connectivity. We find patterns of homophily,

the tendency of users to connect with users with similar social roles and statuses. We also show that

social principles and theories all provide different degrees of predictive powers of social role and status.

However, most of them are weak signals and cannot independently infer effectively.

We introduce the concept of Factor Conditioning Symmetry based on the social factors and formulate

an optimization framework to model the local effects upon social roles and statuses given the observed

social factors. To integrate the optimization framework with the homophily property, we define and

propose a factor graph based probabilistic model considering both the individual network structures and

the social relationships via network influence.

Our results on real social network data sets show that we can reliably infer the unknown social roles

and statuses with as few as 20% labeled users given, and our proposed model significantly outperforms

baselines on a number of measures. The results further suggest that network reach is the most important

social factor with regard to social roles/statuses. Structural hole is complementary with most additive

effect, and triadic closure is also useful, while the effect from strength of tie is more marginal.

The rest of this chapter is organized as follows. In Section 5.1, we discuss related work on social

role and status inference. In Section 5.2, we study the correlations between social networks and so-

cial roles/statuses and introduce our observations over a number of fundamental social principles. We

propose a factor graph based model to infer the social roles and statuses in Section 5.3. We report the

experiment results in Section 5.4.
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5.1 Related Work

Traditionally, there have been efforts to study node classification and labeling in relational data.

Most of these approaches can be grouped into two categories: (1) methods using some non-network

features to train an traditional local classifier, e.g., Naive Bayes and decision trees. (2) methods using

network propagation on weighted edges to determine the unknown labels. A survey can be found in (3).

Recently, some research work studied the user profile inference problem under some specific set-

tings in the online network context. For example, editors in Wikipedia have been studied in (80). Email

users of Palin’s email network have been analyzed in (38). In (65), the authors studies user attribute in-

ference in university social networks by applying community detection. However, all previous methods

either focus on a specific network such as email network(56)(38) and Wikipedia network(80), or have

some strong assumptions of the data. Such strong implication does not exist in general social role and

status inference in social networks and thus cannot be directly applied. For example, user attributes from

university students(65), such as year and department, usually are identical within the same university

network community. However, a closely connected community in a general social network may corre-

spond to a division in a company, which include people from different roles, e.g., designer, engineer,

tester, salesperson and manager.

There has been some previous work on social network inference problems in different contexts.

For example, (66) proposed a method to infer latent social networks based on convex programming.

Social network relevance from interpersonal communication is studied in (22). The problem of network

diffusion and influence has been studied in (31)(11). (74) proposed a predictive model on inferring social

ties across heterogeneous networks. The privacy concerns related to public and private profiles have
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been explored in (95). The role of the social network as a whole in online shopping has been investigated

in (35). In addition, graphical models have been applied on network data in many applications. Topical

factor graph has been introduced in (75) to analyze social influence. (73) used a factor graph based

model to perform sentiment analysis in social networks. (78) introduced a time-constrained factor graph

model to mine advisor-advisee relationships. All above previous work focuses on different dimensions

from social roles and statuses, thus cannot be directly applied. Also recently a number of approaches

have been proposed to infer and predict social links (10)(59), which are orthogonal to our goal: inferring

roles and statuses.

5.2 Correlating Social Roles and Statuses with Social Networks

In this section, we study a number of key sociology theories and quantitatively analyze the correla-

tions between the social roles / statuses of online users in social networks and these fundamental social

psychological concepts. One should note that we do not intend to enumerate all social factors, but rather

use representative social principles that reflect different aspects of network structures for individual

users.

5.2.1 Data

We first describe the data that we use in the analyses. We obtain a sample of network data from

Linkedin in the IT industry. We use the social network users in this specific industry because the readers

are probably more familiar with the background in the IT industry. There are four social roles that we

identify: Research & Development (R&D), Marketing & Sales (M&S), Human Resource (HR) and

Executives (EXE). These four roles cover the majority of individuals in the IT industry. The Executive

role is defined as users with an equivalent title of ‘Director’ or higher. The users in our data set are from
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a variety of companies, including Microsoft, HP, IBM, Facebook, etc. There are 45,162 users in the data

set and the average node degree is 214.86. We use a mixture of classification models built on available

textural/categorical information and manual labeling to identify and verify the social role/status of each

user. Although we only present the analyses and explanations based on four roles in the IT industry due

to the space limit, we also explored the social principles in a wide range of industries and in various

social roles, and the observations are similar.

5.2.2 Homophily

Homophily(64) refers to the tendency of users in social networks that have ties with similar other

individuals, which is also known as “birds of a feather flock together”. Homophily is a fundamental

characteristic of social networks. Singla et al. (71) discovered that people who chat with each other

are more likely to share interests in the MSN Messenger network. Leskovec et al. (55) also found the

tendency of ‘like to associate with like’ in viral marketing.

In order to study the homophily pattern on social roles and statuses, we show the probabilities of

connected users that have the same social role/status in Figure 26(a). We also plot the probabilities where

the social relations are created randomly as a baseline. One can observe that the random probabilities for

R&D role is much higher than other three roles. The reason is that a large portion of professionals are

in R&D role in the IT industry. From the figure, it is obvious that the similarities between friends with

regard to social roles are significantly larger than that of random pairwise users. This clearly suggests

that the homophily pattern exists on social roles and statuses. In other words, people have the tendency

to have ties with others who carry similar social roles and statuses.
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5.2.3 Triadic Closure

Triadic closure is one of the most basic principles in social network theory on social relationships

(51)(35). It involves three individuals in a social network i, j, k where i is connected to both j and k. If

j and k are later connected, it may somehow imply that the connection between j and k is resulted from

their connections to i. Triadic closure has been widely used to study the strength and density of social

ties in sociology theories.

In order to quantitatively measure the basic pattern of triadic closure in social networks and its

relation with the social role and status of each user, we use Local Clustering Coefficient(51)(35)(22)

for each individual user in online social networks to study the effects of triadic closure :

Definition 9 (Local Clustering Coefficient [LCC])

LCCi =
2 · |{ej,k : j, k ∈ Nvi |}

|Nvi | · (|Nvi | − 1)
(5.1)

where vi is a given user node, Nvi is the set of vi’s neighbors, ej,k is the edge connecting users j and k,

and j, k are two neighbors of i.

The definition of Local Clustering Coefficient quantifies the closeness of neighbors to a clique.

Intuitively, it counts the number of triangles of user i with neighbors and then is normalized by the total

number of triangles if i is involved in a clique. The value of LCC should be in the range of [0, 1].

Figure 26(b) shows the probability of closure in terms of local clustering coefficient for four different

roles in the IT industry. One can observe that the LCC scores for the majority social network users are

within the range of [0.03, 0.1]. The curve of users with R&D role is the flattest among that of all the
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roles. In addition, its peak has the largest LCC value at 0.0710. These indicate that the users in R&D

have a relative dense social ties compared with users in other roles. The reason might be users in

R&D usually only connect with co-workers and close friends, and their social roles as researchers or

developers do not require them to actively explore new connections as other roles, e.g., marketing and

sales. We further observe that the curve for HR role shifts left compared with other three curves. This

observation fits our intuition quite well: users as recruiter and staffing agent connect with a large number

of individuals from different backgrounds and communities. Thus, their social roles lead to relative low

density of ties. Furthermore, the curve representing users in M&S is similar to that of users in Executive

role. However, Executive role has a higher likelihood value at the peak, whereas M&S has a longer and

heavier tail. All these observations clearly show that users in online social networks show diversified

triadic closure patterns with different social roles because they function differently in the online society

as they do offline. In the meantime, we also note that the likelihood curves in Figure 26(b) have some

overlaps, thus using triadic closure alone is not effective enough to infer the social roles and statuses of

online social network users.

5.2.4 Reach

Another important aspect of networks we study is the reach of individual users in online social

networks. We first measure the reach of individuals in the network using Degree Centrality, which

is defined as the number of ties that a user has. The distribution of degree centrality is shown in Fig-

ure 26(c). We observe that the R&D role has a distinct probability distribution compared with other

three roles. The distribution of R&D role has a much steeper shape and 80% of users in R&D have

node degrees which are less than 200. We further note that the distributions of M&S and EXE roles
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have longer tails (the tails are partially off the figure). This suggests that these two roles usually have to

access more resources of the network because of the properties of their social functions. Furthermore,

we notice that the EXE role has the lowest probability on low node degrees. This can also be explained

by its social functions.

We also explore the Average Neighbor Degree (AND) which represents the ‘2-hop’ reach of in-

dividuals in networks. The distribution of average neighbor degree is shown in Figure 26(d). To our

surprise, the distributions on all four roles have more obvious distinctions than that of degree centrality.

Similarly, R&D role has the steepest probability curve which represents that the number of ties asso-

ciated with R&D role is relatively small. H&R role has the flattest probability function and a heavier

tail. This is because users in the H&R role such as recruiters are more dependent on social resources via

their connections. In addition, the EXE role has a relative larger neighborhood spread than that of the

M&S role. We also test on Median Neighbor Degree (MND) and the distribution patterns are similar.

From these observations, we can infer that the reach of individual users in the network can potentially

indicate their roles and statuses, because the society puts on different expectations for each role/status.

5.2.5 Tie Strength and Trust

Another social principle that we study is the strength of tie. To quantitatively measure the strength

of tie associated with a user in a social network, we define Embeddedness of user vi as:

Definition 10 (Embeddedness)

Embvi =
1

|Nvi |

∑

vj∈Nvi

|Nvi ∩Nvj |

|Nvi ∪Nvj |
(5.2)
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Embeddedness measures the degree that individuals are enmeshed in social networks (32). The em-

beddedness score of a node is high if the node has a large overlap of neighborhoods with its neighbors.

In sociology, a high embeddedness score also represents trust and confidence, since the presence of

mutual friends reduces the chance of misbehavior (21). We illustrate the probability on embeddedness

related to the four roles in Figure 26(e). As we can see, R&D, M&S and EXE have similar embed-

dedness likelihood distributions, where the curve of R&D is shifted to the right slightly. The overall

embeddedness score of HR is smaller than other roles. This indicate that the tie strength associated with

users in the HR role is relatively weak, although their neighborhood spread is larger than other roles.

5.2.6 Structural Holes

The last social principle we review is structural holes (15). In sociology, a structural hole represents

a user who connects with multiple non-interacting parties (3). The name comes from the intuition that

an “empty space” will be left in the network if remove such a user. A user of structural hole property

is structurally important because she connects diverse regions in the social network. We compute the

Number of Communities (NOC) that each individual user connects to, and use it to represent the

property of structural holes. In a professional network, we define each company/organization as a

community, since different companies do not interact closely and can be approximately regarded as

non-interacting parties.

We present the average number of connected communities for each role in Figure 26(f). Clearly,

different roles represent diverse degrees to structural holes. The values of HR and EXE are about four

and three times of the value of R&D, respectively. The high value of HR is because of their large number
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of connections, whereas the social functions of executives require them to interact and collaborate with

multiple parties via their local bridges.

5.2.7 Summary

In summary, different social properties represent various patterns and can be utilized to differen-

tiate social roles and statuses, because these properties measure various aspects of network, e.g., tie

density, centrality, tie strength, etc. We also note that most social factors are weak signals and cannot

independently infer social roles and statuses effectively.

5.3 Modeling Social Roles and Statuses

In the previous section, we observe that a variety of social principles and concepts show different

degrees of correlations with social roles and statuses. We also discover that the existence of homophily

on social roles and statuses. In this section, we first introduce Factor Conditioning Symmetry (FCS) and

use the equality to model the local influence of individual nodes from observed social factors. Then,

combined with the homophily property, we propose a factor graph based model SRS to infer Social

Roles and Statuses by integrating these social factors and neighbor effects in a meaningful manner, such

that the model is capable to infer social roles and statuses effectively.

We first introduce some notations and definitions that we will use throughout the rest of the chapter.

Assume we have a partially labeled social network G = (V L, V U , E,X), where V L is the set of labeled

users with social roles/statuses and V U is the set of unlabeled users in the social network. We note that

the set of all users in the network V = {vi} = V L ∪ V U and V L ∩ V U = ∅. E represents the set

of all edges in the network. X is the set of five social factors of users we studied in Section 5.2, i.e.,

LCC, degree centrality, AND, LCC, embeddedness and NOC. Let vi be a user in the network, yvi be the
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Symbol Description

G = (V L, V U , E,X) A partially labeled social network

V L the set of labeled users

V U the set of unlabeled users

E the set of edges

X the set of network attributes

vi a user in the social network

Y a vector of labels for all users

yvi the label for user vi

Xvi a vector of network attributes of user vi

Nvi the neighbors of user vi

R = {1, ..., r} r different social roles/statuses

hk(yvi ,Xvi) node feature function of vi with role k

fk,l(yvi , yvj ) edge feature function of the edge between vi with role k and vj with

role l

TABLE IV

NOTATIONS OF THE SRS MODEL

label for user vi and Xvi be a vector of network attributes of user vi. Suppose the set of labels to be

R = {1, ..., r}, which contains r different roles/statuses. The goal is to infer the labels of users with

unknown social roles: yvi ∈ R where vi ∈ V U . The above notations are summarized in Table IV.

We have observed that the social factors in X have predictive powers on social roles in Section 5.2,

and the homophily property suggests that users tend to have similar roles to their connected neighbors.

In order to infer the unknown social roles and statuses, we construct a factor graph on a given social
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network G based on the Markov assumption that (1) the social roles of yvi are influenced by the social

factors Xvi associated with users and (2) the social roles are also affected by their immediate neighbors

Nvi .

We define two types of feature functions in the factor graph which correspond to the above two

assumptions:

• Node Feature Function: hk(yvi ,Xvi) models the local influence upon the social roles and sta-

tuses given attributes Xvi .

• Edge Feature Function: fk,l(yvi , yvj ) captures the homophily effects of connected nodes with

regard to the social roles and statuses.

where k and l are two indices that specify the labels of nodes. We define the above two feature

functions formally as follows.

5.3.1 Node Feature Function

As the node feature function represents the local information of each user vi and vi can be either

labeled or unlabeled, we define the node feature function based on whether vi is labeled:

hk(yvi ,Xvi) =



































1, vi ∈ V L, yvi = k

0, vi ∈ V L, yvi 6= k

P k
vi , vi ∈ V U

(5.3)
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We note that if the user vi has a label k, hk(yvi ,Xvi) equals to 1 since the ground truth is known.

Pvi represents a vector of probabilistic estimates on the roles R of user vi: Pvi = {P 1
vi , ..., P

r
vi}.

Since usually a social network has multiple roles and statuses rather than binary labels, inspired

by previous work on multi-class classifications (82), we compute the value of Pvi from the Pairwise

Probabilities of Roles and Statuses (PPR). We define the conditional pairwise probability as:

Definition 11 (Pairwise Probabilities of Roles and Statuses (PPR))

rk,l(vi,Xvi) = P (yvi = k|yvi = k or yvi = l,Xvi) (5.4)

It is clear that Eq. Equation 5.4 defines the probability of vi being the role/status of k conditioned on

vi being either k or l given the attributes Xvi . We further introduce the Factor Conditioning Symmetry

on PPR:

Lemma 12 (Factor Conditioning Symmetry (FCS))

rk,l(vi,Xvi) · P (yvi = l|Xvi) = rl,k(vi,Xvi) · P (yvi = k|Xvi) (5.5)

Proof 11 Based on the definition of PPR, we have:

rk,l(vi,Xvi) =
P (yvi = k|Xvi)

P (yvi = k or yvi = l|Xvi)
(5.6)
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Similarly,

rl,k(vi,Xvi) =
P (yvi = l|Xvi)

P (yvi = k or yvi = l|Xvi)
(5.7)

With Eq. Equation 5.6 and Equation 5.7, we have:

rk,l(vi,Xvi)

rl,k(vi,Xvi)
=

P (yvi = k|Xvi)

P (yvi = l|Xvi)
(5.8)

which can be rewritten as Eq. Equation 5.5 in Lemma 12.

We use Lin’s method (60) to estimate PPR and we denote the estimated value as r̂k,l(vi,Xvi). From

the Factor Conditioning Symmetry, an effective probability estimate on Pvi should make both sides

in Eq. Equation 5.5 as close as possible. Therefore, we estimate the probability Pvi by solving the

following optimization problem:

min
Pvi

1

2

r
∑

k=1

r
∑

l=1

(

r̂k,l(vi,Xvi) · P
l
vi − r̂l,k(vi,Xvi) · P

k
vi

)2

s.t. P k
vi ≥ 0, k = 1, ..., r;

r
∑

k=1

P k
vi = 1. (5.9)

Eq. Equation 5.9 can be further converted to a quadratic programming form to solve:
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Definition 12 (Factor Conditioning Optimization)

min
Pvi

1

2
P T
viQPvi (5.10)

where Qkl =























r
∑

m=1,m6=k

r̂2m,k(vi,Xvi), k = l

−r̂k,l(vi,Xvi) · r̂l,k(vi,Xvi), k 6= l

Lemma 13 Factor Conditioning Optimization in Eq. Equation 5.10 defines a convex quadratic pro-

gramming problem.

Proof 12 For any non-negative vector z,

zTQz =

1

2

r
∑

k=1

r
∑

l=1

(

r̂k,l(vi,Xvi) · zl − r̂l,k(vi,Xvi) · zk
)2

≥ 0 (5.11)

Therefore, the matrix Q is positive semidefinite and Eq. Equation 5.10 is a convex function.

5.3.2 Edge Feature Function

For the edge feature function, it models the influence from neighbors. We define it to be a function

with an input of two users vi and vj who are connected in the social network:

fk,l(yvi , yvj ) =
|em,n ∈ E : yvm = k, yvn = l|

|vm : yvm = k| · |vm : yvm = l|
(5.12)
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Intuitively, users with social roles/statuses k and l are more likely to be friends if these two roles are

frequently connected in the observed data. Thus, |em,n ∈ E, yvm = k, yvn = l| models the frequency of

k and l being connected in the observed data. Then it is normalized by |vm : yvm = k| · |vm : yvm = l|,

which defines the number of connections if k and l roles are fully connected.

5.3.3 Global Optimization

Let Y be a vector of labels of all users. With the node feature function and edge feature function,

we define the Social Roles and Statuses Inference Model (SRS) as follows:

Definition 13 (Social Roles and Statuses Inference Model [SRS]) The factor graph based social roles

and statuses inference model is:

P (Y ) =
1

Z

(

∏

vi∈V,k

hk(yvi ,Xvi)

)

·

(

∏

vi∈V

∏

vj∈N(vi),k,l

fk,l(yvi , yvj )

)

(5.13)

where Z is a normalization factor and k, l are the labels of users vi and vj .

The above definition defines a factorized probabilistic model with joint distribution. It is desired

that the model can fit the data well, which is usually achieved by maximizing the likelihood of the given

data.

We demonstrate a simple factorized network with four users in Figure 27 to illustrate the factoriza-

tion. One can observe that the inference not only depends on the attributes of users, but also is affected

by neighbors. For example, the prediction of v2 is influenced by its own attributes Xv2 and neigh-
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Figure 27. An example of factor graph with four users {v1, v2, v3, v4}. Each user vi is associated with

an attribute vector Xvi . hk(yvi ,Xvi) is the node feature function, whereas fk,l(yvi , yvj ) is the edge

feature function defined on the edge between users vi and vj .

bors v1, v3, v4 via the edge feature function fk,l(yvi , yvj ). The task is to infer the roles and statuses of

unlabeled users by maximizing the likelihood function P (Y ).

We derive an iterative algorithm to maximize the joint probability distribution in Eq. Equation 5.13

based on the loopy belief propagation(47). We omit the details due to the space limit.

5.4 Experiment Results

Here we present the effectiveness of the proposed SRS model on social role and status inference.

We evaluate performance using precision, recall and F-score on each social role/status, as well as the

overall accuracy. We also conduct sensitivity analyses with the fraction of labeled users and study the

importance of social factors.
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5.4.1 Data Sets

Beside the social network data set in the IT industry that we study in Section 5.2, we also extract

a social network data set in the Finance industry from Linkedin to evaluate the proposed model. There

are five social roles that we obtain in the finance industry which correspond to different social functions:

Finance, Sales, IT, Support and Operation. The social network users in our data set cover diverse major

companies in the finance industry, such as Goldman Sachs, Citi Group, Bank of America, Morgan

Stanley, JP Morgan, etc. We have 76,186 users in the finance industry data set and the avenge node

degree is 74.51. Similar to the IT industry data set, we employ a mixture of classification models built

on available textural/categorical information and human manual labeling to label and validate the roles

and statuses of the users.

5.4.2 Baselines

In order to demonstrate the effectiveness of the proposed model, we compare SRS against a number

of baseline approaches. Since the SRS model considers both the local network structures of individual

users and the effects from neighbor influence, we use the following approaches to show the performance

of SRS from different perspectives:

(1) SVM: We apply the SVM classifier on the social factors X as the first baseline. It evaluates the

performance with only the local structural information of individual nodes.

(2) Homophily: In Section 5.2, we have seen the property of homophily associated with social roles

and statuses. Previous studies on sociology(64) also suggest user attributes, such as ages, occupations

and interests, may be inferred from neighbors. Therefore, we employ a baseline that applies majority
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Figure 28. Results on the Finance Industry Data Set
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Figure 29. Results on the IT Industry Data Set

votes on the labels of neighbors to infer social roles/statuses. We refer to this method as Homophily,

which evaluates the network influence of social roles and statuses.

(3) Community Detection: Previous work (65) applies community detection methods on social

network users to infer user attributes. We evaluate the performance of adopting community detection

approaches to infer social roles and statuses.



135

5.4.3 Performance in Different Roles/Statuses

We first show the performance of the proposed model SRS as well as the baselines. We use 50%

users as the labeled nodes and the task is to infer the roles/statuses of the other 50% users. This set-

ting corresponds to a natural assumption of a real-world social network. The effectiveness results in

precision/recall/F-score on the Finance industry data set are illustrated in Figures 28(a), (b) and (c),

respectively. F-score represents a harmonic mean between precision and recall, where F-score has a

high value only if that both precision and recall are high. It is clear that SRS significantly outperforms

the baselines on all the measures. Specifically, SRS improves the F-score by 0.3 - 0.45 compared with

the SVM scheme. This is in accordance with our previous observations that the social factors have pre-

dictive powers regarding social roles but they are not discriminative enough to predict effectively. This

also suggests that the proposed SRS model can indeed integrate the social factors and network effects of

connected users to improve the effectiveness. In addition, SRS generally gives a 0.2 - 0.3 improvement

on F-score over the Homophily and Community Detection approaches. We further note that Homophily

and Community Detection approaches have similar performance across different roles. This is natural

since both methods only consider the property that similar users should be grouped together. We also

note that the improvement of SRS on three measures remains consistent throughout all the five social

roles in the Finance industry. This demonstrates that the proposed SRS model is consistently superior

to the different baselines, irrespective of the social roles and statuses that are inferred.

We also test the SRS model and baseline approaches on the IT industry data set with four social

roles. We present the results in Figures 29(a), (b) and (c) on precision, recall and F-score, respectively.

They once again show that the SRS model generally outperforms three baseline models in terms of
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effectiveness. The above results on two real social network data sets clearly show that the SRS model

is able to use the social factors of individual users and network influence through neighbors in a robust

and consistent way over a variety of social roles/statuses from diverse social network contexts.

5.4.4 Sensitivity Analysis Results

It is also valuable to test the effectiveness of the proposed model over different settings of labeled

users. Therefore, we show the performance of SRS and baselines by varying the fractions that users

are labeled in the data sets in Figure 30(a) and Figure 30(b) for the Finance industry data set and the

IT industry data set, respectively. In both figures, the proportion of labeled users varies from 20% to

80% and it is illustrated on the X-axis. This creates a wide variety of scenarios of unknown social

roles in social networks. The overall accuracy over all social roles is illustrated on the Y-axis. From

both figures, it is evident that the performance generally improves with more users being labeled. This

is quite natural since larger number of observed users provide more useful insights on inferring social

roles and statuses. We also note that the improvement of SRS compared with baselines is consistent for

all settings on the fraction of labeled users. This means the improvement of performance is not sensitive

to the percentage that users are labeled. The robustness of the SRS model over large ranges of labeled

users shows that the proposed approach can effectively infer social roles and statuses under different

settings of observed data in social networks.

5.4.5 Social Factor Analysis

As we have shown incorporating social factors of individual users and neighbor influence effects in

the proposed model SRS can effectively infer social roles and statuses, we further study the importance

of different social factors used in SRS. We first compute the information gain of each social factor for the
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Figure 30. Sensitivity Analysis over the Fraction of Labeled Users

IT industry and present the results in Figure 31(a). Similar trend is also observed in the Financie industry

which is not shown due to space limitation. The single most important social factor is the average node

degree. This is line with our observations on investigating the distribution of average neighbor degree

in Figure 26(d). The second most informative social factor is the degree centrality, which also measures

the reach of networks. This is interesting that the average neighbor degree (representing the ‘2-hop’

reach) is even more useful than the degree centrality (representing the ‘1-hop’ reach). We suspect the

reason is that the direct degree of individual users is sometimes noisy, e.g. an engineer can connect with

over 1,000 users but a recruiter can also have less than 200 connections. However, the overall ‘friends

of friends’ may capture the local structures more effectively since the above noises can be balanced out

to a certain degree. In addition, the social factor NOC which illustrates the concept of structural holes

only has a slightly lower information gain score than that of the degree centrality. This demonstrates

that the connectivity and bridging effects can well reveal the roles and statuses of social network users.

We further show the overall accuracy by adding social factors one by one to SRS according to the

importance of social factors in Figure 31(a), i.e., first add AND, followed by Degree, then NOC, etc.
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Figure 31. Relative Importance of Social Factors

The results are illustrated in Figure 31(b), where SRS-k denotes an SRS model with the top k social

features. We note that adding NOC to the model has a large gain on the overall accuracy, while adding

Degree only achieves a fairly small gain. This is due to the fact that structural hole is a complementary

concept not captured by reach via AND and Degree, while Degree and AND are both reach measures,

i.e., degree measures of the node itself and its neighbors, respectively. LCC is also helpful indicating

the usefulness of capturing the concept of triadic closures, while the effect of the strength of tie, i.e.,

embeddness, is more marginal. We also observe that there is a clear improvement on accuracy with more

social factors included. This demonstrates that each social factor we obtained has its own contribution

to the performance, since the social factors measure different aspects of the network structures.



CHAPTER 6

CONCLUSIONS AND CONTRIBUTIONS

In this thesis, we have explored graph structured based mining on graphs and networks. Towards this

direction, we thoroughly studied clustering graph streams and proposed a technique for creating micro-

clusters with hash-compressed data structures. By extending this idea, we further explored clustering

graph streams with side information since many graphs are naturally associated with side information

and auxiliary attributes. In the meantime, we analyzed how to apply graph structure techniques to

classify positive and negative graph objects. We also presented the social network applications of using

network structures. The contributions we made are summarized as follows:

• We presented a new algorithm for clustering massive graph streams. While the problem of clus-

tering graph data has been discussed in the literature, the currently available techniques are not

designed for fast data streams. Furthermore, available methods are not designed for the case of

massive graphs. In such cases, the number of distinct edges is too large to manage effectively.

This case leads to unique challenges because it is no longer possible to efficiently hold even

summary information. We addressed these challenges with the use of a novel hash-compressed

micro-cluster technique. The goal of this technique is to use a summarized micro-cluster repre-

sentation which can be efficiently maintained in limited space (and therefore in main memory).

This technique continues to maintain the effectiveness of the method without losing efficiency.

We also presented methods for performing evolution analysis with the resulting clusters. Since
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clustering is a natural way of performing data summarization, the approach is able to provide

interesting insights into the evolving clusters. We presented case studies which show the interest-

ing clusters which were determined, as well as the evolution of the underlying clusters. We also

presented experimental results illustrating the effectiveness and efficiency of the method.

• We presented the first approach to cluster graph streams with side information. While many ap-

proaches have been devised to mine graph streams, they solely focus on the link structures of

graphs. Many graph objects in real applications contain various forms of side information, which

may be used to improve the clustering process. The problem is challenging, because not only it

requires to process high volume links and side information with efficiency, but also it is non-trivial

to incorporate side attributes to the graph clustering process. In order to use both links and side

attributes for the clustering model, we defined a unified distance metric E-S Distance based on

edges and side information. We further proposed an optimization framework DMO to dynami-

cally refine the distance metric by measuring the inter and intra cluster distances. A sketch-based

framework SGS(C) was also introduced to store the statistics of both edges and side information.

We demonstrated that SGS(C) can not only estimate the measures used in the clustering algo-

rithm, but also solve the optimization framework DMO efficiently. The experiment results showed

that the proposed method significantly outperforms the baselines in terms of effectiveness, while

it also maintains high efficiency and scalability.

• We presented a new framework for positive and unlabeled learning on graph classification. While

the problem of PU learning has been discussed in the literature, the currently available techniques

are not designed for the graph domain. The lack of feature representations of graphs leads to the
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difficulty on identifying a set of reliable negative examples. In addition, the usefulness of features

cannot be obtained when the negative examples are missing from the data set. We addressed these

challenges by first deriving an evaluation criterion to estimate the dependency between features

and labels, and then proposing an integrated approach that concurrently updates both graph feature

selection and class label assignment. We presented experimental results illustrating the proposed

integrated framework significantly outperforms the previous methods.

• We studied inferring social roles and statuses in online social networks, where the categorical

and textural information is often missing, outdated and non-standard. We explored five social

principles and concepts that represent a variety of network characteristics and quantified their

relations with social roles and statuses. We proposed a novel probabilistic model SRS, which can

integrate both the local social factors of individual users and network influence via neighbors in

a principled way. The experiment results on two real social network data sets showed that the

proposed model greatly outperforms a number of baseline models and is able to effectively infer

in a wide range of scenarios. In this study, we discovered the patterns of homophily associated

with social roles and statuses. Among the social factors, we found that network reach is the most

important with regard to social roles/statuses. Structural hole is complementary with most additive

effect, and triadic closure is also useful, while the effect from strength of tie is more marginal.

We believe that our results provide a promising step towards understanding social behaviors and

social situations at the individual level and have many potential applications in social networks.
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