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SUMMARY

The dissertation discusses about defect and fault tolerance in nano-scale systems. With fast shrinking

device dimensions, the fabrication equipments have been unable to keep up with the required level

of accuracy. As a result, the manufacturing defect rates are on the rise. On the other hand, smaller

device dimensions have also resulted in devices being more susceptible to cosmic particle strikes as

well as electromigration. Because of the reasons mentioned, defect and fault tolerance mechanisms are

necessitated for new nano-scale systems.

The dissertation is divided into two parts: highly defect tolerant Parallel Prefix Adder (PPA) design

(and beyond); and highly fault tolerant Many-Processor systems supporting on-the-fly repairs.

For the first part, we point out the unique “Group-Segregation” property of Kogge-Stone Adders

(KSA), a particular type of PPA. This property enables the KSA to be divided into two disjoint groups,

even and odd bits, such that each can perform the computations independently of each other. If one

group is defective, the other group can compute the correct results for the defective group with marginal

hardware and computation overhead. In this work, we show how such number of groups can be in-

creased such that more defects can be tolerated. Moreover, we propose a technique to extend the Group-

Segregation property to other PPA’s as well. The Group-Segregation property also paves the way for

designing “sparse” PPA’s, where every k-th bit computes their results, while the rest of the bits rely on

the former. We propose a generalized approach for designing arbitrary k-sparse PPA’s.

In the second part, we introduce a novel 2-Layered Task-PE model, which facilitates design of

highly fault tolerant Many-Processor systems. Such a model contains Processing Elements at one layer

xvi



SUMMARY (Continued)

for the execution of the Tasks at another layer. The faults are tolerated on-the-fly, after every fault

occurrence through “chain of replacements”, where a faulty PE is replaced by a functional PE located

nearby; the latter being replaced again by another PE; the chain of replacements continue until a spare is

reached. In this dissertation, we show how such a model culminates in the Many-Processor system to be

“replacement chain independent”, i.e., the reliability is unaffected by the choice of the replacement chain

for repair. This independence in choosing the repair choice makes the repairs simple and lightweight.

We show the design of such system with strictly local interconnects, making the system highly scalable.

xvii



CHAPTER 1

INTRODUCTION

The dissertation deals with defect and fault tolerance in nano-scale circuits and systems, specifically

Parallel Prefix Adders and Many-Processor systems. Scaling down of sizes for current technologies

following Moore’s Law has resulted in prevalence of the reliability issues in the devices. With the rapid

size scaling of devices, the manufacturing procedures have been unable to keep up the accuracy needed

for fabricate such devices. As a result, manufacturing defects are becoming an important issue. (ITRS,

2015) predicts that the defect rates will increase from current 10−7 up to 10−1. Manufacturing defects

are not the only issue holding back the future devices. Smaller devices are also more susceptible to

external interference, such as cosmic ray particle strikes (Zieglar, 1996) as well as internal issues like

electromigration (Lienig, 2013). This does not only result in transient faults, but also has the potential

to damage the devices in permanent faults.

To formalize, we consider two issues affecting the device reliability:

Defects are due to the manufacturing inaccuracies of the fabrication equipments.

Faults are due to the external interference of cosmic particle and internal issues, such as electromi-

gration. They typically occur during normal runtime of the circuit/system. The effects can be transient

or permanent.

The dissertation discusses about a defect tolerance approach for Parallel Prefix Adders and a fault

tolerance approach in Many-Processor systems.

1
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1.1 Defect Tolerance and Design Space Exploration via Sparsity in Parallel Prefix Adders

Parallel Prefix Adders (PPA) are a class of adders which provide a large variety of choices along

performance-power-area paretal front. Kogge-Stone Adder (KSA) is a particular type of PPA, which

is perhaps the fastest typical PPA, while using a large amount of hardware. Owing to the design, it

performs significant redundant computation. The redundant computation is KSA can be explained by

its Group Segregation property. In KSA, the bits are divided into two distinct groups: even bits and odd

bits. The two bits compute their results independently of each other. Furthermore, a group can compute

an additional copy of its result just by using the results of the other group. This Group Segregation

property can be utilized in two ways:

1. Having a redundant copy of the result available is convenient when the design is used for defect

and fault tolerance.

2. Removing all the computing elements of a group will result in half the adder computing the result,

while the other half uses the results of the former.

Due to the desirable property of KSA, most of the works on reliable and sparse adders have concen-

trated on KSA. While there exist approaches suitable for other PPA’s, they are mainly ad-hoc and are

unsuitable for implementation in a general sense. Furthermore, with only two groups at their disposal,

it can guaranteed tolerate only a single defect: one defect at any one of the groups. However, with

increasing defect rates, it is unlikely that there will be only one defect circuit wide. To make sure the

minimum number of tolerable defects is greater than 1, the dissertation proposes an approach to increase

the number of groups to k. With k groups, as long as one of the groups is defect free, the adder functions.
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Thus, it can tolerate guaranteed (k−1) defects. Moreover, we propose a design methodology to extend

the desirable KSA properties onto other PPA’s as well, making every PPA able to tolerate defects.

Overall the proposed approach does not only tolerate more defects, but also extends the group seg-

regation property of KSA onto other PPA’s. This makes any arbitrary PPA being able to tolerate defects,

not only KSA. The defect tolerance is done through post manufacturing reconfiguration.

If we remove all the computing elements of a group and let the other group perform all the compu-

tations, following the aforementioned observation 2, the resulting adder is a 2-sparse version of KSA,

which incidentally is a Han-Carlson Adder (HCA). In this dissertation, we extend the Group Segrega-

tion property of KSA onto other PPA’s to design any arbitrary sparse PPA. We also increase the number

of groups in a similar fashion to come up with k-sparse PPA’s. Sparse adders provide the designers with

more choices in design space to utilize the exact adder fitting the requirements.

1.2 Formalization of Basic Replacement Chain Algebra to Arbitrary Many-Processor System

In the consumer market, future processors are expected to contain upto a thousand cores (Borkar,

2007). FPGA’s, NoC’s, GPU’s already contain hundreds of identical unit computing elements. DSP

processors have classically contained hundreds, if not thousands, of identical adders and multipliers. In

spite of the high performance delivered by the processors, FPGA’s, NoC’s and GPU’s, future reliability

issues may keep their capabilities limited (Constantinescu, 2003). As an example, the Power Mac G5

machine at Virginia Tech, in the absence of any Error Correcting Codes (ECC) was so prone to crashing,

that it used to crash even before booting (Geist, 2016). The very high fault rate was due to the cosmic

particle strikes. Even though adding ECC could alleviate the problem to a certain extent, still ECC

cannot detect and correct an unlimited number of faults.
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Keeping the issue in mind, lots of work has been done on the issue of Many-Processor reliability.

There have been works done on 2D, 3D Grid/hypercube, Tree, Ring topologies of Processors. Their

main assumptions are: given a specific topology, how to retain the original topology when k Processors

are removed through faults. However, two important things missing are: defect and fault tolerance

approach for any arbitrary topology and lightweight on-the-fly repairs after every fault manifestation.

As pointed out, most of the previous works concentrated on specific topologies. While they delivered

satisfactory reliability for those specific topologies, they cannot be used in other topologies.

On the other hand, lightweight on-the-fly repair capabilities is desired in any many-processor sys-

tem. After a fault occurs, stopping the system, repairing it and eventually resuming the normal func-

tionalities will result in inconvenience for the user.

In the proposed design technique, we first consider Replacement Chain based repair on a novel 2-

layered Task-PE model, and derive the underlying properties through Replacement Chain Algebra. We

will show that the proposed 2-layered model can be extended to work on any arbitrary topology. In

repairs via Replacement Chain, a faulty Processing Element (PE) is replaced by a non-faulty functional

one in its neighborhood, which in turn, is replaced by another PE. This chain goes on until a spare PE is

reached. Using Replacement Chain Algebra, we formalize this process on 2-layered model. We show

that such a repair mechanism is able to support lightweight on-the-fly repairs after every fault manifes-

tation. Moreover, the system can guarantee k fault tolerances when certain conditions are fulfilled.

Overall, the proposed approach can deliver the following:

1. Reliability with guarantee.

2. Simple lightweight on-the-fly repairs.
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3. Localized interconnects in any arbitrary topology, resulting in scalability.

1.3 Organization

Overall, the dissertation consists of two parts: Chapter 2 discusses about generalizing the Group

Segregation property of KSA; Chapters 3 discusses about designing fault tolerant Many-Processor sys-

tem following the 2-layered model supported by Replacement Chain Algebra. Effectively, the first part

deals with extending an specific property of a circuit to others, while the second part deals with formal-

izing basic properties of any system.

Chapter 2, is divided into two distinct sections: defect tolerant PPA design and sparse PPA design.

First we discuss about how PPA’s function, followed by discussions about KSA and its Group Segrega-

tion property. Following this part, we discuss about generalized defect tolerant PPA design. Finally, we

show how sparse adder designs can be generalized by using the Group Segregation property.

The second part is contained in Chapter 3, starting from discussions about the previous works in

the fault tolerance in Many-Processor systems and also the motivation behind our proposed design

model, followed by the introduction of the proposed 2-layered Task-PE model for designing fault toler-

ant Many-Processor systems. The conditions of guaranteed k fault tolerances in the proposed 2-layered

model are discussed next. This chapter also proves that the repairs in the proposed model are indeed

lightweight and simple, and do not need to follow any complex algorithms. Next, we provide a case

study of designing the popular 2D Processor Array with fault tolerance capabilities using the proposed

2-layered model. We show that such a design is scalable in terms of the interconnects, as they are al-

ways constrained within local neighborhoods. As a result, even with more number of components, the

interconnects are not long. Furthermore, the reliability delivered by the approach is compares favor-
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ably to other similar approaches. Finally, we show generalized approaches for designing fault tolerant

Many-Processor systems with arbitrary topology and placement of components as a future work. This

approach also aims to reduce the interconnect lengths by making sure they are as local as possible. Spe-

cific placements and topologies (grid, hypercube etc) can act as a special case of the proposed design

approach.

We conclude the overall dissertation in Chapter 4.



CHAPTER 2

GENERALIZATION OF KOGGE-STONE ADDER GROUP SEGREGATION

PROPERTY

This chapter has been partially published as (Banerjee and Rao, 2017a), (Banerjee and Rao,
2016). c©2017, 2016, IEEE.

2.1 Introduction to Parallel Prefix Adders

Parallel Prefix Adders (PPA’s) are a class of adders which compute the sum of two n-bit numbers by

considering two particular parameters: Generate and Propagate (GP). Generate indicates if a carry has

been generated by a bit, or a block of bits. On the other hand, Propagate indicates if a bit or a block of

bits can propagate a carry signal from the previous bits to the next.

PPA’s (Parhami, 2010) use three steps to compute the sum bits:

1. Bit-level Generate and Propagate: for each input bit pair Ai and Bi, the bit-level Generate and

Propagate signals (Gi:i,Pi:i) are computed as:

(Gi:i,Pi:i) = (Ai ·Bi,Ai⊕Bi)

2. Block-level Generate and Propagate: this stage derives (Gi:0,Pi:0) for all the bits i. Such results

can be computed via the following prefix formulation of sub-blocks:

(Gi: j,Pi: j) = (Gi:k1 ,Pi:k1)◦ (Gk1:k2 ,Pk1:k2)◦ (Gk2:k3 ,Pk2:k3)◦ ...◦ (Gkn: j,Pkn: j)

7
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when i≥ k1 ≥ k2 ≥ k3 ≥ ...≥ kn ≥ j.

(a) Kogge−Stone

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

i:0Outputs (G    ,P   )i:0

(e) An Arbitrary PPA(d) Ripple−Carry(c) Ladner−Fischer(b) Han−Carlson

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 915 14 13 12 11 10 8 7 6 5 4 3 2 1 0

Inputs (G    ,P   )i:i i:i
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Figure 1: The GP computation stages of various 16-bit PPA’s c©IEEE 2017

The “◦ ” operator is defined as:

(Gi:k,Pi,k)◦ (Gk, j,Pk, j) = (Gi:k +Pi:k ·Gk: j,Pi:k ·Pk: j)

where i≥ k ≥ j.

3. Carry and Sum computation: the Gi:0 and Pi:0 of all the bits are used to compute Carry Ci and

Sum Si in parallel:

Ci = Gi−1:0,Si = Pi:i⊕Ci

Obviously, the most critical part of a PPA is stage 2 in terms of area, power and performance. In this

crucial stage, the Block-level Generate and Propagate (Gi:0,Pi:0) is computed for every bit i, and each



9

of these computations relies on the preceding bits from (i−1) to 0. Therefore the entire circuit consists

of a large network of Generate and Propagate blocks. Since “◦ ” operator is associative, the block-level

Generate and Propagate computations can be done in arbitrary order. Various PPAs thus use distinct

architectures for this stage. Figure 1 shows this stage 2 structures of various PPA’s, including Kogge-

Stone (KSA), Han-Carlson (HCA), Ladner-Fischer (LFA), Ripple-Carry (RCA) and an Arbitrary PPA,

with each of the circles representing one “◦ ” operation, or a GP Block.

2.2 Kogge-Stone Adders and Group Segregation Property
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Figure 3: Group Segregation Property of KSA and corresponding approaches for defect tolerant and sparse PPA

design c©IEEE 2016 and c©IEEE 2017

A typical (radix-2) 16-bit Kogge-Stone Adder (KSA) has its bits divided into two disjoint hardware

groups: even (Group 0) and odd (Group 1) bits. As a result, any defect in one group will have their
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erroneous results constrained within the same group, thus not contaminating the results of the other

group.

Moreover, it turns out that each group can derive a redundant copy of the results of the other group,

i.e., the corresponding GP signals with a small extra cost. Such a scheme is proposed in (Ndai et al.,

2007), with its structure shown in Figure 2. This design ensures the correct result when all the defects

are within one group. In such a case, the defect-free group is used to generate the results for both, with

the additional row of extra GP Blocks at the bottom. For example, bit 14 has two copies of (G14:0,

P14:0) generated: one from the regular computation of the even group (which bit 14 belongs to), another

by performing (G14:14,P14:14) ◦ (G13:0,P13:0), obtained from bit 13, part of the odd group. When the

defect is in the even group, as is shown in the figure, the first copy will be erroneous. However, the

second copy, computed from the odd group, remains correct. This copy of the result is then selected by

configuring the MUXes at the output end.

Essentially, the KSA structure satisfies two key conditions, which make it possible to achieve defect

tolerance at such a low cost: Condition 1: the formation of hardware disjoint groups, each carries

out half of the GP signal calculations independently; and Condition 2: the replacing capacity of one

group’s result for deriving a redundant copy of the other groups’ results, thanks to the arrangement of

interleaving bits into groups.

Extending the defect tolerance framework to other PPA’s such as Brent-Kung (BKA), Ripple-Carry

(RCA), shown in Figure 1, is not straightforward, as they do not easily satisfy the two conditions pre-

sented in KSA. For this reason, we need to take a careful look into the structure that makes such condi-

tions hold. From Figure 2, it can be observed that Condition 1 for KSA is essentially enabled by the first
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level of GP Blocks (denoted as Group-Split) only. Then, all the communications are strictly contained

within each group. Therefore, this first level of GP Blocks of a KSA can in fact be extracted out, to

satisfy Condition 1 for other general PPA structures. Condition 2, it turns out, is also not limited to

the specific structure of KSA’s. As long as the groups are formed by interleaving bits, and an additional

level of GP Blocks (denoted as Redundancy-Generation) are added at the end, each group can guarantee

to generate a redundant copy of results for all the other groups. The structure between those two levels

do not really impose any constraints for either Condition 1 or Condition 2, thus are customizable.

Based on these two observations, Figure 3(a) illustrates a radix-2 KSA in a reorganized form, high-

lighting the three stages, where the two Sub-Adder structures in the middle take the form of two 8-bit

KSAs. It is worth noting that, the Sub-Adders are only responsible for the computation of GP infor-

mation for the corresponding bits of the same group. However, each is identical to the form of an 8-bit

KSA, except that the interleaved bits (even and odd bits) are taken in each as inputs, instead of the

consecutive ones as in a regular 8-bit KSA.

Thus, the two groups of a defect tolerant KSA, (as the two Sub-Adders) being independent from

one another, can be replaced in block by another adder structure without affecting the functionality or

the defect tolerance ability. As is shown in Figure 3(b), the corresponding Sub-Adders are replaced by

Brent-Kung Adders (BKA’s). Such a replacement can be done in general with any PPA structure, thus

opening up new choices in defect tolerant designs.

On the other hand, due to the presence of two disjoint groups, and the convenience of computing the

results of one group using the results of other, the hardwares for a group can simply be eliminated that

make the group dependent on the other group of results. This creates the basic idea for sparse adders.
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Figure 3(c) then shows that the 2-Sparse version of a KSA is achieved in three steps: 1) segregating

even and odd bits by the first layer of GP operators; 2) eliminating the computations of one group (the

even bits) as Non-Essential Bits; 3) derive the final results of the Non-Essential Bits by adding a layer

of GP-blocks at the output end, from the results of Essential Bits.

From the above observations it is then possible to generalize a 2-Sparse KSA with other types of

Sub-Adders, as is shown in the example of Figure 3(d). Note that as long as the first layer of GP-blocks

(denoted as Group-Segregation) is present, two independent and mutually substitutable groups (even

and odd bits) are formed. From then on, one group (the odd bits) can be designated as the Essential

Bits, and it can use any form of PPA structure as a Sub-Adder. The associated GP operators for the

other group will be eliminated as these even bits now constitute the Non-Essential Bits. Eventually their

results will be derived from the Essential Bits via the last layer of GP-blocks at the output side (denoted

as Residual GP Restoration).

2.3 Defect Tolerant Parallel Prefix Adders

2.3.1 Motivations and Previous Works

The scaling down of device dimensions into the nanometer range is likely to result in significantly

higher defect rates during the manufacturing process of IC’s (ITRS, 2015). With significantly increased

defect rates, defect tolerance mechanisms are necessitated to guarantee a reasonable yield. Post man-

ufacturing reconfiguration techniques to bypass defects are already applied in memory systems and

FPGA’s (Shi and Fuchs, 1992) (Hatori et al., 1993). However, such low-cost defect tolerance techniques

rely heavily on the relative independence of operations of the homogeneous components, such as LUT

and memory cells. Logic systems, on the other hand, usually constitute heterogeneous components
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with strong dependencies among each other. This makes it hard to realize fine-grained, low-cost defect

tolerance schemes for a high level of defect rate.

In the first part of this chapter, we focus on the design of highly defect tolerant PPA’s. Multiple

papers have addressed the reliability issues in general adders. For instance, defect tolerant designs

are proposed in (Kahng and Kang, 2012), (Ye et al., 2013) where an adder can be configured for its

approximate computation, according to the amount of accuracy required in an application. (Townsend

et al., 2003) applies quadruple time redundancy for an adder to tolerate error occurrences. The work

in (Johnson, 1989) applies Triple-Modular Redundancy with a voter to guarantee the correct result.

(Ghosh et al., 2007) uses a mechanism to stretch the clock period to accommodate the critical delay

paths, with minor performance sacrifice. Even though these designs have a relatively low hardware

cost, they mostly assume a low level of defect occurrences, and cannot scale when defect rates are high.

Among the various adders, PPA provides a general form to represent a wide range of adder design

choices (Parhami, 2010). Reliable PPA designs have mostly been done on the particular form of Kogge

Stone Adders (KSA), due to its inherent regular structure and hardware redundancy. For performance

purposes, the hardware of a typical KSA is divided into two disjoint groups of the even bits and the odd

bits. This provides a natural way to make the defects isolated: errors caused by the defects in one group

will not affect the results produced by the other group. Furthermore, the in-built redundancy in a KSA

allows each group to be capable of generating the results for the other group, with a small hardware

and time overhead. Based on these features, defect tolerance mechanisms are proposed in (Ndai et al.,

2007) (Ghosh et al., 2008) for KSA’s, where as long as one of the two groups is defect-free, all the

computations are done using the defect-free half of the adder to ensure correctness.
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This section of work presents a general approach for defect tolerant PPA that is no longer limited

to the special case for KSA. The proposed approach is a scalable solution along two dimensions: the

number of disjoint hardware groups (beyond two), and the variety of PPA structures that can be adopted

(beyond KSA). This provides enhanced reliability, as well as opens up a large number of design choices

for defect tolerant PPA designs.

2.3.2 The Proposed Defect Tolerant Design

Under a high defect rate, chances are exceedingly low that all the defects will be concentrating

within only one group out of two. Therefore, the number of groups needs to be increased to enhance

the likelihood of having at least one defect free functional group. Such an expansion on the number

of groups can be achieved by exploring higher radices (Gurkayna et al., 2000). The radix of a PPA is

defined by how many maximum “ ◦ ” operations are done inside a single GP Block. A radix-3 KSA

example is shown in Figure 4, with 3 disjoint groups: Group 2 (bit Mod 3 = 2), Group 1 (bit Mod

3 = 1) and Group 0 (bit Mod 3 = 0). Defect tolerance can be achieved in this case, by letting each

group generate two additional results for the other two groups. With every bit having 3 copies of the

result, at least one defect free group will ensure the success of the defect tolerance mechanism. Overall,

increasing the number of disjoint groups raises the level of defect tolerance.

Figure 5 shows a generalized example of the proposed design with 3 groups in a 24-bit PPA. The

Group-Split stage resembles the first level of a radix-3 KSA, which guarantees that the computations

of the 3 groups will be carried out by disjoint hardware. In the subsequent levels, the three groups

(8-bit Sub-Adders) independently carry out the computations of GP signals. Their specific structure can

be of any PPA design. In the end, at the Redundancy-Generation stage, two additional GP Blocks are
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Figure 4: A 16-bit Radix-3 KSA c©IEEE 2016
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added to each bit for the redundant results for the other two groups. As an example, bit 12 (belonging

to Group 0) generates a copy of its result from its own group’s hardware. In addition, one redundant

copy is derived by: (G12:12,P12:12) ◦ (G11:0,P11:0) from the result of Group 2, and another redundant

copy (G12:12,P12:12) ◦ (G11:11,P11:11) ◦ (G10:0,P10:0) is derived from the result of Group 1. As long as

one group is defect-free, the correct result for every bit can be guaranteed by configuring the MUXes at

the output end.

In the overall design, the extra hardware needed in the Group-Split stage and the final Redundancy-

Generation stage is determined by the number of groups in the design. The type of Sub-Adders is

determined independent of the group number. The entire defect tolerant PPA structure can thus be

characterized by two parameters: the number of groups, and the type of the Sub-Adders.

We can formalize the design approach with k-groups by dividing the framework into the following

multiple stages:

Group-Split: This stage takes the same form as the first level of a radix-k KSA, where bit i interacts

with bits (i−1), (i−2), (i−3), till (i−k+1) to generate Gi:i−k+1 and Pi:i−k+1. Thus each bit (i≥ (k−1))

requires a k-input GP Block at this stage. This stage forms the the k groups, which will be independent

of each other with disjoint hardware.

Sub-Adders: Once the groups are formed, all the bits are computed via a corresponding Sub-Adder:

bit i will be grouped with bits (i± k), (i±2k) and so on, to be processed by the (i mod k)th Sub-Adder.

For k groups, there will be k Sub-Adders. At this stage, the Sub-Adders can be of any PPA design. For

bit i in a group (Sub-Adder), the following operations are performed to compute Gi:0 and Pi:0:
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(Gi:0,Pi:0) = (Gi:i−k+1,Pi:i−k+1)◦ (Gi−k:i−2k+1,Pi−k:i−2k+1)◦ (Gi−2k:i−3k+1,Pi−k:i−3k+1)◦ ...

◦(Gi−mk:0,Pi−mk:0)

In this equation, (i−mk) is any bit where (i−mk)< k and (i−mk)≥ 0. The bits i, (i− k), (i−2k), ...

(i−mk) belong to the same group, such that (i−mk)< k and (i−mk)≥ 0, are part of the same group.

The corresponding Sub-Adder is responsible for the computation of Gi:0 and Pi:0.

Redundancy-Generation: At this stage, each bit generates (k− 1) additional results by utilizing

the extra GP Blocks. Specifically, bit i performs the following operations to generate redundant copies

of its results i1, i2, i3 to ik−1:

i1 = (Gi:i,Pi:i)◦ (Gi−1:0,Pi−1,0)

i2 = (Gi:i,Pi:i)◦ (Gi−1:i−1,Pi−1:i−1)◦ (Gi−2:0,Pi−2:0)

...

ik−1 = (Gi:i,Pi:i)◦ (Gi−1:i−1,Pi−1:i−1)◦ ...◦ (Gi−k+2:i−k+2,Pi−k+2:i−k+2)◦ (Gi−k+1:0,Pi−k+1:0)

2.3.3 Experimental Results

We carried out the simulation for the proposed defect tolerant PPA design with various instances

using a C program. All the analyses are done on 64-bit adders, considering defects at the transistor

level. This model assumes that any defective transistor will result in erroneous behavior is on the

pessimistic side, and covers most of the interconnect defects as well. We analyze the reliability of

various PPA implementation at the Sub-Adder stage, and the associated hardware requirements, with
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KSA, Han-Carlson (HCA), Ladner-Fischer (LFA), Brent-Kung (BKA) and Ripple-Carry (RCA) as the

Sub-Adders.

The proposed PPA design is compared with a standard N-Adder defect tolerance approach: one out

of N adders is selected by a MUX to be used for defect tolerance. Thus, as long as one of the adders

is defect free, the defects can be tolerated. In this way, an N-Adder approach is comparable to an N-

group configuration of the proposed approach, except that the redundancy is organized “externally” in

an N-Adder approach, rather than “internally” as in the proposed approach. The N-Adder approach is

similar in hardware cost to the N-Modular Redundancy (NMR) approach, However, an NMR approach

requires the majority of the adders to function properly for the correct result to be voted out, to deal with

dynamically occurring faults. An N-Adder approach, on the other hand, requires only a single adder to

be defect free to bypass defects that have been diagnosed.

In both the proposed approach and the N-Adder design, a block of MUXes is needed to select the

correct output. The correctness of such a reconfiguration block is crucial for the entire defect tolerance

scheme. Thus we assume that in both the cases, it is guaranteed reliable without any defects, possibly

by adopting highly reliable devices.

To maintain the generality in the proposed approach for devices with any dimension, we evaluate

the quality of the proposed design approach with the following generic parameters:

Reliability is calculated by randomly generating a set of defective devices, and determining if the

defect can be tolerated in the adder. This is done for 1000 times, and the reliability is determined by the

ratio of the successful cases to the total number of cases (1000) considered.
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Performance (and also Delay) is indicated by the sum of fan-ins of the GP Blocks along the critical

path. From (Gurkayna et al., 2000), it is known that an n-input GP Block usually has less than n/m

times more delay than an m input GP Block, when n > m. In this paper, we evaluate the performance of

GP Blocks via the lower bound case of their number of inputs. Thus, we consider 2-input GP Block 1.5

times faster than 3-input GP Blocks and 2 times faster than 4-input GP Blocks, etc. In this way, the sum

of fan-ins of the GP Blocks along the critical path indicates an upper limit of the delay, or the lower limit

of performance. As an example, a 64-bit 1-group RCA has a fan-in sum of the GP-Blocks along the

critical path equal to 126(= 63×2), whereas, a 64-bit 4-group RCA has the same fan-in sum of 34 (4 for

Group-Split stage and 30 for Sub-Adder stage)+ additional degradation due to Redundancy-Generation

stage. The possible values for additional degradation can be either 0 for no defect condition, or 2, 3, or

4 depending upon the number of defective groups. Thus, the fan-in sum along the critical path can be

either of these values: 34, 36, 37, or 38.

Required hardware is measured by the total number of transistors required for CMOS implementa-

tion. Basically, an i-input GP Block will require (6× i)+2 number of transistors (including both PMOS

and NMOS transistors).

In this section, by an adder with certain number of groups, we mean the type of adder used in the

Sub-Adder section of the proposed structure. As an example, by a 64-bit RCA with 4 groups, we mean

that the structure has an input of 64-bits, with 4 groups, each of type RCA of 16-bits.

2.3.3.1 Reliability Analysis

Figure 37 shows the reliability analysis for various 64-bit BKA’s. Each reliability curve is plotted

with defect rates at the transistor level, shown for 2 to 6 groups. Reliability (represented in percentage)
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Figure 6: Reliability Analysis for the proposed design with 64-bit Brent-Kung Adder c©IEEE 2016

is given by the ratio of the number of instances where the defects are tolerated, to the total number of

trials.

Figure 37 verifies the effect of increasing the number of groups, which consistently delivers en-

hanced reliability. As an example, for BKA with transistor level defect rates of 0.1%, 2 groups can only

tolerate the defects for less than 20% of the time. Reliability is increased to more than 70%, when the

number of groups is increased to 4. It can be further enhanced to more than 90% if the number of groups

is 6. This trend of enhanced reliability due to increased number of groups is generally observed to be

true for all types of Sub-Adders.

Figure 7 depicts the reliability comparison between N-Adder and the proposed approach for 64-bit

BKA’s. The proposed scheme is superior to the N-Adder approach in both cases of N = 3 and 5. This is

because for an N-Adder approach, a single defect is enough to deem an adder unusable. In the proposed

approach, since the Redundancy-Generation stage is significantly large, any defect there will leave more
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Figure 7: Reliability comparison between the proposed design versus the N-Adder approach with 64-bit Brent-

Kung Adder c©IEEE 2016

room for the actual adder to perform without any error affecting it. We will show that the reliability gap

between N-Adder (and thus NMR) and the proposed approach for higher performance adders to be even

greater.

2.3.3.2 Expansion of Reliable PPA Design Space Choices

In Figure 8, various designs from the proposed approach is shown together with the N-Adder based

approach to illustrate their positions in the design trade-off space. Comparison is done by considering

three metrics: reliability, transistor number, and delay (indicated by the sum of fan-ins of the GP Blocks

along the critical path).

Figure 8(a), (b) and (c) show the design of PPA’s that can meet the reliability requirements of > 50%,

> 70%, and > 90%, respectively, under a defect rate of 0.1%.
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Overall, for the N-Adder approach, only simple types of adders such as RCA and BKA can meet the

reliability requirements, while higher performance adder designs (such as KSA, HCA etc) fail to deliver

even > 50% reliability. In fact, no other N-Adder approaches other than RCA can deliver a reliability of

> 70%. The proposed scheme, however, can deliver a number of solutions with RCA, BKA, LFA, HCA

and KSA that meet various reliability requirements. Overall, the low delay, high performance region is

dominated by the proposed design approach, while the N-Adder approach occupies the complementary

region where the delay is high and the hardware requirement is low. Overall, the proposed design

approach expands the design space by delivering highly reliable PPA’s of a variety of types for any

given defect rate.

2.3.3.3 Delay Variation in the Proposed Scheme

The proposed approach results in some performance variations over a non defect-tolerant single

group PPA:

1) An n-bit k-group design with the same type of adder structure at the (parallelly operating) Sub-

Adder stage will have each of the Sub-Adder to be (n/k) bits wide, and effectively reducing the delay

due to parallelism, compared to the same adder structure of an original n-bit implementation.

2) With the increasing number of groups, the number of inputs to each GP Block in the Group-

Split stage increases, thus adding delay to the critical path. In addition, the presence of higher input

GP Blocks at the Redundancy-Generation stage also introduces extra delay, particularly for tolerating a

higher number of defects.

For lower-performance adders (such as RCA), factor 1 is dominant due to reduction in delay in

linear scale, while the performance degradation is negligible in comparison. It is evident from Figure



25

8, a 4-Adder approach has a delay of > 120, while the comparable 4-group approach has a delay of

< 40, effectively delivering 3-fold performance enhancement. For higher performance adders, factor 2

is dominant, since the reduction in the total delay due to factor 1 occurs in a logarithmic scale. However,

as is shown in Figure 8, the performance degradation for BKA, LFA, HCA and KSA are negligible with

the increasing number of groups, in the proposed approach.

2.4 Sparse Parallel Prefix Adders

2.4.1 Motivations and Previous Works

With the advent of low-power high-performance design regime, it is important to choose the right

component which delivers the most fine-grained optimal design trade-offs. Adders, being one of the

most common and important components of any computing platform, are one of the most suitable

candidates for such design space explorations. In this section, we provide a unified framework to achieve

more design choices by considering Sparsity of adders.

A k-Sparse adder computes the Block-level GP results (stage 2 of a PPA) only from every kth bit

(denoted as Essential Bits thereafter), and use their results to derive results (of stage 2) for the remaining

bits (denoted as Non-Essential Bits). Sparse adders are useful to explore supplementing designs for the

existing PPA’s, which differ slightly from the original adder in terms of power-performance-area metrics.

Thus, exploration sparsity is important if small fine-tuning is needed in the design.

This section focuses on general Sparse PPA’s as an extension of Group Segregation property of

KSA discussed in the beginning of the current chapter. A framework is proposed to derive various

sparse designs for any existing PPA structure. The resultant approach opens up a large set of available
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PPA designs, with various combinations of structures and sparsities, such that a designer can choose

among them along the Pareto-front.

Sparse PPA’s have been proposed in (Aktan et al., 2015) (Matthew et al., 2003) to explore additional

performance-power trade-offs. Sparse PPA’s are constructed by allowing only a subset of bits (denoted

as “Essential Bits” in this paper) of the entire adder to compute their own results, with the rest of the bits

(denoted as “Non-Essential Bits”) deriving their results from the Essential Bits. Such a “sparse” design

enables more varieties of PPA structures and thus facilitating design space trade-off explorations.

In the field of general PPA design, (Liu et al., 2007) (Roy et al., 2014) propose ILP based approaches

to obtain a PPA structure satisfying a given set of constraints such as area, power, and performance.

These approaches are able to search within the huge design space of possible structures, to obtain a PPA

that meets the specifications. However, the runtime complexity is high, and these approaches do not

provide a ready set of PPA’s for the designers to choose from.

Among the previous works: (Zlatanovici et al., 2009) proposes Sparse PPA’s by considering the

radix and lateral fanout at each stage of the adder; (Aktan et al., 2015) focuses on the the optimal sparse-

ness of Koge-Stone and Ladner-Fisher Adders to minimize power; (Matthew et al., 2003) proposed an

alternative sparse Ladner-Fischer Adder structure; (Zeydel et al., 2010) evaluated the various parameters

(structure, wire length, sparseness etc) to understand the power-performance trade-offs. Other exam-

ples of Sparse PPA’s include Conditional Sum Adder (Sklansky, 1960) and Carry Select Adder (Bedrij,

1962). Overall, most of the previous work are either limited to a narrow scope or ad-hoc in nature.

There lacks a systematic framework of constructing Sparse PPA’s in general.
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Sparsity
Number of
GP Blocks

Interconnect
Length Power Delay

1 1 1 1 1

2 0.7875 1.0404 0.7527 0.65

4 0.8125 1.0699 0.7793 0.5

TABLE I: PARAMETERS FOR THE THREE DESIGNS SHOWN IN FIGURE 9, NORMALIZED TO THE

1-SPARSE DESIGN c©IEEE 2017

2.4.2 Design Approach for Sparse Parallel Prefix Adders

For a 2-Sparse design, the Group-Segregation and Residual GP Restoration are both straightforward

in implementation, each consisting of one layer of GP blocks. However, extending from 2 to a k-

Sparse design will significantly increase the overhead in these two building blocks. In fact, this is a

necessary price to pay, when more than half of the bits are made Non-Essential. Moreover, a variety

of design options can be explored to realize the functionalities of Group-Segregation and Residual GP

Restoration.

2.4.2.1 Examples

Figure 9 shows three examples of 32-bit LFA’s with 1, 2, and 4 Sparse structures. One can easily

observe the reduction of fan-outs with increasing sparsity of the same PPA structure. Table 1 shows the

corresponding parameters, normalized with respect to the default 1-Sparse design. The improvements

in the number of GP Blocks required, power and delay can be observed with increased sparsity in LFA.
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4−sparse design: 1/4 of the bits are essential

Essential Bits Computation

Sub−Adder

1−sparse (default design, all bits are essential)

Non−Essential Bits Computation

Group−Segregation Residual GP−Restoration

2−sparse design: 1/2 of the bits are essential

Figure 9: Various designs for 32-bit LFA’s with changing sparsity c©IEEE 2017

On the other hand, longer interconnects are needed for LFA’s with higher sparsities. The components of

the design are discussed in the next subsections.



29

e−7

e e−7e−6e−5e−4e−3e−2e−1 e e−7e−6e−5e−4e−3e−2e−1

e

(c) in 1 level with

with RCA−like structure

(a) in log 8 = 3 levels

8−input GP Block

(b) in 8−1 = 7 levels

e−1 e−2 e−3 e−4 e−5 e−6

Figure 10: A variety of Group-Segregation Block structures c©IEEE 2017

2.4.2.2 Group-Segregation designs for k-Sparse PPA’s

The Group-Segregation stage functions to “bootstrap” the Essential Bits, such that when they are

sent through the Sub-Adder, no interactions are needed with the Non-Essential Bits. For 2-Sparse

design, this means every Essential Bit (every 2nd bit) e needs to compute (Ge:e−1,Pe:e−1) at the Group-

Segregation stage. For a k-Sparse adder, every kth bit e now needs to compute (Ge:e−k+1,Pe:e−k+1),

which is identical to a k-bit Block-level GP computation.

To form a k-bit block GP computation, design choices range from 1-level (using a k-input GP com-

putation), dlog2ke - level (using 2-input GP computation), to k− 1 level (using Ripple-Carry-Adder

fashioned sequential computation). Such choices are shown in Figure 10(a) to (c) for an example of
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8-Sparse design. Note that the 1-level design shown in Figure 10(c) essentially employs a high radix

(Gurkayna et al., 2000) GP Block with 8 inputs, which involves a large overhead internally within each

GP operator. In the experimental result section, we choose the form in Figure 10(a), where the Group-

Segregation always requires dlog2ke levels.

2.4.2.3 Residual GP Restoration designs for k-Sparse PPA’s

For each of the Non-Essential Bit n, to achieve the final block GP signal of (Gn:0,Pn:0) without a

Sub-Adder, two tasks are required, both related to the nearest Essential Bit e to the right of n (assuming

n > e). First, the Non-Essential Bit n needs to compute its local block GP signal of (Gn:e+1,Pn:e+1), and

this can be done without the results from the Essential Bits. Then, once the results of the essential bit

e, (Ge:0,Pe:0) from the Sub-Adder is available, bit n will integrate the result of (Ge:0,Pe:0) with its local

(Gn:e+1,Pn:e+1) to derive its own global block GP result of (Gn:0,Pn:0).

Figure 11 shows various structure options for Residual GP Restoration, corresponding to the Group-

Segregation stage given in Figure 10. The design choice of the Residual GP Restoration stage should

mirror that of the Group Segregation, so as to maximize the reusability of intermediate results and

minimize hardware overhead.

Overall, similar to Group-Segregation, the Residual GP Restoration has various structural options

with different complexities and performance. In the experimental result of this paper, we select the

structure of Figure 11(a), which matches that of Figure 10(a).
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in log 8 = 3 levels
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e−1 e−2 e−3 e−4 e−5 e−6 e−7 e−8

−Segregation
e−8

e−1 e−2 e−3 e−4 e−5 e−6 e−7

G(n:0), P(n:0)

(a) after Group−Segregation  
G(n:0), P(n:0)

(c) after single level

Group−Segregation

(b) after RCA−like Group

G(n:0), P(n:0)

e−8

Figure 11: Various Residual GP Restoration options c©IEEE 2017

2.4.2.4 Overall Design

An overall design framework of an m-bit k-Sparse PPA is shown in Figure 12. The structure starts

with the Group-Segregation stage, which provides the initial block GP signals for all the bm/kc Essen-

tial Bits (shown in bold lines), enabling them to carry out their independent computations later on.

Next, all the Essential Bits are channeled to the bm/kc Sub-Adder. This building block will

compute (with any choice of PPA structure) the final block-level GP signals for each Essential Bit

e: (Ge:0;Pe:0).
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In parallel with the Sub-Adder, the (m−bm/kc) Non-Essential Bits (shown in thin lines) are sent

to the Residual GP Restoration building block. Here, the Non-Essential Bits first produce the local

Block GP signals, in parallel with the computation being carried out at the Sub-Adder. Then, the results

from the Sub-Adder are taken in to derive the final block GP (Gn:0,Pn:0) for every Non-Essential Bit n.

With increased sparsity, more computations are needed for the Non-Essential Bits, while the neces-

sitated computations for the Essential Bits gradually decrease. As a result, when sparsity increases, the

Residual GP Restoration block expands, while the Sub-Adder (with fewer number of input bits) block

shrinks.

2.4.3 Associated Metrics

We follow the metrics provided by (Liu et al., 2007) for estimation of area, interconnect, power and

performance. The estimations given here can be scaled according to any given feature size.

Area can be represented by two factors: 1) area required by the adder given in the coordinate system

shown in Figure 13; 2) number of GP Blocks in the design.

To estimate the interconnect requirements, we model the length of an interconnect to be equal

to half of the perimeter of the smallest rectangle encompassing the source and the destinations of the

interconnect, as shown in Figure 13.

Power (P) has two components: static and dynamic power. Static (Ps) power can be assumed to be

fixed for a given GP Block. Thus, the static power consumed by the adder is proportional to the number
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Figure 13: Representing an arbitrary PPA in a 2D space using Cartesian Coordinates, and estimation of intercon-

nect lengths via half-perimeter method c©IEEE 2017

of GP Blocks (|GP|). On the other hand, dynamic (Pd) power is proportional to the fan-outs ( f o) of the

GP Blocks. Overall, the power can be estimated as:

P = Ps +Pd = a×∑ f o+b×|GP|

Here a and b are scaling factors, which we assume to be 1 and 0.5 respectively.

To estimate the performance in terms of delay (D), we use the concept of logical effort. (Liu et al.,

2007) simplifies it as:

Dl = 1.5×C+2.5,Dr = 2×C+2.5
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Delay is estimated from the critical path in the adder. If a GP Block is located along the critical path

and the critical path enters it from right fan-in, then we consider the delay to be Dr. Otherwise when the

fan-in comes from the left, the delay at the GP Block is considered as Dl . Computation of the overall

delay is performed by considering all the GP Blocks along the critical path, and the fan-in paths of the

critical path. In the given equations, C indicates the load capacitance for the corresponding GP Block,

which is proportional to its fan-out. We apply a scaling factor of 0.5 to estimate C = 0.5× f o.

2.4.4 Experimental Results

A number of PPA structures including KSA, HCA, LFA, BKA (Brent-Kung Adder) and RCA are

explored to evaluate their sparse variations. We evaluated 64-bit adders with sparsity ranging from 1 to

8. The results shown in Figure 14 indicates the results (area, interconnect, GP block number, power,

delay, and Power-Delay Product) for each type of PPA when sparsity changes. The simulation was

carried out using the metrics described in Section IV and implemented in a C program.

For high performance adders, such as KSA, a general trend is that delay is the only negative impact

of increased sparsity. All other metrics show improvement with a more sparse design. For HCA, a

design of sparsity 3 provides an optimal case in power, while sparsity of 2 provides an optimal point for

the metric of Power-Delay Product (PDP) of all the choices.

For LFA’s, which have a high fan-out for GP Blocks, increase in sparsity does not affect significantly

area or interconnect. However, delay decreases consistently with increasing sparseness due to the fan-

outs decreasing. For power, we can observe an optimum point at sparsity of 3. PDP also has a downward

trend, but the rate of reduction goes down as the sparsity increases.
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For BKA’s, the power and PDP is lower at the typical 1-Sparse over other higher sparsity designs.

Nevertheless, we can observe the presence of the fastest possible BKA at sparsity 6.

Finally, for RCA, while area, power, number of GP Blocks and interconnect length increases, there

is a big performance improvement with increased sparsity. For instance, 2-Sparse RCA is almost twice

as fast as a default 1-Sparse RCA. Furthermore, PDP also has a decreasing trend with increasing sparsity,

indicating the presence of an exploitable power-delay trade-off.

Figure 15 shows the design space for the plethora of sparse PPA’s, including KSA, HCA, LFA, BKA

and RCA in power-delay domain. While KSA and RCA 1-Sparse and 2-Sparse designs are having a

large variation between them in terms of power-delay, in most of the cases, the changes can be observed

to be rather small. Such small changes have been shown in the zoomed-in plot of Figure 16. Thus

sparsity exploration helps in “fine-tuning” the adder parameters as is shown in this region.



CHAPTER 3

FORMALIZATION OF REPLACEMENT CHAIN ALGEBRA IN ARBITRARY

MANY-PROCESSOR SYSTEMS

This chapter has been partially published as (Banerjee and Rao, 2015), (Banerjee and Rao,
2017b). c©2015, 2017, IEEE.

3.1 Previous Works and Motivations

This chapter introduces a k-Fault Tolerant (k-FT) system model supporting decentralized on-the-

fly repairs. The modeled system consists of n functioning Processing Elements (PE’s) and at least k

spare PE’s. When a fault manifests, the repair is done indirectly by the spares through a “chain of

replacements”: the faulty PE is replaced by a functional PE in the neighborhood, which in turn is taken

over by another functional PE in its neighborhood; these local reconfigurations continue until a spare is

reached.

Classically, the fault tolerance problem in Many-PE system has been termed “Structural Fault Tol-

erance”, since the aim is to maintain the original PE topology of the system. The most obvious way of

achieving such a goal is via “global task mapping” onto a larger Many-PE network. This problem is

essentially identical to a Sub-graph isomorphism problem: a classical NP-Complete problem. Thus its

application is mostly concentrated in specific graph topologies, or small systems.

A computationally simpler solution is to replace the faulty PE directly using a spare, such as the one

given in Figure 17(b). Although simple to implement, it suffers from a scalability issue: for larger sys-

39
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tems, the number of spare required to maintain the fault tolerance grows significantly. This is because,

to make sure every PE is repairable, spares have to be placed on every locality.

Thus, an alternative to this issue is to allow functional PE’s, in addition to the spare PE’s, to replace

any other in the neighborhood, such as the system given in Figure 17(b). Using this approach, the spares,

although small in number, can indirectly reach a faulty PE far away inside the system, using the “chain

of replacements” approach. Since the reconfigurations are constrained within a neighborhood, it is the

most scalable approach compared to others.

In this chapter, we propose a fault-tolerant system model following chain of replacements repair

approach to maintain scalability. An additional challenge we address is: how to repair the system

following every fault manifestation in a decentralized fashion on-the-fly without significantly affecting

the normal operation of the system. This problem is challenging, since without knowing the future fault

locations, the system has to do the best job possible to find a repair option to maximize future fault

by spares
(b) Local Chain of Replacements:

smaller number of spares, yet 

better fault tolerance

(a) Local Direct Replacement

Figure 17: Typical approaches for implementing fault tolerance in systems with multiple PE’s
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tolerance possibilities. This is an easier problem compared to the scenario where the system needs to

repair k known faults.

To achieve the given goal, we include the following in this chapter:

1. A 2-layered Task-PE Model which facilitates lightweight repairs on-the-fly after every fault

manifestation for any arbitrary PE topology.

2. Necessary and sufficient conditions for guaranteeing k-FT in such systems.

3. Physical implementation of the model on popular 2D Grid structure.

4. Construction of such system following the Task-PE Model.

A general case of multi-PE fault tolerance can be defined as a problem of mapping a given hetero-

geneous task graph onto a heterogeneous PE graph (with spare nodes). Based on such a model, repair is

equivalent to a “global remapping” of the task graph to achieve k-FT. Such a model is efficient in hard-

ware requirements, and is general to explore the maximum number of repair solutions. However, such

a global mapping is a well known NP-Complete problem. The presence of such inherent complexity

determines that it is not scalable to large systems (n-PE’s) or a large number of faults (k). Therefore,

mainly heuristic algorithms, or approaches for specific PE topologies (grid, tree etc.) have been pro-

posed in this domain (Singh and Youssef, 1995) (Bokhari, 1981) (Taura and Chien, 2000) (Chen et al.,

1995) (Zhang et al., 2009) (Zhang, 2002). On the other hand, works such as (G. Jiang, 2015) applies

this approach on a larger 3D mesh to extract the largest sized fault free 3D sub-mesh.

The alternative end of modeling k-FT for scalable systems is to retract the scope of repair solutions:

repair is achieved via local reconfigurations, as is shown in Figure 17(b) and (c). The approach of local

reconfigurations is computationally easier than the global reconfiguration approach. For the “Direct
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Replacement” approach given in Figure 17(a), the faulty PE’s are directly replaced by spare PE’s. Usage

of such local and global spares are viable for smaller systems, or in systems where the fault tolerance

requirements are low. (Khaleghi and Rao, 2013) proposes such an approach where the spares have local

reach. (Ren et al., 2013a) uses similar methodology for tolerating NoC router faults.

In Figure 17(b), it can be observed that using Direct replacement by spares in a large system does

not scale well: they require more number of spares, at each neighborhood. Using Chain of local re-

placements, as shown in Figure 17(c) addresses this issue. Among the previous works on many-PE fault

tolerance using chain of local reconfigurations, (Jigang et al., 2007) (Fukushi and Horiguchi, 2004)

(Izadi and Ozguner, 2003) (Zhang, 2002) (Bruck et al., 1992) (Roychowdhury et al., 1990) (G. Jiang,

2015) (Dutt and Mahapatra, 1997) concentrated on grid, mesh and array topologies; (Chen and Upad-

hyaya, 1993) (Dutt and Hayes, 1990) focuses on tree topologies; (Ajtai et al., 1992) (Dutt and Hayes,

1992); (Hanchek and Dutt, 1998) (Hatori et al., 1993) applies similar approach to FPGA’s.

NoC’s have been a significant target of implementation of fault tolerant architectures. In NoC’s,

there can be two types of faults: faults in PE’s or in Routers. Works in (Zhang et al., 2009) (Ghiribaldi

et al., 2011) (Modarresi et al., 2010) (Murali and Micheli, 2004) have addressed the fault issues in

PE’s. On the other hand, handling faults in Routers have two distinct approaches: replacing faulty

Routers using spare Routers (Khaleghi and Rao, 2013) (Ren et al., 2013a) (Ren et al., 2013b); using

virtual topologies to implement functions rather than actual physical topologies (thus ignoring the faulty

Routers) (Wachter et al., 2013) (Zhu et al., 2007).

The problem of Structural Fault Tolerance is an important consideration in Systolic Wavefront Ar-

rays as well (Abraham et al., 1987) (Sha and Steiglitz, 1993).
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To summarize, most of the previous approaches works with specific PE topology (grid, tree, mesh

etc). To the best of our knowledge, no paper, other than (Ajtai et al., 1992) (Dutt and Hayes, 1992), has

proposed a general approach for designing fault tolerant systems for any arbitrary topology. However,

(Dutt and Hayes, 1992) forces the physical placement of the PE’s to be in a grid structure, irrespective of

the underlying topology,. In a general case, where PE’s are arbitrarily placed on a 2D space, the design

does not scale well.

Moreover, the approaches proposed inherently assumes that all the k faults in the system are known

before starting with repairs. Although many of the approaches can technically be applied to on-the-fly

fault tolerance after every fault manifestation, the corresponding algorithms to repair 1 fault are equally

complex as the algorithms for repairing k faults. Thus, to apply such complex centralized algorithms,

the operation of the system has to be disrupted, which defeats the purpose of the on-the-fly repairs.

Overall, our work contrasts with the existing body of work in the following manners:

1. The proposed approach is suitable for any arbitrary topology and placements of the PE’s, as

provided in the specifications.

2. The repairs are simple, decentralized and lightweight: operation of the system is minimally

affected.

In this chapter, we consider a replacement chain based mechanism for fault tolerance: a faulty PE

is replaced by a chain of functional PE’s, each taking over the task of another, until ultimately replaced

by a spare. This model makes it possible to extend the replacement capability of local spares’ towards

far-away PE’s globally. The number of available repair choices via replacement chains is therefore

vastly greater than that is offered by a direct replacement scheme, yet the model is still supporting
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decentralized, dynamic repair. Comparing to the two alternatives (graph mapping and direct spare

replacement), repair through a chain of replacements strikes a trade-off point to offer both efficient

hardware cost and computation complexity, and is particularly suitable for modeling large systems with

high fault tolerance needs.

3.2 Introduction to the Proposed 2-Layered Task-PE Model

Although replacement chain based repair has been discussed in the literature, the general condi-

tions for guaranteed k-FT have not been proposed where the repairs take place on-the-fly after every

fault manifestation, particularly for scalable systems with a high number of PE’s, large k, and general

(arbitrarily defined) topology among the PE’s. The main challenges lie in the fact that not all existing

replacement chains are compatible with each other: a particular repair via one chain will have impacts

on other chains, creating a high level of complexity and dynamics. As the systems scale up, the variety

and dynamics of fault sequence and replacement chain possibilities explode.

To track the changes of the system’s fault tolerance capability after a repair is carried out via a

replacement chain, it is important to clearly define a basis, upon which the dynamics of replacement

relationships and impacts of any repair can be well defined and derived. We propose a Task-PE rela-

tionship model as the underlying baseline for the replacement relationship, which makes it possible to

derive the algebra for the “repair dynamics”. The key insight lies in differentiating the PE’s and the

tasks that they can perform: a PE is characterized to carry out one task, but is able to cover a set of

tasks; whether PE p can replace another PE q depends on p’s capability to cover the task that q is cur-

rently carrying out. This model unties the replacement relationship between two PE’s, and instead pins

down the replacement relationship on a different level of association (PE-task coverage). This makes it
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possible to track all the “true” replacement relationship changes upon repair, and ultimately supporting

the development of tight conditions for a system to be guaranteed on-the-fly k-FT.

In the proposed model, each of the n tasks is executed by one PE, yet can potentially be executed

by some other PE’s. The capability of a PE p to cover a task t might depend on p’s functionality,

interconnection, availability etc. Overall, at any time, the difference between the current Assignment

(which task is carried out by which PE) and the potential Coverage (each task could be carried out by

which PE’s) underpins the replacement relationship among all the PE’s. In other words, which PE’s can

replace which other PE’s will change when repairs are made, shifting tasks among PE’s. However the

replacement relationship is always determined by the Task-PE graph, which remains static all the time.

3.2.1 Formal Definition of the Task-PE Model

The Task-PE model consists of two sets of vertices: n task nodes, and (n+ k) PE nodes, with an

example shown in Figure 18(a). The solid edges and the dotted edges indicate current assignment and

potential coverages, respectively. A PE (for instance p3) can “replace” some other PE’s (p4 and p6)

when it could cover the tasks (t2 and t4, currently being assigned to p4 and p6), respectively. Such

replacement relationships between the PE’s, fully specified by the Task-PE relationships, are shown as

directed edges on the side in Figure 18(a), as well as stand-alone in Figure 18(b), denoted as a Replace-

ment Graph. It can be seen from Figure 18(b) that two possible replacement chains: (p6← p3← p1)

and (p6← p7← p5← p2) are possible repair options, when p6 is faulty. Formally, the model consists of:
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Figure 18: a) Task-PE relationships with replacement possibilities augmented for a system with 5 tasks and 7

PE’s, b) its Replacement Graph

• n tasks: Tn = {t1, t2, t3..., tn}

• (n+ k) PE’s: Pn+k = {p1, p2, p3, ..., pn, pn+1, ..., pn+k}

• Coverage Matrix C, where ∀x ∈ [1,n] and y ∈ [1,n+ k]:

1. C(x,y) = 1 if task tx can be covered by PE py

2. C(x,y) = 0 otherwise

• Assignment Matrix A, where:

1. A(x,y) = 1 if task tx is currently assigned to PE py

2. A(x,y) = 0 otherwise
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A valid assignment guarantees that: 1) every task is assigned to exactly one PE; 2) at most one task is

assigned to every PE; and 3) an assignment is allowed only when a PE can cover a task. Thus, ∀x∈ [1,n]

and ∀y ∈ [1,n+ k]:

1.
n+k
∑

y=1
A(x,y) = 1

2.
n
∑

x=1
A(x,y)≤ 1

3. A(x,y)≤C(x,y)

• Replacement Matrix R (derived from C and A):

1. R(i, j) = 1, where i, j ∈ [1,n+ k] indicating PE pi can replace PE p j: ∃ task tx, where x ∈ [1,n],

such that A(x, j) = 1 and C(x, i) = 1.

2. R(i, j) = 0, otherwise.

If a task tx that is currently assigned to p j can also be covered by pi, pi is defined as to be able to replace

p j, represented as a directed edge from p j← pi in the Replacement Graph, as is shown in Figure 18(b).

• A Replacement Chain (RC) of length l is defined as a sequence of PE’s < py0, py1, py2, ..., pyl >, such

that R(yi,y(i+ 1)) = 1 for i ∈ [0, l− 1]. This indicates a chain of edges in the Replacement Graph:

py0← py1← py2← ...← pyl . A repair can be successfully achieved via such a chain, for a faulty py0,

when pyl is a spare (A(x,yl) = 0 ∀x ∈ [1,n]).
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3.3 Necessary and Sufficient Conditions for Guaranteed k-FT

In Figure 18(b), Replacement Graph shows the various repair opportunities for any possible faults.

As an example, should p6 be faulty, the possible chains to repair it are: 1) p6← p3← p1; 2) p6← p7←

p5← p2. The question now is: which chain to choose for repair? Of course, we will choose the chain

which will allow maximum future fault tolerance. To find such a chain, we first need to evaluate the

dynamics of the repairs.

This chapter presents the rules, namely Replacement Chain Algebra, that define the impact of a

successful repair via a replacement chain, followed by a main conclusion that a replacement chain will

not disappear, but instead reverse itself after being used for a repair. This conclusion will then serve as a

basis to show that it does not matter which chain is chosen for repair, the future fault tolerance depends

upon the configuration of the system and the fault locations.

3.3.1 Repalcement Graph Changes after a Successful Repair: Replacement Chain Algebra

Upon a successful repair via a replacement chain, the faulty PE will be taken out of the system, thus

losing all the outgoing edges in the Replacement Graph.

Figure 19 shows an example repair for p3 via chain p3← p2← p1. Assuming a Coverage Matrix C

and an initial Assignment Matrix A0, as is shown in Figure 19(a), and the modified assignment A1 after

a repair, as shown in Figure 19(b):

– C(1,1) = 1 (t1 can be covered by Spare p1)

– C(2,2) = 1 (t2 can be covered by PE p2)

– A0(1,2) = 1 (t1 is assigned to p2 before the repair)
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Figure 19: After a repair, p2 “inherits” the incoming replacements of p3, while p1 “inherits” the incoming re-

placements of p2.

– A0(2,3) = 1 (t2 is assigned to p3 before the repair)

– A1(1,1) = 1 (t1 is assigned to Spare PE p1 after the repair)

– A1(2,2) = 1 (t2 is assigned to p2 after the repair)

Assume that p2 can be replaced by any member of set N1 and p1, while p3 can be replaced by

members of set N2 and p2, this indicates that any PE in N1 Covers Router r1 while any PE in N2 Covers

r2.

Figure 19(b) shows the status of the tasks and PE’s after the repair. PE p1 now can be replaced by

members of set (N1∪ p2) since it is Assigned to p2’s old Router r1. Similarly, p2 can now be replaced

by members of the set N2 since it is assigned to p3’s old Router r2. Effectively, p1 and p2 “inherit” the

incoming replacements from the previous PE’s p2 and p3 respectively.

Thus, for any PE as a part of an executed replacement chain moving on to execute new tasks, it will

“inherit” the incoming replacements of the PE’s previously executing the same task. In general, after



50

pp

. . .
p

(a) Before repair (b) After repair

p p

. . .

p

p

p p

l

p
1

2

3

l

l+1

1

2

3

l+1

l−1t

t2

t1

tl

l−1

t2

t

t1

tl

Figure 20: Illustration of Lemma 1: reversal of a replacement chain

a PE pi replaces another PE p j, pi will “inherit” all the replacements incoming to p j. Owing to the

unchanged Coverage Matrix, a PE moving on to execute a new task, will “drag” its coverages with it

(thus covering the same tasks as before), but may now replace different PE’s than before, because of the

reconfigured Task-PE Graph.

Based on the aforementioned dynamics, an important property of replacement chain execution is

“reversal”.

Lemma 1: A Replacement Chain p1→ p2→ p3→ ...→ pl→ pl+1 of length l becomes p1← p2←

p3← ...← pl of length (l−1) after using it as a repair for faulty PE pl+1.

This “reversal” of a replacement chain can be directly derived from the same argument from Figure

19. Figure 20 shows the illustration for this lemma.
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3.3.2 Repair Chain Independence of Task-PE Model

To find out the conditions for guaranteeing k fault tolerances, we first need to define some terms:

A Task Set T is a non-empty set of the Routers.

A PE Set P of a given Task Set T, P(T), is the set of PE’s which are currently Assigned to the Tasks

in T: P(T) = {py|A(x,y) = 1∧ tx ∈ T}.

Gateway Set: The Gateway Set of a Task Set T, GW (T), is the set of all PE’s (including functional

and spare) which can replace the PE’s in the PE Set P(T). Thus, GW (T) = {pi|R(i, j) = 1∧ p j ∈ P(T)}.

Essentially, the size of the Gateway Set GW (T) represents the number of immediate PE’s that can be

used to replace any faulty PE’s Assigned to Routers in T. Thus, if the Gateway Set size of a Router Set

is 0, any fault manifesting inside the corresponding PE Set is not repairable.

Lemma 2: After a repair of a faulty PE p, for any arbitrarily chosen Task Set T in the system,

|GW (T)| is reduced by at most 1.

To prove this lemma, we will investigate all the relationships that a faulty PE p may have with a

given Router Set T.

Case 1. p is Assigned to a Router in T, thus p ∈ P(T), and replacement chain of p enters P(T) m

times and exits P(T) (m−1) times: This case is shown in Figure 21(a). In this scenario, size of GW (T)

will be reduced by 1, since p uses up one of the incoming replacement chains for repair. However, if

the overall replacement chain re-enters and exits P(T) for the next (m−1) times, as per Lemma 1, the

replacement chain will be reversed. As a result, the incoming (m− 1) replacements become (m− 1)

outgoing replacements and vice versa, yet |GW (T)| is reduced by 1 nonetheless, owing to the initial
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Figure 21: Illustration for Lemma 2, (a) Case 1: p ∈ P(T), (b) Case 2: p ∈ GW (T), (c) Case 3: p /∈ P(T) and

P /∈ GW (T).

usage of a replacement chain by p. Overall, if p ∈ P(T), after the fault is repaired (via a replacement

chain), |GW (T)| is decreased by 1.

Case 2. p∈GW (T) and replacement chain of p enters and exits P(T) m times: as is shown in Figure

21(b), the size of GW (T) will be reduced by 1 in this scenario. Similar to the previous argument, when

the replacement chain enters and exits P(T), m times, due to the reversal of the chains, |GW (T)| will be

reduced exactly by 1.

Case 3. p /∈ P(T) and p /∈GW (T), and we assume the replacement chain of p enters and exits P(T),

m times: as is shown in Figure 21(c). In this case, all the m incoming chains to PE’s executing tasks in
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Figure 22: Illustration of proof of main claim: (a) 1⇒ 2, (b) 3⇒ 1.

P(T) are reversed, and they become m outgoing chains. Similarly, the m outgoing chains get converted

to m incoming chains, resulting in no change in |GW (T)|.

Thus, in all the cases, the size of the Gateway Set reduces by at most 1 after a successful repair, no

matter where the faulty PE p is with respect to the Router Set R.

Claim of Conditions for guaranteed k-FT Systems: The following statements are equivalent:

1. Each PE has at least k distinct (node-disjoint) incoming replacement chains from spares in

the Replacement Graph.

∀ PE py, the system must have at least k replacement chains to py such that: ∀i ∈ [1,k], a) chain RCi

starts at py; b) chain RCi ends at a spare; c) ∀RCi, except for py, all the other nodes appear only once.

2. All the Task Sets in the system has Gateway Set size ≥ k: ∀ T= {t|t ∈ Tn}, |GW (T)| ≥ k.

3. A system is guaranteed k-FT: ∀ fault sequence (p f 1, p f 2, p f 3, ..., p f k), ∃ k valid repairs via

replacement chain in sequence for each fault, to deliver k successful repairs.

1⇒ 2: If each PE in the system has at least k distinct incoming replacement chains, then each

arbitrarily chosen Router Set T in the system has |GW (T)| ≥ k.
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We will prove this by negation (¬2⇒ ¬1). Considering that there exists a particular Router Set

T, which contains a task executed by PE p (∈ P(T)), has |GW (T)| = k1 and k1 < k, then any PE p

Assigned to a Router in T must have the total number of incoming chains to be≤ k1. This indicates that

the number of distinct incoming chains to p is ≤ k1 < k. The illustration is given in Figure 22(a).

2⇒ 3: if each Router Set in the system has Gateway Set size≥ k, then the system is guaranteed

k-FT.

From Lemma 2, we know that the Gateway Set size of any Router Set is reduced by at most 1

following a successful repair. Since a Gateway Set size of 1 will guarantee a repair for 1-FT, if all the

Router Sets have Gateway Set size of ≥ k, by mathematical induction, irrespective of where the fault

manifests, it is guaranteed that all the k faults can be tolerated.

3⇒ 1: If a system is guaranteed k-FT, then each PE in the system must have at least k distinct

replacement chains from spares in the Replacement Graph.

We will prove this claim by negation (¬1⇒ ¬3). Illustration for this proof is presented in Figure

22(b). Assume a PE p is having a maximum of k1 distinct incoming chains from spares, where k1 < k,

thus violating statement 1. This set of PE’s effectively act as a bottleneck for the chains for p, and

effectively form a Gateway Set, with the corresponding PE Set P(T) of Router Set T located right

below it, as shown in Figure 22(b). Following Lemma 2, if all the next k1 faults occur within P(T) or

GW (T), |GW (T)| becomes 0. As a result, if any of the next (k− k1) faults occur within P(T), it is

rendered unrepairable, thus the system becomes Partial k-FT.

Corollary: The k-FT system designed following the Router-PE relationship model is Replacement

Chain Independent.
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Figure 23: Illustration of the Repair Chain Independence: when a PE chooses an arbitrary chain

To prove Lemma 2, an arbitrary replacement chain is chosen for repair. Irrespective of which chain

is chosen, it holds that the size of the Gateway Set is reduced by at most 1. Thus, if we make the Gateway

Set size of all the Router Sets to be ≥ k, any replacement chain as a repair choice for the current fault

will maintain to be always able to tolerate at least k faults, making it Replacement Chain Independent.

3.3.3 Illustration of the Conditions

Figure 23 shows an illustration when a PE has 4 disjoint chains from 4 spares. When the PE is faulty,

and an arbitrary chain is chosen, apparently it seems that the choice would render all the other disjoint

chains disappear. However, due to the Reversal property of chains, it they do not disappear, rather get

rerouted through another path, as shown in Figure 23(b). As a result, 4 disjoint chains becomes 3 disjoint

incoming chains into the PE. If the PE chose a disjoint chain for repair, the outcome would be the same,

supporting our claim of Replacement Chain Independence.

Figure 24 shows how a PE is affected when another PE chooses an arbitrary chain for repair, inter-

secting the disjoint chains of the former. The outcome is identical: the former PE, with 4 disjoint chains
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Figure 24: Illustration of the Repair Chain Independence: effect on a PE when another PE chooses an arbitrary

chain

in Figure 24(a) ends up with 3 rerouted disjoint chains, as shown in Figure 24(b), this confirming the

Repair Chain Independence.

Another illustration is shown in Figure 25, where, each of the shown PE’s has 3 disjoint chains from

5 spares. When a PE is faulty, it can choose any of the spares for repair. However choosing one spare,

shared by the other PE, may affect the fault tolerance of the other PE. This is not the case, as is shown in

created

(a) Before Repair (b) After Repair

New Chain

Figure 25: Effect of choosing of the shared spare by the faulty PE
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Figure 25(b), where the other PE, although loses a spare, a new disjoint chain is created from the other

spares, from which it did not have a path before. Thus even though the faulty PE loses a spare, the other

PE remains unaffected.

3.3.4 Discussion

We have provided the necessary and sufficient conditions for a Task-PE based system to be guar-

anteed k-FT, assuming the repairs to be carried out by any arbitrary replacement chain. The proposed

model and proven conditions lay out a foundation of identifying the properties of large scale systems to

tolerate a high number of faults. Since the conditions guarantee a fault-independent and replacement-

chain independent repair, they provide an analytic and construction basis to make a system capable of

on-the-fly recovery upon every fault occurrence, with repairs carried out in a decentralized manner.

3.4 Physical Implementation of Task-PE Model

In the context of Structural Fault Tolerance, when a PE p1 replaces another PE p2, it indicates that

p1 is connected to all of the neighbors of p2, as shown in Figure 26(a). However, this fundamental

concept is problematic, since the interconnect overhead is dependent upon the underlying the topology

itself. Dense networks will require large interconnect overhead in this case.

To make the interconnect overhead independent of the underlying topology, we propose a system

consisting of PE’s, Routers and Switches, as shown in Figure 26(b). Effectively, we replace the Tasks in

Task-PE model with Routers. In such a system, the underlying topology is realized by the interconnects

between the Routers. On the other hand, each Router is assigned exactly one PE, through the config-

uration of Switches. These constraints are identical to the ones in the Task-PE Model. If p1 replaces

p2, the corresponding connection between p1 and Router r2 is activated by configuring the Switches.
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Figure 26: (a) Replacement of one PE by another: requiring the latter to be connected to former’s neighbors; (b)

An alternative implementation using switches and Routers

In this way, we can make sure that the original topology is maintained while the interconnect overhead

(connections between Routers and PE’s through Switches) remains independent of the topology.

It can be noted that, we essentially uncoupled the task of Routers from the PE’s, thus dividing the

components into more reliable (Router) and less reliable (PE) components. Since Routers are less com-

plex in construction, they are less likely to manifest faults. As a result, previous approaches supporting

simple Direct Replacement by spares can be applied. On the other hand, PE’s are more likely to develop

faults. Thus, in this paper, we concentrate on fault tolerance in PE’s only.

The proposed system is shown in Figure 27. Assume, the required topology is a tree given in Figure

27(a). The corresponding system is shown in Figure 27(b). As evident, the Backbone Network is

responsible for implementation of the tree topology. On the other hand, the two sets of vertices: Routers

and PE’s are interconnected via a switch network, namely the Auxiliary Network. The Auxiliary

Network in configurable to change which Router is connected to which PE. To maintain the required

topology, each Router must be connected to a PE. In case of a fault manifestation on a PE, as an

example, in PE p6, the corresponding Router r4 is now without any PE, disrupting the topology. To
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Figure 28: The Router-PE system corresponding to the system in Figure 27, isomorphic to the Task-PE model

retain the topology, r4 must convert an available link (Coverage in Task-PE Model) into an active link

(Assignment in Task-PE Model). Thus, the available link from p4 is converted into an active link, with

active link between p4 and r2 becomes available, but not active. Thus r2 loses its active link, and thus

configures the available link from p3 into an active link. This goes on until the spare p2 is reached. The

corresponding topologies before and after the repair are shown in Figures 27(d) and (e) respectively.

Thus, effectively, the Router-PE network is isomorphic to the Task-PE model, where the Routers

are equivalent to the Tasks. The “task” of Routers is to maintain the communication. To maintain

the communication and processing, each Router must be Assigned one PE. The fault tolerance is also

done by interchanging the Assignments and Coverages along the chain. Thus, the Replacement Chain

Algebra is also valid for the Router-PE network.
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The system can also be represented using a Router-PE bipartite model, as shown in Figure 28(a),

similar to the Task-PE Model. In this model, we ignore the Backbone Network since it is fixed for a given

system. In contrast, the Auxiliary Network changes according to faults and the corresponding repairs.

The Auxiliary Network is represented by two types of edges: Coverage and Assignment, corresponding

to the Available and Active Links in the Router-PE system in Figure 27.

In this chapter, we perform a case study of fault tolerance in the immensely popular 2D Grid topol-

ogy of the PE’s, implemented using the proposed Router-PE Model. The aim of the design will be to

limit the interconnect overhead by making them strictly local to make sure that there do not exist long

interconnects. Furthermore, keeping the interconnect local keeps the system scalable for larger number

of PE’s.

Figure 29(a) shows the co-ordinance of Routers and PE’s placed in a 2D Array layout. Assume a

PE pi is located at (xpi,ypi), and a Router r j is located at (xr j,yr j). PE pi is located in r j’s Immediate

Neighborhood if |xpi− xr j|+ |ypi− yr j| ≤ 1.

Figure 29(b) shows a localized Auxiliary Network built on the immediate neighborhoods for cover-

age of the system with arbitrary assignments. The spares are distributed among the system due to this

property. Figure 29(c) shows the corresponding replacement relationships between the PE’s.

We will analyze the system’s scalability in terms of interconnect overhead. Overall, each Router has

4 coverages from the immediate neighborhood, one of which is assigned and the rest 3 are configurable.

Thus, the interconnect overhead remains as O(3n). This ensures the high scalability of the system.
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Figure 29: a) The 4× 4 2D Array layout with the corresponding coordinates assigned, b) system with spares

distributed around in the system with local coverages, c) Replacement relationships among the PE’s from the

configuration in (b) c©IEEE 2017

3.4.1 Repair Strategy and Reliability Analysis

The repair in the system is done on-the-fly, i.e., after every fault manifestation, through a series of

reconfigurations. An example of two such repairs is shown in Figure 30. The 4th fault at p24 in the

system can repaired through either the chain p24 ← p19 ← p14 ← p15 ← p10 ← p4, or p24 ← p18 ←

p13 ← p7 among other choices, as is shown in Figures 30(b) and 30(c). From the conclusions from

the previous chapter, we can conclude that none of the repair option changes the future fault tolerance

capabilities of the system. As a result, the “least cost” replacement chain can be chosen for repair. The

cost here may refer to the total number of reconfigurations, or anything related.

For the system in Figure 29(b), based on the condition in the previous chapter, the number of dis-

joint replacement chains is 3 for all of the PE’s. Although each PE has incoming chains from a large

number of spares, the bottleneck is formed by the 3 PE’s, directly replacing the PE under considera-
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Figure 30: An example repair in a 4×4 Array implemented on a 5×5 PE Array a) after 3 faults are repaired, b)

after the 4th fault at p24 is repaired through chain p24 ← p19 ← p14 ← p15 ← p10 ← p4; and c) using alternate

replacement chain of p24← p18← p13← p7. The changed replacements are also highlighted c©IEEE 2017

tion. Therefore, this system can tolerate guaranteed any 3 faults. In reality, the system might tolerate

more faults, up to the number of spares, as the condition given in the previous chapter provides only the

lower-bound. This claim will be verified in the simulation results section.

3.4.2 Reliability Enhancement

The proposed system in Figure 29(b) has a fixed reliability performance. To enhance reliability, two

ways can be adopted:

Type-1: Increased Spares: introduce more spares to make the system likely to tolerate more faults.

Type-2: Enlarged Coverage: have each Router covered by more PE’s.
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spares, and d) type 2 reliability enhancement by allowing more performance degradation over (e), f) Reliability
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The first type of reliability enhancement can be achieved by dividing the space into multiple “sub-

spaces”, as shown in Figure 31, where Figure 31(a) introduces two subspaces with 14 spares, and Figure

31(d) with 4 subspaces and 20 spares.
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In general, an array containing l ×w Routers can be divided into equal sized ssl × ssw number

of subspaces, with each subspace containing (l/ssl)× (w/ssw) Routers. Each subspace also contains

((l/ssl)+1)× ((w/ssw)+1) PE’s. Thus, the total number of spares is (((l/ssl)+1)∗ ssl× ((w/ssw)+

1)∗ ssw)− (l×w), which can be customized by varying ssl and ssw.

Second type of reliability enhancement can be achieved with additional coverages added in the

system. In general, Neighborhoods can be defined as the following: for a PE pi located in a Router r j’s

immediate neighborhood, we consider it to be in Neighborhood(1) with respect to r j or NB(i, j) = 1. For

non-immediate neighborhoods, a PE pi located at coordinates (xpi,ypi) is related to a Router r j located

at (xr j,yr j) as NB(i, j) = m, if (m− 1) < |xpi− xr j|+ |ypi− yr j| ≤ m. As an example, NB(10,7) = 2

while NB(10,2) = 3 in Figure 29(a).

For scalability and cost considerations, the added coverages should be from the nearest possible

neighborhoods. Introduction of 1 additional coverage per Router from Neighborhood(2) is shown in

Figures 31(b) and 31(e). Figure 31(c) shows the reliability comparison between the 2-subspace with

local coverage design and the 2-subspace with 1 non-local coverage per Router design, with various

initial Assignments, achieved through Monte-Carlo simulation. The system, having 14 spares, can

tolerate a maximum of 14 faults. However, for the scenario where 1 non-local coverage per Router is

present, the reliability (of around 95%) is higher than the case when all the coverages are local (around

75%) for the 14th fault. Figure 31(f) shows the type-1 reliability enhancement over Figure 31(c) by

having 4 subspaces and 20 spares. The system then can tolerate a up to 20 faults. Like the previous

scenario, the reliability of the system with 1 non-local coverage per Router, tolerating 20 faults is around

80%, higher than the system with all local coverages, delivering around 60% in reliability.
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If a PE is assigned to a Router not in its immediate neighborhood, there will be a performance

degradation in terms of increased delay. The delay is proportional to the square of the distance between

the Router and the PE.

We define Normalized Delay (D) of the system to be D = (∑n+s
i=1 ∑

n
j=1(|xpi− xr j|+ |ypi− yr j|)2/n,

when PE pi located at (xpi,ypi) is Assigned to Router r j located at (xr j,yr j), in a system with n Routers

and (n+ s) PE’s. Thus, D indicates the delay of communication between the Routers and the assigned

PE’s, averaged over all the Routers.

From the given definition of NB(i, j), it can also be shown that, for the given Processor Array,

|xpi− xr j|+ |ypi− yr j|= NB(i, j). Thus, D = ∑
i=n+s, j=n
i=1, j=1 (NB(i, j))2/n, when pi is assigned to r j. In the

ideal case, when each PE is assigned to a Router in its immediate neighborhood, D = 1. D starts to

increase when PE’s are assigned to Router, not in its immediate neighborhood.

3.4.3 Experimental Results

Monte-Carlo Simulation was performed in C on 10×10, 20×20 and 32×32 Router Array to compare

the performances for mesh topology in approaches proposed in M4 (Bruck et al., 1993), 3-track switch

(Varvarigou et al., 1993), 4-track switch (Mahapatra and Dutt, 2001) which is derived from 2D Parity

Code approach (Dutt and Mahapatra, 1997) and Deterministic Design in (Zhang, 2002). 1000 trials are

run with varying Assignments each time to evaluate the number of faults that can be tolerated in each

trial. The reliability is determined as the percentage of times any fault is successfully repaired.

3.4.3.1 Reliability Comparisons

Figure 37 shows the reliability comparisons between M4 (Bruck et al., 1993), 3-Track-switches

(Varvarigou et al., 1993), 4-Track-switches (Mahapatra and Dutt, 2001) and the proposed approach
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for 10×10 Arrays. The results are obtained from (Dutt and Mahapatra, 1997) and (Mahapatra and

Dutt, 2001). We have ignored (Zhang, 2002) in this case, since it is a deterministic design, always

guaranteeing 100% reliability. Due to the difference in design methodologies, the proposed approach

uses a varying number of spares. This is due to the fact that, the proposed approach considers a complete

PE Array, including PE’s at the corners, while the previous approaches places the spares only at the

perimeters and not on the corners.

For 20/21 spares, in Figure 37, our approach provides superior reliability of around 100% when

20 faults are tolerated. The same is around 90% for (Mahapatra and Dutt, 2001), and almost 0% for

both (Bruck et al., 1993) and (Varvarigou et al., 1993). For 40/44 spares, in Figure 37(b), (Mahapatra

and Dutt, 2001) delivers almost 100% reliability for the fault 40, while the proposed approach delivers

reliability of around 80%. Approaches (Bruck et al., 1993) and (Varvarigou et al., 1993) delivers sig-

nificantly less reliability. For larger systems with 20×20 and 32×32 Routers, the proposed approach

almost always guarantees 100% reliability, followed closely by 4-Track switches approach.

Comparing with the smaller system results obtained in Figures 31(c) and 31(f), and the larger sys-

tems of 20×20 and 32×32 Router grids, it can be noted that, the probability of tolerating the maximum

number of faults increases as the number of PE’s grows in the system. For 4 sub-spaces in 4×4 sys-

tem, 10×10 and 20×20 systems with strictly local coverages, the reliabilities to tolerate the maximum

number of faults (20, 44, 84 respectively) are 60%, 80% and 100% respectively, showing the reliability

scaling in our system with growing number of PE’s.
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3.4.3.2 Reliability Enhancement Type 2: by Enlarged Coverage

The reduced reliability delivered by the proposed approach, shown in Figure 37, is due to the fact

that, there are 4 sub-spaces, the a PE in a sub-space only has access to fewer spares (a quarter of all the

spares). To enable access to a larger number of spares, type 2 reliability enhancement can be considered.

Figure 33 shows how the reliability can be enhanced by adding 1 or 2 additional coverages per Router1.

For fault 44, without any non-local coverage, the reliability is around 75%, which is enhanced to 95%

and 100% when 1 and 2 additional coverages are added respectively. The corresponding Normalized

1The repair gives higher priority to chains resulting in lowest delay over the shortest ones, unlike the case
where all the coverages were strictly local.
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M4 (Bruck et al., 1993) O(10n)

3-Track Switches (Varvarigou et al., 1993) O(6n)

4-Track Switches (Mahapatra and Dutt, 2001) O(8n)

Deterministic in (Zhang, 2002) O(nlog3k)

Proposed O(3n)

TABLE II: REDUNDANT INTERCONNECT COMPLEXITY COMPARISONS AMONG VARIOUS AP-

PROACHES c©IEEE 2017

Delays can also be noted. With 2 additional coverages, it delivers higher reliability but while allowing

higher delay. As an example, when there is 1 additional coverage each Router, for fault 44, the Nor-

malized Delay is around 1.0068. This indicates that, out of 5 instances of tolerating 44 faults, there

will be approximately a single scenario, when a single Router has a PE assigned not from its immediate

neighborhood1. When there are 2 additional coverages, the same value is 1.008, indicating that, out of 4

cases of tolerating 44 faults, in approximately one case there will be a Router which has a PE assigned

not from its immediate neighborhood.

1The overall delay is approximately 1.006× 100 = 100.6. For 5 instances, the overall delay is 503, which
indicates that, 4 instances have overall delay of 100 each and one with 103. The first 4 instances have all the
Assignments constrained within immediate neighborhoods, while in the final case, 99 Routers have Assigned
PE’s in their immediate neighborhood, and one has Assigned PE in Neighborhood(2), thus the delay is 4 for this
Router. The overall delay for this case is 103.
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3.4.3.3 Hardware and Interconnect Overhead

The hardware overhead is linearly proportional to the number of spares in the system. In this sense,

all the approaches in (Bruck et al., 1993), (Varvarigou et al., 1993), (Mahapatra and Dutt, 2001) and the

proposed approach have comparable amount of hardware overhead.

Table 1 shows the Redundant Interconnect Overheads for the different approaches. The proposed

approach, in the basic situation, requires 3 non-assigned coverages per Router. Thus, there are addi-

tional O(3n) interconnects overall. When enhancing Type-2 reliability, the Interconnect Complexity

increases. When there is 1 additional coverage per Router, each interconnect will have a length of 2,

which, in the overall system becomes O(2n) of non-local interconnects for all the Routers. The Redun-

dant Interconnect Overhead becomes O(5n). When there are 2 additional coverages, the same becomes

O(7n). Still, introducing even a small number of additional interconnects have the potential to enhance

the reliability significantly, as shown from the experimental results. Furthermore, for larger systems, the

proposed design methodology will require less than or equal to O(7n) interconnect overhead, to deliver

around 100% reliability for maximum number of faults tolerable, as shown from the reliability scaling

noted by comparing 4×4 and 10×10 systems.

3.4.3.4 Average Lengths of Replacement Chains

Figure 34 shows how the lengths of the replacement chains change depending on the fault number

in the sequence, assuming the shortest replacement chains are always selected for repair. Figure 34

shows the results for 10×10 Router Array implemented on a 11×11 PE Array and 20×20 Router Array

implemented in a 21×21 PE Array. Overall, the system performs repairs with rather short replacement

chains of lengths around 2 for the 10×10 system, while there is a marginal increase in the lengths with
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the 20×20 system at 3. For significantly larger system of 32×32 Router Array, while the length of the

first repair chain is around 15, for the rest of the faults, the average length is around 5, again showing

marginal increase in chain lengths.

3.4.4 Discussion

This chapter introduces a novel approach for designing the immensely popular 2D Array of Pro-

cessors with on-the-fly fault tolerance capabilities. The redundant interconnects, as shown, are strictly

local, allowing the system to be scalable with more number of components. Following the 2-layered

Router-PE model, it can be concluded that the repairs are lightweight, and can take place through any

arbitrary replacement chain. We have shown the guaranteed deliverable fault tolerance ability of such

systems, and how the reliability can be enhanced by introducing more spares, or extending coverages to

larger neighborhoods. Simulation results confirm the high level of reliability of the proposed approach,

and how the enhanced reliability can be achieved with scalable costs in hardware and delay.

3.5 Future Work: Construction of k Fault Tolerant Systems

Assume a 2D space consisting of placed s Routers and n PE is given along with their coordinates.

This section deals with construction of k-FT (k ≤ s) system while minimizing the interconnect lengths.

Of course, when the 2D space is given, we can assume that a PE can cover any Router system-wide.

Consequently, a PE can replace any other PE. However, from the global Coverages, the aim is to find

out the least cost coverages which can guarantee k-FT.

In a 2D space, the cost of a Coverage is given as costi, j = |xi− x j|+ |yi− y j| when PE p j Covers

Router ri. The overall cost of the k− FT system is given as ∑costi, j ∀ PE p j Covering Router ri.

However, to achieve such a system, we must convert this understanding into Replacement paradigm.
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Recall that Ri, j = 1 when PE p j Covers the Router r, to which PE pi is currently assigned to. Thus, we

must first create the least cost Assignments before we can select the appropriate Coverages to achieve

our goal.

The Least Cost Assignment problem can be solved optimally in Polynomial time using Hungarian

Method (Kuhn, 1955). Following the Assignments, we obtain the Replacement possibilties. Their costs

are same as the costs of the corresponding required Coverages. Consequently, we can obtain a Directed

Graph. For such a graph, the Sub-graph consisting of the functional PE’s is a complete graph. On

the other hand, the spares can replace any other PE in the system. The problem is finding Least Cost

k-disjoint paths from the spares to each of the functional PE’s is a strongly NP-Complete problem (Li

et al., 1992). Thus, we propose heuristic polynomial time algorithms for this problem.
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Formally, the problem has two considerations: given placements of n Routers and (n+ s) PE’s, with

the value of k (k ≤ s), such that the system is guaranteed k-FT:

i) Minimize the overall cost or length of Coverages/Interconnects.

ii) Maximize reliability of the system from fault numbers (k+1) to s.

Two different approaches are proposed where one prioritizes one consideration over other, as shown

in Figure 35. Figure 35(a) shows the cost matrix for a PE to replace another PE for a given Assignment.

As an example, if p5 is to replace p3, the cost of the corresponding Coverage is 8. Figures 35(b) and

35(c) show two different systems with guaranteed 2-FT. System in Figure 35(b) prioritizes reliability

over cost, as it requires a cost of 24 while delivering a 98% chance of tolerating 3 faults. In contrast,

system in Figure 35(c) prioritizes cost of reliability, with a cost of 16 and a 84% chance of tolerating 3

faults.

It can be noted that both of the systems can guaranteed tolerate 2 faults. However, there is still a

difference when it comes to the 3rd fault. This is due to the fact that, for the first system, the spares p7,

p8 and p9 all have paths to every single functional PE in the system while none such paths exist for the

spare p9 in the second system, which only has a path to p1. As a result, the PE’s in the system has a

smaller access to the spares, resulting in reduced reliability.

Formally, the aforementioned systems can be classified as following:

Balanced Replacement Graph: In such a graph, any two or more loosely connected components

of the graph have equal functional PE to spare PE ratio. An example of the system is given in Figure

35(b).
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Unbalanced Replacement Graph: In such a graph, the ratio of functional PE to spare PE in differ-

ent loosely connected components are unequal. An example of such a system is given in Figure 35(c).

Two such loosely connected components are (p1, p9) and (p2, p3, p4, p5, p6, p7, p8), between which,

there is only one replacement edge from the later to the former, resulting in an Unbalanced functional

to spare PE ratio.

The comparisons between two such systems are given in Figure 36.

Another consideration we have for the system design is the maximum number of Coverages a PE

can have. This is included to make sure that no PE has a very high degree compared to other PE’s in

the system. Assume a system has n-PE’s and s-spares. Our aim is to make the system guaranteed k-FT

(k≤ s). Thus, each of the Routers require (k+1) Coverages, which are provided by (n+ s) PE’s. Thus,

the minimum value of the maximum degree of a PE is given as (n× (k+1))/(n+ s).

3.5.1 Design of Balanced System

The motivation behind designing the system is that, each PE must have the access to maximum

possible number of spares. Thus, we make s subgraphs of spanning trees in the system, with each of
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Data: Coordinates of (n+ s) PE’s, n Routers, value of k such that system is k-FT, Maximum

degree max deg

Result: Balanced k-FT Replacement Graph with Minimal Interconnect Length

1 Apply Hungarian Algorithm to create the initial Least Cost Assignments;

2 for spares from 1 to s do

3 incl← NULL;

4 incl← incl∪ spare;

5 for Edge from 1 to (n× k)/s do

6 for all PE pi ∈ incl and max deg > deg[i] do

7 for all PE p j /∈ incl do

8 Find the minimum cost |xi− x j|+ |yi + y j| for replacement from i to j such that

9 i) Number of disjoint chains to p j increases by 1;

10 ii) p j has minimum number of disjoint chains in the system;

11 iii) deg[incl∪ p j]< max deg if Edge 6= (n× k)/s;

12 end

13 end

14 R[ j][i]← 1;

15 C[r][ j]← 1 such that A[r][i] = 1;

16 incl← incl∪ p j;

17 end

18 end
Algorithm 1: Algorithm to design Balanced Replacement Graphs
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Data: Coordinates of (n+ s) PE’s, n Routers, value of k such that system is k-FT, Maximum

degree max deg

Result: Unbalanced k-FT Replacement Graph with Minimal Interconnect Length

1 Apply Hungarian Algorithm to create the initial Least Cost Assignments, obtain set of spares;

2 for Step from 1 to k do

3 incl← NULL;

4 incl← incl∪ spares;

5 for all PE pi ∈ incl and max deg > deg[i] do

6 for all PE p j /∈ incl do

7 Find the minimum cost |xi− x j|+ |yi + y j| for replacement from i to j such that

8 i) Number of disjoint chains to p j increases by 1;

9 ii) deg[incl∪ p j]< max deg;

10 end

11 end

12 R[ j][i]← 1;

13 C[r][i]← 1 such that A[r][ j] = 1;

14 incl← incl∪ p j;

15 end
Algorithm 2: Algorithm to design Unbalanced Replacement Graphs
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the subgraphs rooted at each of the spares, and each subgraph containing path from a spare to exactly

(n× k)/s functional PE’s.

Thus, for Balanced Systems, the spares are chosen one at a time, and Replacement Edges (and

subsequently Chains) are created from a spare to exactly (n× k)/s functional PE’s. As a result, every

PE in the system is accessible from an equal number of spares. Algorithm 1 shows the technique of

creation of such a system.

The Algorithm requires the coordinates of the PE’s and the Routers. It also requires the value

of k as well as the maximum degree max deg allowable for each PE. The first step is to create the

initial Least Cost Assignments following the optimal Hungarian Algorithm. After the Assignment,

we go for creation of the Replacement Edges from line 2 to line 15. First, we choose one spare at a

time (line 2). Subsequently, we introduce a set named incl which indicates which PE’s are currently

accessible through the Replacement Edges from the current spare. Initialize incl to include the current

spare. Then we go ahead create (n× k)/s Coverages/Replacement Edges to same number of PE’s. We

evaluate all the possibilities of Replacement Edge between pi ∈ incl and p j /∈ incl, such that degree of

pi, deg[i] < max deg (pi can Cover a Router). From these possibilities, we evaluate the smallest cost

edge, which satisfies conditions (i) to (iii) in lines 9-11. Condition (ii) is included to make sure no single

functional PE in the system utilizes majority of the least cost edges, leaving less choices for the other

PE’s. Condition (iii) guarantees that the new incl will cumulatively have at least 1 Coverage in the future

to make sure it can grow further. The calculation of the number of disjoint chains is done by converting

the given problem into max-flow problem from spares to each of the functional PE’s.
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3.5.2 Design of Unbalanced System

Motivation for design of such systems is that the overall cost must be least possible. This is achieved

by finding least cost Replacement edges globally, so that the selected edge increases the maximum

disjoint chains into the terminal of the edge by 1. Because the least cost edges are chosen globally, its

overall cost is less compared to the Balanced system.

For Unbalanced Replacement Graphs, we go through a total of k steps. At each step, the number

of disjoint chains for the PE’s is increased by 1 through any arbitrary spare. Thus, there is a possibility

that a spare may access a large number of functional PE’s through low cost chains while some others

can access less. Algorithm 2 shows such a design methodology.

The Algorithm begins similarly with the application of Hungarian Algorithm. Subsequently, through

k steps, we attempt to increase the number of disjoint chains to each PE in the system by 1 at each step.

We similarly introduce set incl, which initially contains all the spares. Then, we form a Replacement

relationship between pi ∈ incl and p j /∈ incl when pi degree is deg[i]< max deg. We find the minimum

cost Replacement which increases the disjoint chains into p j by 1 and the resulting deg[incl ∪ p j] <

max deg. Note that we do not need to consider the Condition (ii) from Algorithm 1, since every PE’s

disjoint incoming chains increases uniformly by 1.

3.5.3 Experimental Results

We evaluate 4 systems with arbitrary but uniform placement of PE’s and Routers in a 2D space. The

systems consist of 100 functional PE’s along with 10 and 20 spare PE’s, and 200 functional PE’s along

with 20 and 40 spare PE’s. We design the Balanced and Unbalanced systems following the Algorithm

proposed in the previous section. For the systems, we evaluate the reliability-cost trade-offs. We also
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Figure 37: Reliability curves for different systems

show how the Algorithms allow the Coverages to be equally distributed among the PE’s in a typical

uniform system. Moreover, we also show the flexibility afforded by our proposed model in terms of

repairs. All the experiments were done in C++.

3.5.3.1 Reliability-Cost Trade-offs

The Reliability curves, obtained via Monte-Carlo simulation for 1000 trials, for the systems are

shown in Figure 37. The two important takeaways from the results are i) Balanced system has greater
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reliability than Unbalanced systems as predicted, and ii) to design a system which can deliver 100%

reliability for s faults in a guaranteed k-FT system (k ≤ s), we do not need to make s = k.

Firstly, Balanced systems have superior reliability compared to Unbalanced system. As an example,

for the 200 PE 20 spare system with 3 faults guaranteed tolerable, Balanced system can tolerate 20

faults with > 80% reliability, which the Unbalanced system with the same configuration can only do so

around 20% of the time.

Secondly, for the systems with s spares, they have a great chance of tolerating s faults with almost

100% reliability even when the system is k-FT, when s >> k. As an example, for the 200 PE 20 spare

system, the Balanced system can guarantee around 100% reliability even when the system is made

guaranteed 4-FT.

However, the discrepancies in reliabilities between the Balanced and Unbalanced systems are set

straight by the reliability-cost trade-offs, shown in Table 1. The total cost, given by the total interconnect

lengths in the system, is always less in Unbalanced systems, as predicted. For the data in Table 1, all

the cost values have been normalized with respect to the Unbalanced system with k = 2-FT. As an

example, for 200 PE 20 spare system, Balanced system with k = 2-FT is 17% costlier compared to its

Unbalanced system counterpart. When k = 4, the Balanced system costs 2.15, while its Unbalanced

system counterpart costs 2.05.

We have also evaluated how well the Coverages are distributed among the PE’s through Mean Av-

erage Distance (MAD). MAD is given as

MAD = 1/(n+ s)
n+s

∑
i=1
|degavg−degi|
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TABLE III: COST AND MEAN AVERAGE DISTANCE (MAD) FOR THE COVERAGE DISTRIBUTION

CORRESPONDING TO THE SYSTEMS IN FIGURE 37

System composition

Cost MAD

Balanced Unbalanced Balanced Unbalanced

k=2 k=3 k=4 k=2 k=3 k=4 k=2 k=3 k=4 k=2 k=3 k=4

100 PE
10 spares 1.09 1.53 2.04 1 1.47 2.02 0.24 0.25 0.24 0.25 0.35 0.35

20 spares 1.21 1.66 2.19 1 1.49 2.05 0.16 0.32 0.32 0.26 0.27 0.2

200 PE
20 spares 1.17 1.65 2.15 1 1.51 2.05 0.21 0.25 0.25 0.32 0.27 0.23

40 spares 1.19 1.69 2.27 1 1.51 2.06 0.14 0.21 0.24 0.21 0.17 0.15

As an example, for the system with 200 PE’s and 20 spares (assumed maximum allowable degree

max deg = 6), when k = 3, the 200 Routers require a total of 200× 4 = 800 Coverages, including

Assignments. Thus, every PE must have 800/220= 3.64 Coverages each. From Table 1, MAD is shown

to be 0.27, which means the degrees are constrained within 3.64+0.27 = 3.91 and 3.64−0.27 = 3.37,

indicating how well distributed the Coverages are among the PE’s. In general, all the MAD values are

shown as < 1, indicating well distributed Coverages among PE’s.

3.5.3.2 Replacement Chain Selection

We proved that to repair a Router-PE Based system, any arbitrary chain be be used, without affecting

the future fault tolerance possibilities in the system. Figure 38 shows how we can use that to our

advantage. In this plot, we evaluate the communication overhead between a Router and its Assigned
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PE, depending upon how far they are located from each other. Since the communication overhead, or

delay is proportional to the square of the interconnect length, we consider the total delay of the system

to be

d =
n

∑
i=1

(|xi− x j|+ |yi− y j|)2

where Ai, j = 1 and (xi,yi) is the coordinates of the the Router ri, and (x j,y j) is the coordinates of the

Assigned PE p j.

The initial delay in the system is the smallest, we we have employed the Least Cost Assignment

(Hungarian) Algorithm, the subsequent delays following every fault must increase. However, how much

they increase can be controlled by considering which chain to choose for repair. In Figure 38, it can

be observed that, when we use any arbitrary Replacement Chain for 200 PE 40 spare system, the delay

after the 40th fault is as much as 2.2 times that of the initial delay. However, if the least cost chain is

used, such delay increase can be only 1.4 times that of the initial delay. Thus, the freedom in choosing

the Replacement Chain can have a huge impact in the system performance. The system can choose the

chain which is the most beneficial for the it.
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CHAPTER 4

CONCLUSIONS AND FUTURE WORKS

The dissertation has proposed two novel methods of generalizing circuits and systems design with

an emphasis of reliable designs. The first method deals with generalization of desired properties of an

existing circuit and extension of the same to other similar circuits, while the second method formalizes

certain basic properties and implements it on any arbitrary systems.

The first method generalizes the Group Segregation property of Kogge-Stone Adders (KSA) and

exploits it for defect tolerant and sparse Parallel Prefix Adder (PPA) designs. For the defect tolerant

PPA designs, the approach is suitable for post-manufacturing reconfiguration for defect tolerance. The

sparse PPA’s offer greater number of adder choices in the design space to optimize the overall design in

terms of power-performance-area.

The second method applies on Many-Processor systems consisting of Processing Elements (PE).

The Replacement Chain Algebra is formalized on the proposed Task-PE model. As shown, the Task-

PE model is suitable for implementing any arbitrary Many-Processor system through the Router-PE

network. Combined with the Replacement Chain Algebra, it is able to deliver simple lightweight re-

pairs on-the-fly after every fault manifestation without having to stop the system. Furthermore, with

additional constraints, it is able to deliver superior reliability, while maintaining scalability in terms of

growing number of components as well as reliability requirements in the form of strictly local intercon-

nects.

86
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4.1 Generalization of Group Segregation Property in Kogge-Stone Adder

For the PPA part, we have shown how the bits in a KSA get divided into two disjoint groups: even

and odd, through the Group Segregation property. The two groups never interact with each other after

the first level. In the following levels, the computations are done independently for each group. In

addition, a group can compute its final results by using the results of the other group with a small

hardware and timing overhead. This property can be used in two ways: 1. compute a redundant copy of

every bit for defect tolerance purposes; and 2. remove the hardware for a group and make it compute its

result using the results of the other group, to convert it into its sparse version.

We have shown that the redundant copy of the results can be used for defect tolerance purposes. The

Group-Segregation property can be extended onto other adders as well. On the other hand, additional

redundant copies of the results can be obtained by increasing the number of groups. With increased

number of groups, the adder is able to tolerate more number of faults.

On the other hand, the hardware for one group can be entirely removed and the other group can

compute the results of the former by using an additional level of computation. From a typical KSA,

this results in creation of a 2-sparse KSA, which incidentally is a Han-Carlson Adder (HCA). We have

shown that this idea can again be extended to other PPA’s. Moreover, when the number of groups is

increased similarly, we are able to obtain adders that are more sparse.

Overall, the Group-Segregation property, pointed out by the dissertation helps adder-designs in two

ways: defect tolerance and sparsity in PPA. The contribution of this part is the extension of the highly

desirable Group-Segregation property from KSA to any arbitrary PPA, so that any arbitrary PPA can

utilize the advantage of defect tolerance and sparsity. As shown before, previous approaches for ex-
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ploiting defect tolerance and sparsity in PPA’s were ad-hoc: to select the most suitable adder design, the

designers needed to consider all the ad-hoc approaches and select the suitable one. In comparison, our

proposed approach allows the designers to use one single approach to come up with various design, thus

making it easier to compare different designs.

A Cookie-cutter cuts the cookies in identical shapes, even though the ingredients of the dough can

be different. Similarly, in this case, all the defect tolerant and sparse adders look identically shaped,

when the “ingredients”, or components, can be different (type of adder, number of groups).

4.2 Fault Tolerant Many-Processor Systems

We have proposed the 2-layered Task-PE model, utilizing the Replacement Chain Algebra, which

we have shown to facilitate the design of fault tolerant Many-Processor systems. The proposed model

is able to handle any arbitrary Many-Processor system. On the other hand, Replacement Chain Algebra

enables the repairs to be simple, lightweight on-the-fly. Given certain conditions, the system can predict

how many fault are guaranteed tolerable. As we have mentioned in the Introduction, the Processing

Elements (PE’s) are more likely to get faulty one at a time, requiring one fault tolerance after every

fault manifestation. This assumption is significantly different from the other works, which assume the

knowledge about k faults, and go about finding repair solutions for all of them simultaneously. To

achieve the fault tolerance after every fault manifestation, we have shown that the Router-PE model

supports lightweight on-the-fly self-repairs. As a result, the normal operation of the system is not

significantly affected, and the repairs are kept hidden from the user.

Using the proposed model, we showed how a scalable Processor Array can be designed with strictly

local interconnects through a Router-PE network. Such arrays are able to deliver nearly 100% reliability
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with bigger systems delivering even better reliability. The results indicate that to tolerate s faults with

significant certainty, it is not necessary for the system to be guaranteed s-FT. In fact, a k-FT system will

deliver a performance very close to the target level, even when k << s.

The main essence of our proposed model is its flexibility in terms of design as well as the repair

methodology. While most other works were ad-hoc, i.e., only applicable for specific Processor topology

or physical placement, the proposed model is able to handle any Processor topology and placement.

Thus, it provides an unified approach for designing a large range of systems. On the other hand, the

repairs are possible via any available replacement chain on-the-fly after every fault occurrence, without

having to stop the regular functionality of the system.

Two different approaches are proposed to design two different types of systems: one emphasiz-

ing on reliability when the number of faults is beyond the guaranteed tolerable level, and another one

emphasizing the total and individual lengths of the required interconnects.

Overall, we have proposed a model, which can do the following:

i) Repair faults in a lightweight fashion after every fault occurrence, on-the-fly.

ii) System can guarantee k fault tolerances, provided it meets certain requirements.

iii) Is applicable to any arbitrary Processor topology or placement: a case study for 2D Array is

shown.

When compared with a Cookie-cutter, while Cookie-cutter cuts the dough in the forms of identical

looking cookies of different compositions, our approach relies on identical Task-PE model, designs the

systems of different configurations.
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While we have proposed to combine the PE fault tolerant approach with fault tolerance in Routers

and Interconnects, an overall design evaluation can be considered as a future work. Such a system will

be able to tolerate faults at PE, Routers and even at the interconnect level, providing an overall fault

tolerant design approach with the repair strategies.

The proposed approach is at a theoretical level. Another future work will be to implement such a

system on an existing or new platform (Network-on-Chip, FPGA etc). Implementation of the proposed

approach on these platforms will give a clearer picture about the usefulness of the design. In the real

life implementation, certain other issues will come to light. One such issue will be data migration from

one cache to another in case of a fault. If the system is designed by assuming independent L-1 cache for

every PE, when one PE replaces another the contents of the L-1 cache of the later must be transferred

to the former. Appropriate hardware overhead must be considered to support the data migration. On the

other hand, if there is shared L-2 caches, and if a PE replaces another PE, yet they access different L-2

caches, data migration must also take place between L-2 caches as well.
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