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SUMMARY

Despite large investments in different areas of software engineering, many deployed software

applications fail at some point. Even though most software applications are tested before they

are released to customers, these applications still contain production (or field) functional faults

that result in field failures, which have exorbitant cost and sometimes lead to the loss of human

lives. Existing automatic debugging approaches are rarely applied to localizing production

faults for field failures due to their limitations. The goal of this thesis is therefore to create

a novel theoretical foundation that allows stakeholders to predict and localize faults for field

failures automatically with a high degree of precision using symptoms only (e.g., the sign of the

output value is incorrect) and without instrumenting deployed applications to collect runtime

data, thus avoiding the overhead, and without having any tests with oracles to uncover the fault,

without performing contrasting successful and failed runs, and without collecting runtime data

from field failures. With this theoretical foundation, researchers can collaborate more closely in

planning the future of fault localization by expanding each other’s results based on probabilistic

graphical models as common abstractions.

We propose a novel framework for Automatically Localising Faults For Functional Field

Failures in Applications (ALFFFFFA or α5) that enables stakeholders to enter symptoms of a

failure that occurs during deployment of a given application and the values of the input and

configuration parameters, and α5 will return not only locations in the source code that are

likely to contain specific faults, but also it will show navigation paths from a suggested faults

xi



SUMMARY (continued)

to the failure and it will recommend modifications to the code that can fix these faults. We

created, evaluated and deployed:

• new theories, algorithms and techniques for automatically obtaining probabilistic graph-

ical models that approximate specific fault models for software applications,

• a novel way in which model-based differential diagnoses are used to perform abductive

reasoning to localize production faults given symptoms for field failures,

• a comprehensive experimentation framework for evaluating the algorithms for localizing

production faults in α5.

In addition to localizing production faults, α5 can be used as a broad experimental platform for

creating and testing hypotheses for various software debugging and testing ideas, e.g., for guid-

ing test selection and prioritisation. Broader impacts include advances that enhance the quality

of software applications by enabling stakeholders to quickly localise production functional faults

in deployed software applications and new educational course content. The educational innova-

tion of this project is in developing an integrated approach to teaching by applying probabilistic

graphical models to software engineering problems.

Intellectual Merit involves:

• a novel abstraction that not only enables speculative construction of the predictive fault

model that is specific for every software application, but also it allows stakeholders to

obtain specific information on how a suggested fault results in an error state that propa-
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SUMMARY (continued)

gates through the application to cause this field failure. To the best of our knowledge, this

abstraction has never been created and applied to automatic debugging of field failures.

• a novel combination of our abstraction, model-based diagnosis, fault injection and program

analysis and that will lead to practical tools for improving the quality and reducing the

cost of engineering software, and

• new framework α5 developed, evaluated, that will be applied to different open-source and

commercial applications, and made available to the broader community.
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CHAPTER 1

OVERVIEW

Imagine the world where each human has a distinct anatomy and reacts to viruses and

bacteria in ways that are totally different from other humans. The medical science, as we know

it, will cease to exist. When we get sick, we will pray that the medical staff will be able to

understand the nature of our diseases that uniquely affect each individual and ways to cure them,

which will be specific for each human. Does it sound horrible? This is the state of the art, and

very few problems impact people more negatively than field failures, where deployed software

behaves incorrectly. Just like distinct human anatomies would prevent medical professionals

from quickly diagnosing diseases using symptoms, production fault localisation requires a huge

effort from software professionals, since each software application has its own unique structure

and programmers must spend a lot of time to understand it even for smaller applications. Not

only do field failures zap every shred of customer’s confidence in software applications, but also

they cost dearly, sometimes in human lives, since software applications support all aspects of

our lives.

Nevertheless, despite large investments in different areas of software engineering, many

deployed software applications still fail at some point. Even though a majority of software

applications are tested before they are released to customers, these applications contain pro-

duction functional faults that result in field failures [1–3]. Multiple reasons exist why software
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testing is not fully effective at finding all faults [4–8]. It suffices to say that production faults

have exorbitant cost and sometimes lead to the loss of human lives [9].

The cost of finding and fixing a production fault is about 300 times higher than during

requirements and coding phases [10]. Whereas it takes minutes to localize and fix a bug during

unit testing, it often takes days, weeks, or months to localize faults for field failures. The

U.S. average for defect removal efficiency is around 85% with approximately five defects per

function points on average are delivered to customers in applications [6, pages 288-291]. Once a

field failure occurs, customers are highly likely to stop using their buggy software applications

until the fault is fixed and they apply large financial penalties to their Software Developer

Organizations (SDOs) that built these applications. The average downtime costs vary across

industries, from approximately $90,000 per hour in the media sector to about $6.5 million per

hour for large online brokerages, and therefore, field failures cost billions of dollars annually

just to the U.S. economy alone [11].



CHAPTER 2

THE PROBLEM STATEMENT

Ideally, we need an approach for production fault localisation which takes as inputs symp-

toms of a field failure entered by stakeholders, who are notified what statements and what

specific operations and commands in these statements are likely to contain production faults

that cause this failure. Moreover the navigation and control flow paths will be shown from sug-

gested faults to failures. The approach should not require stakeholders to build any additional

tests with oracles to localize faults, and it should not require customers to run the instrumented

application to collect execution traces (different studies show that average performance over-

head of instrumentation is between 30% and 150% [12–14] and call-level only instrumentation

in BugRedux has at least 17% overhead [4]), or to carve large runtime states from the ap-

plication to deliver them to the SDO to reproduce the failure. Instead, this ideal approach

should use a medical analogy of diagnosing human diseases – a patient enters symptoms and

the Model-Based Diagnosis (MBD) system uses its knowledge base and its reasoning engine

to issue specific diagnoses with suggested treatments and analyzes the results of the treatment

to localize problems further. Despite hundreds of different automated debugging approaches,

some of which deal with different aspects of fault localisation for field failures [4, 15–22], none

of them works even remotely similar to this ideal approach.

A problem of localising production faults quickly and without incurring significant cost

is pervasive. Yet, in addition to our findings, the recent investigation by Parnin and Orso
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also reveals that programmers use their intuition instead of relying on automated debugging

tools [23, 24]. Thus, a fundamental problem of automated debugging is how to automatically

localise functional production faults in deployed software applications with a high degree of

precision:

• using only symptoms of the field failures and input values,

• without deploying instrumented applications for customer’s use,

• without collecting any runtime data from the customer,

• without having any tests with oracles,

• without performing successful and failed runs at the customer’s site,

• without collecting large amounts of state information from field failures.

To the best of our knowledge, there is no solution to this big and important problem.



CHAPTER 3

OVERVIEW OF AUTOMATIC SOFTWARE FAULT LOCALISATION

APPROACHES

In software engineering finding root causes of functional failures in software applications

automatically is the main goal [25]. Existing fault-localisation approaches can be roughly di-

vided into three categories: Spectrum-Based Fault Localization (SBFL), Statistical Debugging

(SD) and Model-Based Diagnosis (MBD) (see detailed analysis of related work in Section 4).

SBFL is a collection of statistical techniques and algorithms for correlating the behaviors of

software applications with their failures by ranking statements with likelihoods of them con-

taining faults [26]. Typically, with SBFL, a test suite is run to collect the Application Under

Test (AUT)’s execution traces for passing and failing tests (i.e., program spectra), and SBFLs

algorithms use this spectra to pinpoint locations of faults in the source code of the AUT with

some degree of accuracy.

SBFL approaches are poorly suited for localising faults for field failures for two main reasons.

First, since SBFL approaches require one or more tests that fail for a production fault, this

fault can be discovered at the SDO and fixed before the application is deployed – hence there

will not be any production faults by definition. Second, it takes a manual and laborious effort

to develop tests that reproduce the field failure, thus increasing the time of finding the fault

and subsequently the cost of fixing this fault for deployed software applications. Even though

this problem can be alleviated by using automatic test generation approaches [27–30], creating
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tests is still expensive, since it is difficult 1© to generate tests that trigger faults that will

result in specific field failures and 2© to determine that the AUT fails, since these tests must

contain meaningful oracles (i.e., methods for checking whether the AUT has behaved correctly

for a particular execution [31]). Creating oracles automatically is one of the most challenging

problems of software testing [31–35]. One way or another, SBFL is not typically used for field

failures.

Statistical Debugging (SD) is one of the most promising automatic approaches for localising

production functional faults [36–43]. In SD, a software application is instrumented and the

values of program predicates are collected (e.g., results of evaluations of conditional expressions).

Then, a statistical model is built by contrasting the information about predicates for successful

and failed application runs. The precision of SD approaches depends on three main factors:

• the granularity of the instrumentation of the application and its libraries, which imposes

significant overhead and may be difficult to use for many performance-sensitive applica-

tions;

• deep insight that is required for selection of the meaningful predicates whose evaluations

should be representative of properties of specific faults;

• the need for many successful and failed runs that exercise these predicates, which is

partially alleviated using tools like MIMIC [44].

Using too many predicates for instrumentation in SD results in a significant performance penalty

for an application and using too few predicates results in a poor quality statistical model that
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is less effective in localising faults. SD is used in Microsoft Visual Studio IDE for .NET [38] and

in the Cooperative Bug Isolation (CBI) project for some flavors of the Linux operating system

whose packages are pre-instrumented [45–47].

Finally, in model-based diagnosis (MBD), a diagnostic reasoning engine performs a variety

of diagnostic tasks to infer application’s behavior from its model [48]. In the traditional MBD,

models for applications should be created by stakeholders and supplied to a diagnostic reasoning

engine, and it is an intellectually intensive, error-prone and expensive process. These models

should include symptoms of failures that the application exhibits for different faults and input

values. At this point, MBD has a very limited use in localising faults in software applications –

notable exceptions are the database RETAIN at IBM [49] and the approach AFID [50] where

failure symptoms and corresponding faults for software applications are recorded, however, to

the best of our knowledge these approaches do not use automated fault localisation.



CHAPTER 4

BACKGROUND AND RELATED WORK

Localising production faults for field failures is a relatively new area of research in automated

debugging. F3 is the closest related approach to α5, since it uses BugRedux [4] to generates

multiple failing and passing executions that are similar to the observed field failure to localise

faults [15]. Other field failure debugging aids include CHRONICLER, a tool that captures non-

deterministic inputs to applications to reproduce of client executions [51]; a dynamic symbolic

execution tools called SymCon that selects functions that are difficult to execute and generates

input values to reach these functions and reproduce crashes [17]; ReCrash, an approach to

reproduce failures efficiently with low execution overhead [18]; ADDA, a technique for recording,

reproducing, and minimizing failing executions that enables and supports in-house debugging

of field failures [19], an approach for detecting hardware faults that propagate to software layers

in field [20] and a framework for in-field carving and replaying differential unit tests [21]. A tool

that records crashes with the input enables stakeholders to study these faults and keep their

history [22]. Many ideas that are proposed in these approaches can be used in the context of α5;

however, unlike these approaches α5 does not require programmer to capture failed executions

or to instrument the application and to carve its state or to collect execution traces at the

customer’s site, and α5 uses a fault model that requires only symptoms of failures to localise

faults.
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Markov Logic Networks (MLNs) are used to detect malware in Android software [52], in

smart home systems that react to human voice [53], to detect topics [54], to localise vehicles on

the road [55], to reason about software goal models [56], to correct layouts of documents [57], to

extract biomolecular events [58], to detect malicious behavior against software [59], to generate

realistic grammatical errors for computer-assisted language learning [60], and for many other

tasks. Some related research uses probabilistic models that are extracted from applications or

supplied by stakeholders [61–64]. Zhang suggested to use MLN for software bug localisation by

manually creating an MLN where program features (e.g., test coverage and prior information

about bugs) are encoded in logic formula [65]. Unlike α5, the proposed approaches are based on

SBFL or manually extracted artifacts and require running tests with oracles, and it is unclear

how scalable and generalizable this use of MLN is for bug localisation. In contrast, α5 makes

a fully automated use of MLNs that it creates without human intervention using sensitivity

analysis of the AUT.

As we already stated in Section 3, SBFL approaches are poorly suited for production fault

localisation even though it is a large research area that includes ∆-debugging [66] and its

variations [26, 66–72]. Various extensions of SBFL include localising concurrency bugs [73–79]

and various improvements to increase the precision and speed of fault localisation given program

spectra for functional and performance failures [80–124]. Somewhat complementary to α5

approaches from which we borrow some ideas alleviate the problem of coincidentally correct

test cases [125–129] and use the similarity coefficients for different artifacts e.g., execution

traces [130–135]. We will utilize ideas from FAULTTRACER and its extension use change-
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impact analysis with SBFL to rank program edits [136, 137] and BUGEX that generates test

cases to systematically isolate faults from a single failing test run [138]. In contrast to all these

approaches, α5 does not require test cases with oracles, which are not available anyway for

production faults. Bayesian networks and reasoning techniques are used to learn statistical

properties using AUT’s spectrum [139, 140]. Many other approaches improve various aspects

of SD and SBFL or combinations thereof and applying them to different domains [141–187].

However, some ideas can be used to extend α5; e.g., combining test prioritization and fault

localization techniques [188] can be used to prioritize tests based on the MLN fault model,

since some modules are more sensitive to injected faults.

A number of approaches use heuristic search methods to localise and repair faults, e.g.,

evolutionary tools for fault localisation and repair [189–196] including a method for repairing

Java bytecode and x86 assembly code [197] and a technique for searching what predicate to

switch [198]. These approaches are related to α5, since it attempts to temporarily inoculate

software against some field failures; however, these approaches do not provide explanations of

relations of suggested faults to failures and many of them require tests with oracles.

Many fault localisation approaches use models, some of which are created by stakeholders

and others are derived from software artifacts, some of them probabilistic to check if the AUT

behaves correctly or it regresses with respect to the model and then provide ranked diagnoses

that specify where faults are in the AUT [199–221]. Some approaches specifically use MBD

and SBFL to derive models [199,222–246]. Similar to α5, these approaches combine the idea of

MBD with other fault localisation techniques that use machine learning; however, in contrast
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to α5, many of these approaches require tests with oracles, manually derived sophisticated

logic constraints or instrumenting the application to collect passing and failing runs during its

deployment.

Some related work, like α5 uses hybrid methods with probabilistic models that are created

using a spectrum of AUT’s executions with test cases [103, 217, 227, 232, 237, 247–279]. Also

related to α5 in this category are BARINEL that deduce multiple-fault candidates and their

probabilities [280] and Zoltar that localises multiple faults [234, 281]. Key differences between

these approaches and α5 is that these approaches either requires passing and failing runs for

training using test cases with oracles or via running instrumented applications and collecting

information about predicates thus incurring performance penalty or by building fault models

and symptoms databases manually.



CHAPTER 5

AN ILLUSTRATIVE EXAMPLE OF LOCALIZING SOFTWARE FAULTS

To understand the idea behind α5, we demonstrate now how it works through an illustrative

example using the following code:

// Inputs: dividend, divisor; // Outputs: quotient, remainder; public static void execute(int

dividend, int divisor) 1) int tmpQuotient=0; 2) int tmpRemainder = dividend; 3) do 4)

tmpQuotient = tmpQuotient +1; 5) tmpRemainder = tmpRemainder - divisor; 6) while(

tmpRemainder ¿= divisor ); 7) int quotient = tmpQuotient; //System.out.println(”Quotient

= ” + quotient); 8) int remainder = tmpRemainder; //System.out.println(”Remainder = ” +

remainder);

The program takes two input variables, dividend and divisor and it computes the division

dividend
divisor by subtracting divisor from dividend and assigning the result of the subtraction to

divisor in a loop in lines 3– 6 until the value of divisor is greater or equal to zero and less than

dividend.

The program already has a latent bug – the loop should start with the while condition.

Consider the execution with the following inputs: dividend = 3, divisor = 5. The correct

output values are quotient = 0, remainder = 3, however, the program returns incorrect

results on both outputs quotient = 1, remainder = −2.

12
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With the inputs: dividend = 1, divisor = 1, the output values are correct quotient =

1, remainder = 0, however, with the inputs: dividend = 1, divisor = 0 and dividend =

1, divisor = −1 the loop is never exited.

Suppose that the mutation phase includes two mutants:

• A first mutant (like the AOR operator), able to switch the sign of divisor at line 5 (solving

in this way the first bug):

do {

tmpQuotient = tmpQuotient +1;

tmpRemainder = tmpRemainder + d i v i s o r ; // l i n e 5

} whi le ( tmpRemainder >= d i v i s o r ) ;

• A second mutant (like the COR operator), able to switch loop conditions, solving the

second bug:

whi l e ( tmpRemainder >= d i v i s o r ) {

tmpQuotient = tmpQuotient +1;

tmpRemainder = tmpRemainder − d i v i s o r ;

}

5.0.1 Execution

After the mutation phase, the original and the mutants code (obtained by applying the two

mutants above described) will be executed. Table I, Table II, Table III, Table IV, Table V,
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Table VI show the execution with 6 different inputs, where dividend ∈ [0, 1] and divisor ∈

[−1, 1].

TABLE I

AUT EXECUTED WITH INPUTS (0,-1)
Original Mutant 1 Mutant 2

1. tmpQuotient=0
2. tmpRemainder=0
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=0-(-1)=1
6. while(1>=-1) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=1-(-1)=2
6. while(2>=-1) true
3. do
. . . timeout

1. tmpQuotient=0
2. tmpRemainder=0
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=0+(-1)=-1
6. while(-1>=-1) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=-1+(-1)=-2
6. while(-2>=-1) false
7. quotient=1
8. remainder=-2

1. tmpQuotient=0
2. tmpRemainder=0
3. while(0>=0) true
4. tmpQuotient=0+1=1
5. tmpRemainder=0-0=0
3. while (0>=0) true
4. tmpQuotient=1+1=2
5. tmpRemainder=0-0=0
. . . timeout

Predicates produced

HasFault(5,mutant1,input1)
loop()
!timeout()
Diff(7)
Diff(8)

HasFault(3,mutant2,input1)
loop()
timeout()
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TABLE II

AUT EXECUTED WITH INPUTS (0,0)
Original Mutant 1 Mutant 2

1. tmpQuotient=0
2. tmpRemainder=0
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=0-0=0
6. while (0>=0) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=0-0=0
6. while(0>=0) true
. . . timeout

1. tmpQuotient=0
2. tmpRemainder=0
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=0+0=0
6. while (0>=0) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=0+0=0
6. while(0>=0) true
. . . timeout

1. tmpQuotient=0
2. tmpRemainder=0
3. while(0>=0) true
4. tmpQuotient=0+1=1
5. tmpRemainder=0+0=0
3. while(0>=0) true
4. tmpQuotient=1+1=2
5. tmpRemainder=0+0=0
. . . timeout

Predicates produced
HasFault(5,mutant1,input2)
loop()
timeout()

HasFault(3,mutant2,input2)
loop()
timeout()
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TABLE III

AUT EXECUTED WITH INPUTS (0,1)
Original Mutant 1 Mutant 2

1. tmpQuotient=0
2. tmpRemainder=0
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=0-1=-1
6. while(-1>0) false
7. quotient=1
8. remainder=-1

1. tmpQuotient=0
2. tmpRemainder=0
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=0+1=1
6. while(1>=1) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=1+1=2
6. while(2>=1) true
. . . timeout

1. tmpQuotient=0
2. tmpRemainder=0
3. while(0>=1) false
7. quotient=0
8. remainder=0

Predicates produced
HasFault(5,mutant1,input3)
loop()
timeout()

HasFault(3,mutant2,input3)
!loop()
!timeout()
Diff(7)
Diff(8)
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TABLE IV

AUT EXECUTED WITH INPUTS (1,-1)
Original Mutant 1 Mutant 2

1. tmpQuotient=0
2. tmpRemainder=1
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=1-(-1)=2
6. while(2>=-1) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=2-(-1)=3
6. while(3>=-1) true
. . . timeout

1. tmpQuotient=0
2. tmpRemainder=1
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=1+(-1)=0
6. while(0>=-1) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=0+(-1)=-1
6. while(-1>=-1) true
3. do
4. tmpQuotient=2+1=3
5. tmpRemainder=-1+(-1)=-2
6. while(-2>=-1) false
7. quotient=3
8. remainder=-2

1. tmpQuotient=0
2. tmpRemainder=1
3. while(1>=-1)
4. tmpQuotient=0+1=1
5. tmpRemainder=1-(-1)=2
3. while(2>=-1)
4. tmpQuotient=1+1=2
5. tmpRemainder=2-(-1)=3
. . . timeout

Predicates produced

HasFault(5,mutant1,input4)
loop()
!timeout()
Diff(7)
Diff(8)

HasFault(3,mutant2,input4)
loop()
timeout()
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TABLE V

AUT EXECUTED WITH INPUTS (1,0)
Original Mutant 1 Mutant 2

1. tmpQuotient=0
2. tmpRemainder=1
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=1-0=1
6. while(1>=0) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=1-0=1
6. while(1>=0) true
. . . timeout

1. tmpQuotient=0
2. tmpRemainder=1
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=1+0=1
6. while(1>=0) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=1+0=1
6. while(1>=0) true
. . . timeout

1. tmpQuotient=0
2. tmpRemainder=1
3. while(1>=0)
4. tmpQuotient=0+1=1
5. tmpRemainder=1-0=1
3. while(1>=0)
4. tmpQuotient=0+1=1
5. tmpRemainder=1-0=1
3. while(1>=0)
. . . timeout

Predicates produced
HasFault(5,mutant1,input5)
loop()
timeout()

HasFault(3,mutant2,input5)
loop()
timeout()

TABLE VI

AUT EXECUTED WITH INPUTS (1,1)
Original Mutant 1 Mutant 2

1. tmpQuotient=0
2. tmpRemainder=1
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=1-1=0
6. while(0>=1) false
7. quotient=1
8. remainder=0

1. tmpQuotient=0
2. tmpRemainder=1
3. do
4. tmpQuotient=0+1=1
5. tmpRemainder=1+1=2
6. while(2>=1) true
3. do
4. tmpQuotient=1+1=2
5. tmpRemainder=2+1=3
6. while(3>=1) true
. . . timeout

1. tmpQuotient=0
2. tmpRemainder=1
3. while(1>=1)
4. tmpQuotient=0+1=1
5. tmpRemainder=1-1=0
3. while(0>=1)
7. quotient=1
8. remainder=0

Predicates produced
HasFault(5,mutant1,input6)
loop()
timeout()

HasFault(3,mutant2,input6)
loop()
!timeout()
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5.0.2 PGM Weights

After the AUT and its mutants gets executed, traces gets produces and analyzed. For this

example, the traces will be utilized in order to instantiate the weights for nodes and edges

between them, but in the actual inference process a more complicated algorithm is executed

behind the scenes. Moreover, using a simple method as counting makes straightforward for the

reader to understand the process in its entireness.

From the execution traces we obtain the following tables:

• Table VII contains the counting of the occurrences of each predicates. For example

HasFault(5,mutant1) appears in 6 of the 12 executions showed in 5.0.1, therefore the

counting is 6.

• Table VIII contains the counting of the occurrences of each couples of predicates. For

example HasFault(3,mutant2) appears altogether with !loop() only in 1 executions, there-

fore the value in the table is 1.

• Table IX contains the same counting of Table VIII, but dividend by the counting of the

predicate appearing in the row. For example HasFault(3,mutant2) appears altogether

with !loop() only in 1 executions out of 6 executions in which HasFault(3,mutant2) was

produced, therefore the value corresponds to 1/6 = 0.16
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TABLE VII

OCCURRENCES OF PREDICATES DURING EXECUTION PHASE
Predicate # Occourences

HasFault(5,mutant1) 6

HasFault(3,mutant2) 6

loop() 11

!loop() 1

timeout() 8

!timeout() 4

Diff(7) 3

Diff(8) 3

TABLE VIII

OCCURRENCES OF PREDICATES AT THE SAME TIME
# (PredA, PredB) loop() !loop() timeout() !timeout() Diff(7) Diff(8)

HasFault(5,mutant1) 6 0 4 2 2 2

HasFault(3,mutant2) 5 1 5 1 1 1

loop() 9 2 2 2

!loop() 1 1 1

timeout()

!timeout() 3 3

Diff(7) 3
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TABLE IX

CONDITIONAL LIKELIHOOD (LH) FOR EACH COUPLE OF PREDICATES
LH (PredA|PredB) loop() !loop() timeout() !timeout() Diff(7) Diff(8)

HasFault(5,mutant1) 1 0 0.67 0.33 0.33 0.33

HasFault(3,mutant2) 0.83 0.17 0.83 0.17 0.17 0.17

loop() 0.82 0.18 0.18 0.18

!loop() 0 1 1 1

timeout() 0 0

!timeout() 0.75 0.75

Diff(7) 1

5.0.3 Markov Logic Network

With the structured we just introduced, we are now able to build and ground our PGM.

Figure 1 shows the PGM, including weights on edges (Table IX) and weight on the nodes

(Table VII, where the values have been divided by the total number of executions).

A main features that distinguish MLNs from Bayesian Networks, is the possibility of intro-

ducing first order logic rules, that will be activated during the navigation of the graph.

This rules are part of the MLN, since if there is a possible grounding of two predicates in a

rule, then there is an edges between the two predicates in the graph. Therefore they need to

be consider in conjunction with the graph in Figure 1.

Four logic rules for reasoning about the execution of the program are shown in Table X.

Each rule has some confidence value expressed as a number or the infinity ∞. The latter

means that the rule always holds, whereas the former means that the rule may hold with some

likelihood.
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Figure 1. Grounded PGM

The first rule says that if a statement has a fault (i.e., hF) for some type of mutant, then the

loop body will be entered in, say, 60% of executions with different combinations of input values.

The term variable mut is not grounded, so it can represent any mutant. Instantiation of a rule is

accomplished by executing this program with some input values and substituting actual values

for term variables. We say that a rule is grounded if its predicates are instantiated.

Conversely, the second rule says that the opposite is true in 40% of cases.

The third rule says that if the state differs from the state of the execution of the original

(unmutated) program with the same input values, then the state will differ at some other

statement in 80% of cases.

Finally, the last rule states that if the body of the loop is not entered and there is no timeout,

then the values of the output remainder and the output quotient are correct.
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In general, these rules reflect the summary of the knowledge base of stakeholders about the

behavior of the program.

TABLE X

RULES USED FOR MLN
Rule Weight

HasFault(mut) =>loop() 60%

HasFault(mut) =>!loop() 40%

Diff(stmt) =>Diff(stmt) 80%

!loop() ˆ!timeout() =>!Diff(7)ˆ!Diff(8) ∞

We are now going to analyze two use cases in which the user reports different faults.

5.0.4 Use case 1

We consider now the case in which the user reports Diff(7), meaning that he experienced a

difference in the value at line 7. We want to suggest the most probable location to change in

the program in order to fix this bug.

As user reports Diff(7), the likelihood of the respective node is set to 1, since at this point

we know for sure that the difference happened. However, we can’t update the likelihood of

Diff(8), since the user didn’t report anything about the node (as will be in case 2), so he may

not know if there is or not a difference in the value at line 8.
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Figure 2. User reports Diff(7)

From the node corresponding to Diff(7) we can navigate to three different node and the

likelihood of each one of them will be updated according to a variant of the Bayesian chain

rule [282]:

NewLH(next node) = LH(starting node)∗Weight(starting node, next node)∗OldLH(next node)∗

Weight(rules firing)

Of course, different PGM-based systems use different algorithms to recalculate the likeli-

hoods, and our goal is to illustrate one of the examples to show how faults can be localized.

For the node corresponding to the Diff(8) statement, considering that rule number 3 fires

with weight 0.8 (Table X) the computations are as follows:

NewLH(Diff(8)) = LH(Diff(7))∗Weight(Diff(7), Diff(8))∗OldLH(Diff(8)∗Weight(rule3) =

1 ∗ 1 ∗ 0.25 ∗ 0.8 = 0.2
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Similarly, the new LH for !timeout() and !loop() yield 0.248 and 0.08 as result respectively.

At this point the node with the highest likelihood is chosen (!timeout) and the same algorithm

is applied again. Figure 3 shows the update situation after the choice, where timeout is now

excluded from the set of choices since !timeout() was included.

Figure 3. !timeout() is chosen as next node after updating LHs

At the next step, from !timeout() three different nodes can be chosen next: loop(), !loop()

and Diff(8). Diff(7) cannot be chosen anymore since it was already selected. Updating the

LHs yield to the choice of loop() and the exclusion of !loop() as shown in Figure 4.

Again, the same process is applied from the loop() node, resulting in the winning of the

HasFault(5,mutant1) node. Figure 5 shows the final situation. At this point, since mutant1
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Figure 4. loop() is chosen as next node after updating LHs

was applied at line 5, the line of code 5 is suggested to the developer as most probable bugged

statement and ranked at the top in the list of statements.
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Figure 5. Mutant 1 is suggested as location to investigate to fix the bug.

5.0.5 Use case 2

Let’s consider now the case in which the user experienced not only a difference in the value

at line 7, but also a different to the value at line 8, therefore reporting not only Diff(7), but

also Diff(8). We want to suggest the most probable location to change in the program in order

to fix this bug.

As user reports Diff(7) and Diff(8), the likelihood of both nodes is set to 1, since at this

point we know for sure that the difference happened. The initial situation is shown in Figure 6.

In the initial step we can navigate to both !loop() and !timeout(). After updating the

scores by adding the new LH calculated from Diff(7) and the new LH calculated from Diff(8),

!loop() results in the highest LH, and is chosen as next node, while loop() gets excluded.
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Figure 6. User reports Diff(7) and Diff(8)

The same algorithm gets repeated for !loop() and new LHs are computed as shown in

Figure 7. HasFault(5,mutant1) and timeout() is now 0 since the weights on the edges

starting from !loop() are 0.

Again, the same process is applied from the !loop() node, resulting in the winning of the

HasFault(3,mutant2) node. Figure 8 shows the final situation. At this point, since mutant2

was applied at line 3, the line of code 3 is suggested to the developer as most probable bugged

statement and ranked at the top in the list of statements.
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Figure 7. !loop() is chosen as next node and LHs are updated

Figure 8. Mutant 2 is suggested as location to investigate to fix the bug.



CHAPTER 6

α5 MAIN IDEA

Keeping the example in mind let’s now formalize the concepts behind it. A key idea for α5

is to enable Model-Based Diagnosis (MBD) for production fault localisation by automatically

creating a fault model for a software application. MBD works in many engineering disciplines

and medical sciences because effective models are used to obtain diagnoses from symptoms

[283–287]. A fault model includes constraints, abstractions, and actions that specify incorrect

or unacceptable behavior of an engineered system [288,289] and in medical sciences fault models

of humans include their anatomy and physiology and they show how human bodies react to

different viruses and bacteria that result in diseases. However, when it comes to software, a

generic fault/failure model is routinely used to specify that executing code that contains a fault

results in an error state that propagates to some output to cause a failure [7, page 12] [3].

In contrast, highly specific fault models are created for various devices and constructions in

electrical and mechanical engineering to enable MBD that applies reasoning to these specific

models [290–296]. We extend the medical analogy with differential diagnosis (DDX). Similar to

how a medical diagnostician asks a patient additional questions, we will explore as part of our

research program how to collect additional information to further fault localization using DDX.

In this thesis, creating and maintaining fault models automatically that are highly specific to

given software applications is the central idea.

30
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Figure 9. A workflow for localizing production faults with α5.

We introduce a novel abstraction that is expressed as a template for a Probabilistic Graphical

Model (PGM) in which nodes represent random variables and edges specify dependencies among

nodes [297]. Random variables specify distributions of faults among statements in the software

application and the distributions of the effects of these faults on control flow, dataflow and the

output values. For example, one node may specify injections of arithmetic faults into certain

program statements and the other node may specify that some output will change the sign

of its values. The edge that connects these nodes determines the cause and effect with some

probability. After a concrete PGM is instantiated for some application using a template, the task

of production fault localisation is reduced to abductive reasoning on the PGM to navigate to

nodes that represent random variables for injected faults starting with the nodes that represent

distributions of changes in the output values. Not only does this abstraction enable speculative

construction of the predictive fault model that is specific for every software application, but also
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this model enables stakeholders to obtain specific information on how a suggested fault results

in an error state that propagates through the application to cause the failure. To the best of

our knowledge, this abstraction has never been created and applied to automatic debugging of

field failures. Indeed from a deeper perspective injecting a fault in the vicinity of the location of

a latent bug leads to changes in the output values that are dual to the symptoms of the failure

that results from activating this latent bug. In some cases, injecting faults led to inadvertent

fixes of some latent bugs. The idea of using fault injection for automatically fixing faults is

not new. Debroy and Wong proposed strategies for automatically fixing software faults by

combining the processes of mutation and fault localization [298,299]. In their evaluation using

19 programs with eight mutation operators, over 20% of the faults were fixed automatically.

As part of investigating the positive effect that mutation has on fault localisation, Papadakis

et. al. showed that faults are accidentally fixed by applying mutants [300–303]. Recent work

of Moon, Kim and Yoo on MUSE also showed that not only fault localisation is more effective

using mutants but also some of the faults are fixed automatically by applying mutants [304].

We hypothesize that by injecting faults in the vicinity of latent bugs and observing the changes

in the output values, it is possible to create a predictive fault-localization framework.
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HIGH-LEVEL OVERVIEW OF α5

A high-level overview of our approach, α5 is shown in Figure 9. The programmer creates

a software application, and (1) she releases its uninstrumented and performance-optimized

deliverable to a customer. Of course, the programmer knows that statistically, there are many

latent bugs in the application that have not been caught during testing. Therefore, (2) the

programmer deploys this application at α5 in parallel to and independently from its customer

deployment. Once at α5, the program statements are mutated and the mutants are run on a

large number of sample inputs along with running the original unmutated program to introduce

the baseline. The executions are monitored to construct a PGM that describes the causality

between injected faults and output changes by instantiating a set of predefined logical formulae

that capture correlations between statements and components. These correlations are weighted

by observing their frequencies during the sample executions. The model is then reversed for

abductive reasoning, so that potential faults can be inferred from symptoms.

At some point,(3) the customer submits a bug report to the programmer that describes

symptoms of the failure, say, the value of the output Bonus is negative whereas it should be

positive, and (4) the programmer enters this symptom into α5 that performs the abductive

reasoning, localizes potenial faults and (5) returns their locations to the programmer along

with the navigation paths that show how these faults are activated into error states and how

they propagates to the failure.

33
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7.1 The Architecture And Workflow of α5

The architecture and the workflow of α5 are shown in Figure 10. When the coding and

testing tasks are completed for a software application, it is moved to a cloud infrastructure where

it is plugged into α5. The input to α5 is the configuration file that specifies the main class and

the main method(s) of the application, the ranges of the values of their input parameters and

configuration options and the output variables. To obtain an application-specific fault model,

the Sensitivity Analyzer (1) injects different faults in the AUT and runs an instrumented

modified version of the AUT using sampled input and configuration values on a separate cloud-

based testbed independently of and in parallel to running the original version of the AUT with

the same input/configuration settings. That is, this step is done before or in parallel to

deployment of the application at customers’ sites to speculatively determine the effects

of possible faults.

Then, the Sensitivity Analyzer performs differential analysis between the original and faulty

runs using collected runtime information to determine how different faults affect the control

and data flows as well as the values of its outputs. A goal of the sensitivity analysis [305–307] is

not in trying to localize a fault, but in determining the sensitivity of the application’s behavior

to different faults and in summarizing this behavior in a fault model. In doing so, we utilize

similar ideas from DARWIN, an automatic debugging approach for programs that evolve from a

stable version to a new version [308]. The Sensitivity Analyzer (2) outputs Generalized Ground

Facts that state how injected faults affect the behavior of the AUT using template logic formula

from the Knowledge Base. An example of a Generalized Ground Fact is a formula that states
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Figure 10. The architecture and workflow of α5.

I(x, 0, 10)∧M(s, t) → O(y,−), i.e., for the range of input values for the variable x ∈ [0..10] and

the injected fault (i.e., producing a mutant) of the type, t into the statement, s, the value of the

output variable, y changes to negative. While injecting faults, running the AUT and performing

the subsequent differential analysis (see Section 11.1), α5 creates and updates a PGM that is

a fault model of this AUT. This process continues for some time; the more faults are explored

the bigger and more sophisticated the PGM becomes. Essentially, the cloud infrastructure is

utilized to process and store a large PGM and to localize production faults.

Our key idea is to express the extracted fault model using a PGM, specifically using a

formal representation called Markov Logic Network (MLN), which combines first-order logic

and probabilistic graphical models. An MLN is a set of pairs, (Fi, wi), where Fi is a formula

in first-order logic and wi is a real number that designates a weight for the corresponding

formula [309, 310]. Depending on the frequency of instantiations of each clause for a given

application with a set of input values, these clauses will be assigned different weights. Applying
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different faults, M to different statements, s will instantiate these clauses and create a ground

MLN, a very large graph, whose nodes are instances of clauses (i.e., ground predicates) and

the edge exists between a pair of nodes that contain predicates that appear together in some

grounding of one of the corresponding formula, Fi. With MLN, the probability can be inferred

that the value of some output will change (i.e., a possible failure) if some statements contain

faults (see Section 7.2).

These Generalized Ground Facts (3) and the Knowledge Base (4) are the inputs to the MLN

Generator that (5) outputs an MLN for the AUT. Once a production failure is observed (6), its

symptoms are inputted (7) to the Abductive Reasoner along with the precomputed MLN. The

Abductive Reasoner computes ranked hypotheses by navigating the MLN that describe how

faults in different statements in the AUT can result in the observed failure. These hypotheses

(9) are given to stakeholders who may use them (10) to update the Knowledge Base - user

feedback is collected to improve fault localisation [311].

More importantly, Ranked Hypotheses (11) serve as the input to the Differential Diagnoser

that guides the α5 process to collect more information from the AUT into the MLN to reduce

the number of hypotheses and pinpoint precise faults that cause the failure. That is, our other

idea is to automate the process of differential diagnosis where the probability of different faults

are weighted against each other by perturbing the system to collect additional evidence. As it

often happens, fault localisation approaches often given a list of multiple possible faults that

can account for a particular failure, and α5 drills down further by injecting targeted faults and

performing remedial actions close to the suggested fault locations to evaluate the effect of these
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actions on the symptoms of the failure. The Differential Diagnoser (12) tells the Test Script

and Input Data Selector what inputs (13) to select for the AUT and what faults to inject to

test the hypotheses. The process repeats and the MLN grows more precise and more powerful.

7.2 Modeling Faults With Markov Logic Networks

In this section, we describe how MLN is constructed automatically for application-specific

fault modeling. First, we show a shortened list of the predicates and the logic formulae that

constitute a template for the MLN. We used these formulae to obtain our preliminary results,

and these formulae can be modified in order to improve the precision of fault localisation.

Simply put, it is a tradeoff between efficiency and precision of fault localisation – more logic

formulae lead to collecting more detailed information about the AUT, more complex and larger

MLN and longer inference executions; however, the precision of fault localisation improves.

Fewer logic formulae make the inference more efficient, but the precision of fault localisation

suffers. Here are example of rules that describe the generic fault/propagation/failure model.

hasFault(s,m)∧StateDiffers(s) ⇒Infected(s): it is the infection rule. If the fault, m is

injected into the statement, s and the state of the mutated application after executing s

differs from the state of the original application, then the state is infected at the statement,

s.

Infected(s)∧(cfDepends(s, t)∨dfDepends(s, t)) ⇒Infected(t): it is the propagation rule.

If the statement, s is infected and some other statement, t control and dataflow dependent

on s, then t is infected.
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Once the template formulae are defined, instantiating them for a software application results

in a grounded MLN with specific likelihood weights assigned to each logic formula. Quantifiers

for these logic formulae are intentionally omitted, since weights will determine the probabilities

of these logic formulae to occur. If a formula is never instantiated for specific values of param-

eters, then its weight will be zero, meaning that the formula is not grounded in the MLN. A

key rule for assigning weights to logic formula is the frequency of its instantiations for a set

of sampled parameters for the AUT. This process of weight assignment is similar to assigning

probabilities in probabilistic program analyses [312, 313]. We already described the process of

assigning weights using the illustrative example in Chapter 5. Using MLN enables stakehold-

ers to create application-specific rules, e.g., Rule 4 in the illustrative example that links the

timeouts to the outputs.

We selected MLNs to model faults in software applications for the following two reasons.

First, expressing navigation and control dependencies requires first-order logic using which

observations can be deduced and abduction can be applied to determine root causes (i.e.,

faults) of the effects (i.e., symptoms of field failures). However, given uncertainty with which

background knowledge and evidence are obtained (e.g., an incomplete set of inputs which are

used to obtain navigation and control dependencies), it is impossible to use first-order logic

without assigning likelihoods to logic rules that allow the reasoning engine to use alternative

explanations. Thus, representation is needed to handle uncertainty in addition to logic rules

[314].
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Second, Bayesian networks are a traditional approach; however, they are propositional and

they do not handle relations among multiple entities. In addition, MLNs allow loops while

Bayesian networks do not, which limits the utility of modeling software applications, although

recent attempt is made to apply Bayesian network to dataflow analyses of probabilistic programs

[315]. While many PGMs exist that handle different aspects of uncertainty and logic, only MLNs

have full facilities needed for a solution to the fundamental problem of automated debugging

that we address in this thesis.

7.3 Using Differential Diagnosis to Improve Fault Localisation

In medical sciences, differential diagnosis (DDX) is a set of procedures to distinguish a par-

ticular disease or condition from others that present similar symptoms [316]. More generally,

DDX involves a combination of information elimination and acquisition to reduce the proba-

bilities of candidate conditions to some infinitesimal values [49]. DDX uses the hypothetico-

deductive method that works by formulating a hypothesis that can be falsified under specific

conditions [317]. That is, if a failure can be explained by two or more different faults with

certain probabilities, a hypothesis is formulated that by injecting a specific fault in the prop-

agation path from one fault to the failure, the nature of the failure should change (e.g., the

sign of the output value will be reversed). Further injecting new faults along the causal path

from one of the original potential faults to the symptom, the change in the output values is

observed to determine if they are described by the observed symptoms. If it does not happen,

the hypothesis that suggests this fault is marked as potentially invalid. If this hypothesis is
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falsified eventually, then the probability of this fault is reduced and the probabilities of the

other faults are increased. This is the essence of using DDX for fault localisation.

Suppose that some X faults have a common part of the failure propagation path and some

Y faults have a different common part of the failure propagation path. Running all tests for

all faults will result in X + Y runs. Instead we inject a fault in one common path and see if

this fault changes the output by running a test only for one of Xs or one of Ys. In α5, we use

DDX to increase the precision of fault localisation by injecting faults along specific propagation

paths to add more grounded rules to the MLN. We will study empirically the effect of selecting

different faults and how well they help to differentiate among failure hypotheses.

DDX is organically integrated into the workflow of α5, since re-running its components offline

does not require instrumenting the program or performing any experiments at the customer

deployment site. It is generally acknowledged that the computation time is much cheaper than

the human cost of manual debugging. Moreover, fault injection could be done by modifying

the program bytecode and avoiding recompilation of the source code, but regardless, DDX can

save many man-months of expensive debugging and fault localization effort for a single failure.

Most importantly, no customer involvement is required in the DDX process.



CHAPTER 8

α5 TECHNICAL WORKFLOW

In this chapter we will present in depth the architecture of α5 as illustrated in Figure 10.

In order to produce ground facts the AUT runs through different main phases:

• Mutation: this phase produces mutants that will stimulate different behaviors of the

program.

• Instrumentation: this phase instruments the code to produce statement to be analyzed

during the database generation.

• Execution: this phase executes the instrumented code to collect dynamic information

about the AUT.

• Differential Execution Analysis: this phase exploits differential analysis on the data pro-

duced from the above phases to instantiate ground predicates used in the MLN

• MLN generation: this phase uses the predicates above produced to create a new MLN,

used to apply inference and get the final result.

Each one of this phases will be further described in their specific section.

8.1 Phase 1: Mutation

In this section we are going to describe the first phase of the underlying process for α5: the

mutation phase.

41



42

This phase heavily relies on a component written by Prof. Jeff Offutt [318]: MuJava [319].

This is not a necessary dependency, but to the best of our knowledge this is the most complete

and efficient tool available at the time of writing.

MuJava operations consist in parsing the source code of the AUT and apply mutants while

evaluating the tree. There two different kind of mutants: class-level and method-level mutants.

For each one of this categories several operators exists.

Class level operators apply mutants on features typical of Object Oriented languages (e.g.:

changing a field from public to private). A brief description of them is given in [320].

Method level operators instead apply mutants on expressions, mostly arithmetic. A brief

description of them is given in [321].

8.1.1 Taming complexity

An issue α5 needs to face is how to achieve scalability. One first measure to lower the

complexity of the application is to control the number of mutants. This can be achieved in two

indisputable ways:

1. Reducing the number of operators to apply.

2. Reducing the number of locations where to apply the operators.

Each of these solutions was implemented with using a random strategy where the proba-

bilities can be controlled. It’s worth notice that the effectiveness of a mutants operator may

greatly depend on the nature of the AUT and therefore is extremely difficult to note beforehand

which operator will stimulate the behavior of application. However it’s not important that the
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mutant operator exactly matches the kind of bug that the AUT is exhibiting. As long as the

mutant is able to trigger the right deviation that will lead to a successful sensitivity analysis,

it’s not so relevant what class the mutant belongs to.

Solution number one can be improved by assigning probabilities to which mutant to apply.

How to assign them can be a separated research question, but can be guided by the result in

Section 10, since some operators are prone to create more mutants than others.

On the other hand, solution number two can be improved by running the original non-

mutated version of the AUT and recording the location of code actually executed. At this

point the strategy for selecting in which locations apply operators is straightforward: if the

location was not executed in the original run, it is discarded. To understand why this claim is

true, consider the following motivating example in Figure 11 where the bold circles represent

the original path executed, while the dotted circle represent the point of insertion of the mutant.

If the mutant is applied in a location that is never reached during execution, it cannot possibly

alter the control flow and therefore it will never executed, thus not producing any changes.

8.1.2 Technical Issues

α5 relies on MuJava, and MuJava in turn relies on OpenJava (OJ) [322], an open source

parser for Java code.

Unfortunately the OJ project has not being updated for over a decade at the time of writing,

so it only supports Java Development Kit (JDK) up to version 6. The project is now being

extended by Professor Offutt in order to being able to analyze even more recent applications.
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Figure 11. A simple control flow diagram.
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This has lead some problem in the selection of AUTs since some of them exploits features

unavailable in the previous JDKs. To read more about this please refer to Chapter 9.

Moreover we were able to find some problems in the grammar used and after identifying

them we collaborated with the team of Professor Offutt (in particular with his PhD student

Lin Deng)to fix them.

A first problem arose with a specific syntax of for statements. The following is an example

of statements not correctly parsed:

for (m =0; m¡4; m++)

while instead OJ was able to correctly parse for loops where the induction variable is defined

internally.

for (int m =0; m¡4; m++)

The solution to this problem was to revise the grammar used by OpenJava.

A second problem derive from a specific array initialization of the following kind:

String[] sentences = new String[] ;

In this case the problem was resolved by changing the syntax to the following one, accepted

by OJ:

String sentences[] = ;

A third syntax problem was raised by shift operators. From the Oracle documentation [323]:

”The signed left shift operator ”¡¡” shifts a bit pattern to the left, and the signed

right shift operator ”¿¿” shifts a bit pattern to the right. The bit pattern is given

by the left-hand operand, and the number of positions to shift by the right-hand
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operand. The unsigned right shift operator ”¿¿¿” shifts a zero into the leftmost

position, while the leftmost position after ”¿¿” depends on sign extension.”

The following are examples of code incorrectly parsed by OJ.

• Original code:

i f ( ( ( i>>j ) & 1) !=0)

Parsed as:

i f ( ( i > j & 1) != 0)

• Original code:

h ˆ= (h >>> 41) ˆ (h >>> 2 0 ) ;

Parsed as:

h ˆ= h > 41 ˆ h > 20 ;

• Original code:

h ˆ= (h >>> 14) ˆ (h >>> 7 ) ;

Parsed as:

h ˆ= h > 14 ˆ h > 7 ;

In this case the solution was again to change the syntax of the instructions. For the first

example i>>j was changed into i>>=j , then the if-statement was modified as

i f ( ( i & 1) !=0) .
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8.2 Phase 2 & 3: Instrumentation & Execution

In this section we are going to describe the second and third phases of the underlying process

for α5: the instrumentation and execution phases.

As the mutation phase the instrumentation stages is very delicate since determining what

kind of statement to instrument involves a current tuning in the trade-off between precision of

the predicates and speed of the procedure.

In order to instrument a program two main strategy can be pursuit:

1. Monitor field of interest using reflections from the bytecode (after compiling)

2. Insert additional statements in the source code (before compiling)

Solution one was implemented by Saurabh Dingolia, a former student of Professor Mark

Grechanik, using the Java Reflection API and JavaAssist [324]. The usage of Reflection allows

the access to classes, methods, fields and constructors. It was exploited for the following

instrumentations:

• Data Collection Instrumentor. Instruments the input byte-code based upon a configu-

ration file provided by the user to collect the values of the output variables at specific

execution points (entry or exit of any method).

• Return Value Instrumentor. Instruments all the methods with non-void return types of

the input program to collect their return values for each execution of that method.
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• Trace File Instrumentor. Instruments the main method of the input program to open

a file stream to the trace file in order to write the execution trace and values of output

variables to the trace file. Also, closes the file stream at the end of main method.

Unfortunately the usage of Reflections is not enough for α5, since it cannot capture control

flow, data flow and value of variables inside methods. Therefore solution two needs to be

implemented in conjunction with solution one. In order to obtain this result, OJ is exploited

again (as in MuJava) to build the parse tree of the application. Three additional kind of

instrumentation can be applied in this way:

• Statement Identifier Instrumentor. Assigns a unique identifier to each statement in the

source program. The identifier is the fully qualified name of the method containing that

statement followed by a unique number. The statement Ids thus assigned produce the

execution trace when the instrumented code is executed. Also, the run-time execution

trace is analyzed for producing control dependencies among statements.

• Expression Value Instrumentor. Creates a unique id for the value of interests. The selected

expression value is then assigned to the new generated id and printed out in the execution

trace.

• Data Dependency Instrumentor. Prints on the data dependencies between variables. To

know more about how they are calculated refer to Section 8.2.1
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8.2.1 Taming complexity

Instrumentation and execution phases can be very time consuming. Fortunately a huge

improvement can be achieved using parallelization given the independence of each mutant to

instrument and execute. Assuming to have enough resources, a full parallelization of the process

can indeed improve the time performances from days to few hours. To better understand the

impact of parallelization please refer to results in Section 10. To meet the necessity of costumers,

α5 users can specify in the property file the desired degree of parallelization.

Another speed-up can be achieved from sampling inputs during the execution phase. The

strategy currently implemented selects random values from the input range provided, but is

still possible for the user to select specific values. A potential improvement to this strategy

can be to select inputs using Combinatorial Interaction Testing (CIT), ” a black box sampling

technique derived from the statistical field of design of experiments” [325].

As stated before tuning the complexity of instrumentation is a trade-off between time and

precision of the results. Since we want α5 to be as flexible as possible for the most wide range

of applications, we included two properties in the properties file.

The first property, expressionLimit allows the user to properly tune the length of the expres-

sions for which apply the Expression Value Instrumentor. For example if for any application-

dependent only the value of expression with more than 4 operands need to be recorded, it is

possible to set the value of the property to 4. If the AUT needs to be instrumented in the least

amount of time possible, is achievable by setting the property value to zero, resulting in a less

precise but faster inference process.
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The second property, ddexpr allows the user to enable/disable the Data Dependency In-

strumentor. Again, disabling it will result in a less precise but faster process. However the

Data Dependency Instrumentor exploits a clever algorithm to extract dependencies. The way

compiler calculates data dependencies is generally expensive from the computation point of

view, it requires to calculate Def/Use set by the help of a Symbol Table, where all the reference

to variables are registered with their relative scope. This leads to additional overhead both in

space (an hash table needs to be maintained) and both in time (different scopes needs to be

taken in consideration). α5 can overcome this difficulties since the aim of the process is to build

a probabilistic graph, making possible to lose some certainty degree for a faster execution. This

is reflected in the way dependencies are extracted: instead of keeping track of different scopes,

dependencies are calculated by the use of the memory address of the variables. To make this

more clear let’s consider an example:

int i = 0; //line1 int j = i; //line2

Assuming that the memory address of variable i is $addressI and the memory address of

variable j is $addressJ α5 will produce the following set of predicates:

Def(line1, $addressI) Use(line2, $addressI) Def(line2, $addressJ)

This predicates can be post processed after to easily infer that line2 has a data dependency

on line1. The address of the variables can be obtained using the Unsafe library by Peter Lawrey

[326]. There is no guarantee that the address will not change due to garbage collection, but the

probabilistic graph will give smaller weights to dependencies appearing only sporadically.
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8.2.2 Technical Issues

Dealing with complicated processes like parallel parsing can result in several subtle problems.

A first technical problem arises during execution phase, where mutants can exhibit different

behavior, one of which can be infinite loops. For this reason we implemented a timeout in the

AUT configuration, adjustable depending on application specific needs. However this generated

not so evident bugs, one of which was truncated trace files that caused crashes in the system.

After careful debugging all the deriving bugs were resolved.

A second technical problem was due to the use of an undocumented and deprecated [327]

library: com.sun.tools.javac.Main used to compile mutants. This problem arose in all the phases

of mutation and instrumentation. The compile method used indeed was not able to include

external libraries and Java Archive (JAR) files in the compilation classpath, resulting in several

compiling errors for AUTs. The solution to this problem was to switch to an updated library:

the (javax.tools) package.

A third important problem was linked to the use of OJ to build the parse tree. As stated

in Section 8.1.2 OJ is an old library, supporting up to JDK version 6. To overcome this limit,

we try to switch to another, updated tree parser: the org.eclipse.jdt.core library [328] [329].

This library is indeed part of the Eclipse Java development tools (JDT) which contains the

core functions used by Eclipse to build the Abstract Syntax Tree (AST) of the application

[330]. At the end this resulted in an integration problem. Part of the system was developed

using OJ and in particular the Statement Identifier Instrumentor described in Section 8.2,

responsible for assigning unique IDs to statements. The way this Instrumentor works, relies on
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the evaluateDown() method present in OJ. The Instrumentor written using the JDT used a

different evaluateDown() method, that resulted in misalignment of statement identifiers. Since

statement IDs uniquely identify locations during the construction of MLN, this problem was

not acceptable for our system and resulted in the rewriting of the parser using OJ.

8.3 Phase 4 & 5: Differential Execution Analysis & Markov Logic Network Generation

In this section we are going to describe the fourth and fifth phases of the underlying process

for α5: the Differential Execution Analysis and Markov Logic Network Generation phases.

The aim of the Analysis phase is to collect the execution traces produced in the previous

stages and compare them in order to obtain the differences in control flow, data flow and values

from the original execution. In particular one the control flow start to diverge from the original

path, α5 will stop producing data flow statements.

After statements are collected, they became inputs for Alchemy [331]. Alchemy is an open

source software package able to perform statistic inference through several algorithms for sta-

tistical relational learning and probabilistic logic inference, which rely on the Markov logic

representation.

The process is represented in Figure 12.

After the execution of the AUTs with different inputs, Behaviors are collected, for example:

HasFault(line1, mutant5) Reached (line4) DataDependency (line4,line5) ControlFlow (line4,line5)

Failed (line1, symptom1)
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Figure 12. α5 process visualized.
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This behaviors, are processed by Alchemy in the Abductive MLN generator together with

abductive rules (e.g.: DataDependency (a,b) and Infected (a) ->Infected(b)).

An important consideration to remark is that the behaviors and the rules are processed

altogether in the .mln file, from which Alchemy will produce and store a MLN. This process

needs to be executed only one time.

After the user submits the Observations inference can be applied on the previously generated

MLN through the provided rules.

However this process is not so simple, since several features needs to consider for this

procedure, including:

• Feature 1. what needs to be included as rules for inference ∈ {only formulas, formulas+pre-

collected behavior};

• Feature 2. whether weights are assigned for rules ∈ {Yes, No};

– Feature 2.1. if feature 2 = Yes, whether we train the weights for rules are trained or

manually assigned ∈ {Yes, No};

∗ Feature 2.1.1. if we train the rules, what evidence should be used for train-

ing ∈ {whole set of pre-collected behavior, only the subset related to specific

failure(s)};

• Feature 3. what are considered as evidence for inference ∈ {only field behavior, field

behavior + pre-collected behavior};
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– Feature 3.1. if we include pre-collected behavior as part of the evidence, whether

we use the whole set, or only the subset related to specific failures(s) ∈ {whole set,

subset}.

• Feature 4. what type of rules to use ∈ {deductive, abductive}. In α5 we decided to use

deductive rules.

Since each feature above is binary, 48 possible decisions are possible (24 after fixing feature

4, since it’s indipendent from all the others). However some of them are invalid, and some of

them are identical. Indeed, as shown in a simplified decision tree in Figure 13 both this cases

occur:

• Variation 1 (V1) and 3 are invalid, because we are not using pre-collected behaviors

anywhere. This way, when we have field behaviors rules (either with weights or not),

what we can get are only the query predicates grounded on the statements that are used

in field behaviors. For example, if we have Failed(1), Failed(2), DataDependency(2,3) as

field behaviors, the only possible predicates obtainable when we query for hasFault are

hasFault(1), hasFault(2), and hasFault(3).

• V6 and V2 are identical variances: in V6, we provide formulas and field behavior, so it is

redundant to include field behavior again as the evidence for inference, which essentially

make it the same case as V2. Same idea applied to V8 and V4.
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Figure 13. Simplified decision tree for features to select during the inference process.



CHAPTER 9

VALIDATION

In this chapter we will present our strategy to validate α5. In particular we will cover the

following steps:

• Validity check for Java syntax parsing

• Selection of AUTs

9.1 Java Syntax Checking

In order to validate our framework experiments needs to be run to check if all the Java

syntactic constructions are correctly handled. For this reason we build different configuration

files , each one of which uses a different keyword. The main class of these configurations

are reported here, omitting the test class for brevity. The result of this test reveled that the

keywords native and strictfp are not supported by OJ and resulted in the fix of the bugs

described in Section 8.1.2.

9.2 Subject applications selection

Selecting AUTs is not an easy task and it can be considered an entire project by himself.

Indeed the master project of Phani Theja Swarup Vempalli, a former Graduated UIC Master

student of Dr. Mark Grechanik, was dedicated to automatically extract the source code for

Java applications on GitHub, in order to be used as subjects for α5. However extraction of
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application is not sufficient, since additional filter must be imposed for the app to be an actual

subject. In particular the following requirements must be imposed:

1. The application must have bug repository from where the problem and the fix can be

identified. This requirement is necessary in order to be able to measure the actual effec-

tiveness of α5 since we need to measure the ’distance’ from the proposed fix location to

the actual fix location.

2. The application must be supported by OJ, so it should compile with JDK 6.

3. The application must not contain GUI or networking distributed features. This require-

ment is not essential. Running GUI apps with α5 means that the test driver must handle

GUI interfaces, therefore it requires a design/development effort to incorporate the driver

(e.g., Selenium [333]) into α5.

4. The application must be written mostly in Java.

5. The application must contain a test suite. This is necessary in order to build the main test

class. Moreover α5 is targeted to software applications already deployed, so the existence

of a test suite is assumed.

6. The application must exhibit a clear input/output format, since it needs to be easy to

monitor. If complex output is involved (e.g.: XML files) specifying symptoms for the

AUT became extremely difficult.

The code is written in Python and uses the *NIX application cloc [334] to check if the subject is

written in Java. In particular requirements 1 and 2 filtered out most of applications. Table XI
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show different parameters for several repositories analyzed, where column ’Issues’ refers to all

the GitHub bugtracker issues (including configuration problems, features extension and so on),

while the column ’Bugs’ refers to issue marked as bug by the developer. Most of the code

not written in Java was part of EXtensible Markup Language (XML), YAML Ain’t Markup

Language (YAML), Bash or Maven files. The description or each repository can be found in

Appendix A

Figure 14. A result screen from the script to extract repositories
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TABLE XI

REPOSITORIES STATISTICS
Repository Issues Bugs Unique Java Java Total Total Test

files files code files code cases

/ReactiveX/RxJava 926 157 468 448 64459 453 64680 188

/hamcrest/JavaHamcrest 37 3 158 138 6139 147 6375 63

/Esri/geometry-api-java 53 25 319 306 73231 309 73496 46

/fommil/matrix-toolkits-java 54 25 240 226 14682 235 15124 104

/googlegenomics/api-client-java 42 2 76 70 3103 72 3324 34

/FasterXML/java-classmate 17 0 77 68 6690 69 6856 35

/laforge49/JActor 42 0 245 240 6716 243 6984 50

/functionaljava/functionaljava 58 29 350 278 28544 317 29998 27

/thelinmichael/spotify-web-api-java 16 0 147 108 9782 111 9928 33

/mikiobraun/jblas 35 0 130 74 11839 122 20475 16

/vkostyukov/la4j 140 23 122 115 13045 117 13135 29

/nmcl/JavaSim 28 0 69 61 3608 62 3638 20



CHAPTER 10

RESULTS

In this chapter we will describe the experiments executed on the α5 framework. In particular

two set of experiment will be presented:

• Inoculated experiments: we auto-generated Java applications and run them through α5

in order to get performance estimate.

• ’Real world’ experiments: we processed the applications described in Section 9.2 and

analyzed the results produced.

10.1 Performance experiments

To analyze performance measures of α5 we made use of a former project of Professor Mark

Grechanik, a program able to automatically generate Java programs [335]. In order to evaluate

different real world size, experiments were conducted with auto generated programs (AGPs)

with 1k, 5k, 10k, 50k and 100k lines of code. All the experiments were evaluated on a Dell

server R720 with two CPUs Intel Xeon E5-2609 2.40GHz,10M Cache, 6.4GT/s QPI, with 32GB

of RAM.

Table XII shows the results for the experiments on each one of the applications considered.

• Mutation phase: result for the mutation phase are shown in Figure 15. The fit is

almost perfectly linear, just the 100K AGP deviates a little from the fitting curve. The
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least-squares best fit curve it’s indeed not linear, but a quadratic curve: 6.4406110−9x2+

0.000274876x+ 2.0717

• Instrumentation phase: result for the instrumentation phase are shown in Figure 16.

The least-squares best fit curve it’s a cubic: 1.3510−8x2 − 0.000367465x + 6.0941. How-

ever discarding the 100K AGP (since it may have degraded the performance on a single

machine), a logaritmich fit achieves a R2 measure of 0.95/1, resulting even better then a

linear fit. This is visually represented in Figure 17, where the 100K AGP performances

have been discarded.

• Execution phase: The execution phase has been executed with 100 threads in parallel as

discussed in 10.1.2. A timeout of 10 seconds as been set for all the applications. The least-

squares best fit curve almost perfectly fits the data and it’s a quadratic: 5.2113210−9x2+

0.0000275524x+ 0.109555. The second grade term start to be greater than 10 hour when

an application reaches the size of 50KLOC.

• Differential Execution Analysis phase: result for the Differential Execution Analysis

phase are shown in Figure 19 where the values for the 50K and 100K AGP were extrapo-

lated from the fitting model. The least-squares best fit curve it’s linear: 0.0000717459x−

0.0473115.

• Inference phase: result for the Differential Execution Analysis phase are shown in

Figure 20 where the values for the 50K and 100K AGP were extrapolated from the fitting

model. The least-squares best fit curve it’s linear: 0.0000700738x+ 0.0116066.
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Figure 21 and Figure 22 summarize the total performances.

TABLE XII

EXPERIMENTS RESULT FOR AGPS
Time (hours)

AUT size (LOC) 1,000 5,000 10,000 50,000 100,000

Mutation time 1.091 3.688 7.069 31.374 94.085

Instrumentation time 0.842 6.082 8.603 19.642 104.753

Execution time 0.086 0.488 0.851 14.517 54.978*

Differential Execution Analysis time 0.033 0.296 0.677 3.54* 7.127*

Alchemy time 0.08 0.365 0.711 3.515* 7.019*

Total 2.132 10.919 17.911 72.587 267.962

Total (days) 0.089 0.455 0.746 3.024 11.165

* Results estimated from the 1K,5K,10KLOC performances.
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Figure 15. Mutation phase results



65

Figure 16. Instrumentation phase results
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Figure 17. Inference phase results discarding the 100K AGP
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Figure 18. Execution phase results
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Figure 19. Differential Execution Analysis phase results
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Figure 20. Inference phase results
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Figure 21. Time performances of the whole process (including the 100K AGP).
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Figure 22. Time performances of the whole process (excluding the 100K AGP).
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10.1.1 Mutants number

Table XIV and Table XV report respectively the number of class mutants and traditional

mutants produced during the mutation phase of α5. This numbers are fundamental for the whole

process, since all the phases relies on them: instrumentation phase needs to instrument each

one of this mutants, execution phase executes each one of them and the Differential Execution

Analysis phase produces a database for each one mutant produced.

Therefore an extremely challenging trade-off is present: from one side we desire to keep the

number of mutants as low as possible to increase time performances, from the other side we

also may want as much mutants as possible to collect a variety of symptoms.

Table XIII summarize the total number of mutants for each application. A linear model

fits well the data (14.2051x+ 6602.83 produces an R2 of 0.98) as shown in Figure 23. However,

is worth noticing that the structure of AGPs is slightly different from ’real worlds’ program,

since it’s generated from a probabilistic grammar, therefore a lower number of mutants may be

expected in future experiments.
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Figure 23. Total number of mutants produced

TABLE XIII

MUTANTS PRODUCED FOR AGPS
Size (LOC) 1,000 5,000 10,000 50,000 100,000

Total mutants 30,927 103,085 192,690 569,187 1,495,167

Class mutants 221 234 830 854 1,618

Traditional mutants 30,706 102,851 191,860 568,333 1,493,549
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TABLE XIV

CLASS MUTANTS PRODUCED FOR DIFFERENT AGPS
Size 1,000 5,000 10,000 50,000 100,000

Class mutants 221 234 830 854 1,618

IHI 10 9 24 15 25

IHD 0 0 0 4 0

IOD 19 24 45 35 44

IOP 0 0 0 0 0

IOR 11 16 19 15 22

ISI 5 10 2 7 10

ISD 0 0 0 0 0

IPC 0 0 0 0 0

PNC 142 95 553 580 1325

PMD 0 0 27 53 19

PPD 0 0 8 20 18

PCI 0 2 0 2 0

PCC 8 6 18 6 55

PCD 0 0 0 0 0

PRV 0 0 0 0 0

OMR 0 0 0 0 0

OMD 0 0 0 0 0

OAN 0 0 0 0 0

JTI 0 0 0 0 0

JTD 0 0 0 0 0

JSI 17 37 59 52 44

JSD 0 1 14 7 0

JID 9 34 61 58 56

JDC 0 0 0 0 0

EOA 0 0 0 0 0

EOC 0 0 0 0 0

EAM 0 0 0 0 0

EMM 0 0 0 0 0
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TABLE XV

TRADITIONAL MUTANTS PRODUCED FOR DIFFERENT AGPS
Size 1,000 5,000 10,000 50,000 100,000

Traditional 30,706 102,851 191,860 568,333 1,493,549

AORB 7,612 26,044 48,064 143,636 385,568

AORS 56 216 437 1,757 4,817

AOIU 460 1,339 2,758 6,779 15,893

AOIS 6,778 22,496 42,128 122,020 322,096

AODU 59 123 231 424 1,074

AODS 0 0 0 0 0

ROR 2,619 8,440 15,277 43,057 116,531

COR 346 1,082 1,964 5,494 14,848

COD 0 0 0 0 0

COI 720 2,398 4,345 12,956 34,501

SOR 0 0 0 0 0

LOR 0 0 0 0 0

LOI 1,893 6,219 11,694 33,440 87,653

LOD 0 0 0 0 0

ASRS 0 0 0 0 0

SDL 1,729 5,583 10,925 33,839 85,154

VDL 1,838 6,357 11,881 36,986 93,656

CDL 583 2,013 3,938 11,723 30,571

ODL 6,013 20,541 38,218 116,222 301,187
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10.1.2 Degree of parallelism

As described in Section 8, α5 is able to handle concurrent execution. To determine the right

amount of threads the server is able to run, different experiments were executed with the 1K

LOC AGP. The timeout was set to 100 seconds and the number of threads was empirically

determined, after monitoring the amount of failed executions. Figure 24,Figure 25 and Fig-

ure 26 shows the smoothed memory utilization during execution, while Figure 27,Figure 28 and

Figure 29 shows the non-smoothed version of the same data.

All the figures shows different spikes. The more the spikes are accentuated, the higher the

number of threads that failed. For example, when looking at Figure 29 it becomes clear what

is happening: used memory increases to very high value, threads fail due to excessive memory

usage and are aborted, and used memory decreases again due to this failure. In particular

Figure 29 contains more accentuated spikes than Figure 28, and Figure 28 in turn contains

more picks than Figure 27.

The curve produces when executing the AUT using 100 thread has a very smooth profile,

therefore it may be considered a good trade-off between precision and speed performances.

Table XVI shows how many mutants executions fails, depending on the number of thread

specified for the execution. In particular two kind of situation may lead to a sudden increase

of free memory:

• The current application run times out, resulting in an abortion.

• The current application run throws the following exception:

java.io.IOException: Cannot run program ”java”: error=24, Too many open files
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Using 1,000 thread resulted in less executions timeouts, but only because several runs were

aborted before resulting in a timeout.

TABLE XVI

PERFORMANCES TRADE-OFF ON VARIATION OF THREAD NUMBERS
Lines Of Code 100 100 100

Concurrent Threads 1,000 500 100

Execution time (minutes) 17.3 19.65 39.5

# mutants to be executed 22791 22791 22791

# timeout 527 431 845

# ”too many open files” error 13342 7647 46
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Figure 24. Memory Utilization during execution with 100 thread
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Figure 25. Memory Utilization during execution with 500 thread
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Figure 26. Memory Utilization during execution with 1,000 thread
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Figure 27. Memory Utilization during execution with 100 thread
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Figure 28. Memory Utilization during execution with 500 thread
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Figure 29. Memory Utilization during execution with 1,000 thread
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10.2 ’Real world’ experiments

As described in Section 9.2 we selected real world applications presenting some field failure

reported in the bug tracker. Table XVII reports the different versions selected from the AUT,

each one of them corresponding to a different bug. Each one of them was mutated using

MuJava, but interestingly enough some application triggered different exceptions while the

AST was build, so distinct version of OJ were used as shown in Table XIX. This selected

applications will be further analyzed to validate α5.
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TABLE XVII

BUGS DESCRIPTION FOR REPOSITORIES USED

searchbox-io/Jest

Jest/issues/219 Parameters are not applied
to configuration

Jest/issues/197 Double String
Jest/issues/165 Date format
Jest/issues/142 Missing field
Jest/pull/139 Missing field
Jest/pull/134 Date format
Jest/pull/133 NPE
Jest/issues/111 Wrong class of object
Jest/issues/84 toString() doesn’t work on

Long class
Jest/issues/78 Missing field, parameters

not assigned
Jest/issues/68 new Object() created,

should use old
Jest/issues/59 missing encoding, slash will

cause a 400 error
Jest/issues/60 Whitespaces removed,

wrong encoding
Jest/issues/62 ˆ
Jest/issues/71 ˆ

fommil/matrix-toolkits-java

matrix-toolkits-java/issues/68 Wrong parameter
matrix-toolkits-java/issues/58 Wrong value
matrix-toolkits-java/issues/26 Date format
matrix-toolkits-java/issues/25 Integer.MAX VALUE
matrix-toolkits-java/issues/13 Illegal value
matrix-toolkits-java/issues/12
matrix-toolkits-java/issues/10 Wrong formula

peter-lawrey/Java-Chronicle
Java-Chronicle/issues/9 Wrong value
Java-Chronicle/issues/5 wrong index

mikiobraun/jblas

jblas/issues/56 Double Float
jblas/issues/42 Row/columns inverted
jblas/issues/36 Wrong formula
jblas/issues/29 Parameters are not applied

to configuration

vkostyukov/la4j

la4j/issues/162 >32
la4j/issues/98 Wrong rank?
la4j/issues/94 ˆ
la4j/issues/93 Wrong algorithm
la4j/issues/82 Wrong algorithm
la4j/issues/64 Infinite loop
la4j/issues/53 Int Double
la4j/issues/44 Wrong algorithm
la4j/issues/16 + ->-
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TABLE XIX

OPENJAVA ERRORS USING DIFFERENT VERSIONS
AUT TOTAL Abstract OJv0 OJv1 OJv2 OJv3 OJv4 OJv5 LOC Mutated

geometry 261 85 42 52 42 42 36 42 73231 140

rxjava 228 45 92 86 92 83 158 92 64459 100

ONLP 547 118 152 126 152 124 301 152 61049 305

Apache-bcel 389 80 48 19 48 29 58 48 30895 290

jest 129 12 9 8 9 8 20 9 18248 109

fommil 123 24 43 23 43 23 24 43 14682 76

Chronicle 75 30 18 19 18 14 25 18 13163 31

la4j 87 43 8 3 8 8 18 8 13045 41

jblas 57 6 8 8 8 5 13 8 11839 46

spotify 40 1 0 0 0 0 16 0 9782 39

jactor 134 30 1 2 1 1 22 1 6716 103

classmate 34 8 9 8 9 7 13 9 6690 19

hamcrest 74 14 22 21 22 17 54 22 6139 43

javasim 41 1 3 3 3 3 2 3 3608 38



CHAPTER 11

FUTURE WORKS

We carried out our preliminary experiments on a number of Java applications whose sizes

ranged from 10 to 100,000 LOC. The time it takes to inject faults, instrument, and execute the

AUTs, and perform differential analyses on symptoms varies from approximately two hours for

1KLOC to less than 300 hours for 100KLOC. The same experiment with 200 VMs in parallel

will finish in one hour and it will cost less than $100 of the cloud time and storage. We

already started exploring the issues of performance and scalability, and a scalable alternative

to Alchemy may be Tuffy, which will significantly speeds up inference using MLN [336]. In

addition, there are many opportunities to parallelise algorithms in Alchemy [337,338] – recent

work suggests using SMT solvers to improve the performance of Tuffy and Alchemy [339], thus,

based on the experimental data, we expect that we can reduce the total time to less than a

day for 100KLOC AUT. We plan to deploy α5 in a highly parallel cloud setting where many

instances of Alchemy or Tuffy will be running inference on the large MLN fault model, thus

combining cloud computing and machine learning for production fault localisation.

The short-term impact of our work will be in the software testing community, where devel-

opers and testers will use α5 to localise production faults automatically. The long-term impact

will be on tools for software testing and analysis for commercial applications to allow stakehold-

ers to localise production faults in their software applications with a high degree of automation

and precision.
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This research contains a strong educational component. Currently, software engineering and

courses on probabilistic graphic models (as part of machine learning/data mining curriculum)

are often taught without regard to each other, since they are considered orthogonal. However,

it has been shown that machine learning and data mining algorithms and techniques can be

used as part of solutions to many software engineering problems [340–343]. This research will

contribute to forming a holistic view of problems in software engineering that benefit from

using machine learning algorithms and possibly lead to the creation of new courses with the

central theme to use machine learning and data mining in different software engineering tasks,

especially in software testing.

11.1 Improving Effectiveness of the Sensitivity Analysis

The idea of injecting faults for sensitivity analysis of systems and eventually for fault lo-

calization is not new – it is routinely used in electrical, electronic, mechanical, automotive

and many other industries as well as for software [344–346]. Fault injection was successfully

used in validating reliability of file caches [347], comparing functionalities of operating sys-

tems [348, 349], web servers [350] and databases [351]. Various research shows that injecting

artificial faults or mutants models real faults with a good approximation [352] – it is known as

the competent programmer hypothesis [353] [7, 354].

Debroy and Wong proposed strategies for automatically locating faults in a program by

using mutation [298, 299]. Papadakis et. al. used mutation for fault localisation [300–303].

Recent work of Moon, Kim and Yoo on MUSE also showed that fault localisation is more

effective using mutants [304]. Zhang and Khurshid used mutation to simulate developer edits
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to localise faults [355]. However, these approaches use program mutation in conjunction with

SBFL, whereas we solve a problem of localising production faults.

In α5, we plan to experiment with fault injection to determine a strategy for the increased

effectiveness of fault localization. A baseline fault injection strategy is execute a program

with some chosen input data and then to apply mutation operators to program statements

and expression that lie on the execution path for this input data. However, there are two

problems with fault injection that affect its effectiveness: combinatorial explosion and fault

interference. A root of the problem with the combinatorial explosion is that applying fault

injection or mutation operators indiscriminately to all instructions results in a very large number

of injected faults (i.e., mutants). In general, the number of generated mutants is proportional

to the number of classes and references in object-oriented programs [356]; however, the number

of all combinations of injected faults is very large. Since the Sensitivity Analyser executes each

mutant program with different input values for differential analysis, we should address this

problem in the future to make α5 feasible.

The problem of combination explosion of injected faults can be tackled in four ways. First,

it’s possible to use PreFail, a programmable failure-injection tool that enables testers to create

a wide range of policies to prune down the large space of multiple failures [357]. Second,

for multiple injected faults (i.e., higher-order mutants (HOM)), we may utilize search-based

approaches to identify subsuming HOMs that showed a potential for taming combinatorial

explosion [358]. Third, we can utilize ideas from a recent approach called PAIN that shows

that it is possible to significantly reduce interference of applications in parallel fault injection
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[359]. An idea of parallelising software testing is not new [360–362] and with the availability

of cloud computing infrastructures this idea is finally realised for improving the problem of

combinatorial explosion [363]. For example, in D-Cloud, multiple copies of the same applications

were installed in a large number of virtual machines and independently run without much

interference [364,365].

Finally, the fourth idea is to use algorithms for combinatorial interaction testing (CIT), a

field that identifies a small but systematic set of configurations under which to test [366–370].

For example, with a CIT approach, developers choose an interaction strength t and compute

a covering array, which is a set of configurations such that all possible t-way combinations

of option settings appear at least once. We hypothesize that using CIT in conjunction with

sampling input parameter spaces will significantly reduce the exploration space and enable

effective fault injection.

The other problem is that when injecting faults, interference is caused between the existing

(unknown) faults in the AUT and the new injected faults. Of course, the issue of interference

among faults has been studied to a certain extent [371,372]. Some production faults linger due

to the effect of being obscured by other faults [373]. As stated by one development manager

in our interviews, “it makes a big difference to localise a fault in the presence of multiple fault

interactions when compared with localization of a single fault, but there is not much difference

in the fault localisation effort between say two and five interacting faults,” a statement that

resonated with an empirical study on the effects of the quantity of faults on fault localization

techniques [374]. In future works, we will study the effect of multiple faults, including the effect
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on injected faults on latent production (unknown) faults: 1© a positive effect when an injected

fault masks the latent fault or vice versa to produce a correct result and 2© when injected fault

adds new symptoms.
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Appendix A

REPOSITORIES DESCRIPTION

Repository URL: https://github.com/ReactiveX/RxJava/

Repository Description: RxJava Reactive Extensions for the JVM a library for

composing asynchronous and event-based programs using observable sequences for the Java

VM.

Repository URL: https://github.com/hamcrest/JavaHamcrest/

Repository Description: Java (and original) version of Hamcrest

Repository URL: https://github.com/Esri/geometry-api-java/

Repository Description: The Esri Geometry API for Java enables developers to write

custom applications for analysis of spatial data. This API is used in the Esri GIS Tools for

Hadoop and other 3rd-party data processing solutions.

Repository URL: https://github.com/fommil/matrix-toolkits-java/

Repository Description: Java linear algebra library powered by BLAS and LAPACK

Repository URL: https://github.com/googlegenomics/api-client-java/

Repository Description: A command line tool for Google Genomics API queries.

Repository URL: https://github.com/cloudfoundry/java-buildpack-auto-reconfiguration/

Repository Description: Auto-reconfiguration functionality for the Java Buildpack

Repository URL: https://github.com/FasterXML/java-classmate/
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Appendix A (continued)

Repository Description: Library for introspecting generic type information of types,

member/static methods, fields. Especially useful for POJO/Bean introspection.

Repository URL: https://github.com/laforge49/JActor/

Repository Description: Actors for Java

Repository URL: https://github.com/functionaljava/functionaljava/

Repository Description: Functional programming in Java

Repository URL: https://github.com/thelinmichael/spotify-web-api-java/

Repository Description: A Java wrapper for the new Spotify Web API.

Repository URL: https://github.com/mikiobraun/jblas/

Repository Description: Linear Algebra for Java

Repository URL: https://github.com/vkostyukov/la4j/

Repository Description: Linear Algebra for Java

Repository URL: https://github.com/nmcl/JavaSim/

Repository Description: JavaSim simulation classes and examples
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and more frequent in high performance applications. Temperature af-
fects both reliability and performance, therefore its optimization has
become challenging for system designers. We developed a novel ther-
mal aware floorplanner based on both Simulated Annealing (SA) and
Mixed- Integer Linear Programming (MILP).

2014 Logic and Algebra: DiffieHellmanMerkle key exchange from the alge-
braic point of view:
Analyzed the DiffieHellmanMerkle key exchange algorithm from the
algebraic point of view of finite fields.

2015 Compiler Design, C- compiler:
Implemented a compiler written in C++ able to generate LLVM IR
code for programs written using the ”C-” programming language. This
included constructing the Abstract Syntax Tree and the Symbol Table
after parsing the source code with the appropriate Bison grammar and
Flex lexer.


