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SUMMARY 

 

 Most human behavior involves using visual information to complete everyday tasks such 

as reaching for objects and driving a car.  Seminal studies have emphasized the detrimental 

effects of movements without visual guidance (Carlton 1981; Keele and Posner 1968; 

Woodworth 1899).  In addition, varying spatial and temporal features of visual information have 

been shown to influence motor performance (Coombes et al. 2010b; Slifkin et al. 2000; 

Vaillancourt et al. 2006a).  Spatiotemporal features of visual feedback can be manipulated by 

altering the frequency, distance, or amplitude at which visual feedback is presented.  Visual 

information is especially important during continuous force and motor control because of the 

temporal capacity of our visuomotor system (Slifkin et al. 2000; Vaillancourt and Russell 2002).  

A model of visuomotor control has been proposed where visual information may be processed at 

a much faster rate (~6.4Hz) than our motor system can execute a response (~1-2Hz) (Slifkin et 

al. 2000, Miall et al. 1996).  This emphasizes the importance of temporal dynamics in regulating 

visual information and maintaining accurate force control.  Much is now known about the brain 

regions of our visuomotor system and how they are affected with varying visual manipulations 

(Coombes et al. 2010b), but less is understood about the immediate response of the visuomotor 

system to changing spatiotemporal features of visual feedback.  Hence, this dissertation explores 

the dynamic spatiotemporal pattern of brain activity during precision grip force in healthy 

individuals.   This dissertation will allow us to gain fundamental insights into human visuomotor 

control through a technique that enables us to record at a high temporal resolution.   

 The first study of this dissertation examined the spatiotemporal pattern of brain activity 

during the immediate transition from a visually guided to a memory guided force control task 

using event-related potentials (ERPs) and low-resolution electromagnetic tomography (LORETA 
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SUMMARY (continued) 

) on grand-averaged ERP differences.  We measured 128-channel scalp electroencephalography 

(EEG) on twelve healthy young adults while they performed an isometric precision grip force 

task.  A significant change in EEG activity was detected in the ERPs and source localization 

confirmed the observed ERP findings.  Our findings show that subjects rely on sensorimotor 

memory processes involving left ventral premotor cortex and right ventral prefrontal cortex after 

the immediate transition from visually guided to memory guided force control.  

The second study examined the spatiotemporal pattern of brain activity during the 

immediate transition between different spatial amplitudes of visual feedback using event-related 

potentials (ERPs) and low-resolution electromagnetic tomography (LORETA) on grand-

averaged ERP differences. The transition consisted of going from a low to high visual gain 

(Experiment 1) and high to low visual gain (Experiment 2).  We measured 128-channel scalp 

EEG on healthy individuals while they performed two isometric precision grip force tasks.  

Increasing visual gain (Experiment 1) involves a shift in electrocortical activity within parietal-

frontal circuits that is not present during decreases in visual gain.  More importantly, the parietal-

frontal brain activity systematically relates to force error during increases in visual gain.  The 

transition from low to high visual gain involves greater changes in the superior parietal cortex, 

while the transition from high to low visual gain involves greater changes in occipital regions 

such as the right extrastriate cortex (V3).  Activity in the dorsal and ventral premotor cortices 

was identified during both low to high and high to low changes in visual gain.  Our results 

suggest that increased visual gain triggered increased force variability that was related to 

electrocortical activity in parietal-frontal circuits.   



 

 

1 

 

CHAPTER 1 

 

INTRODUCTION 

 

 

1.1. Organization of the dissertation 

 

The overall purpose of this dissertation is to examine the spatiotemporal pattern of brain 

activity during force control in healthy individuals using high-density electroencephalography 

(EEG).  Chapter 1 reviews previous work that has identified how visually guided and internally 

guided tasks are controlled by a widespread network of cortical and subcortical brain areas.  

Then, I will be reviewing the literature on how visual gain influences force and motor control.  

Lastly, I will be providing an overview on the basic principles of event-related 

electroencephalography (EEG).  Chapter 2 investigates brain activity during the transition from a 

visually guided to memory guided force control task.  Chapter 3 investigates brain activity 

during adaptation to visual gain changes, specifically the immediate transition from low to high 

visual gain levels and high to low visual gain levels.  All experiments examined the 

spatiotemporal dynamics of brain activity using event-related potentials (ERPs) and low-

resolution electromagnetic tomography (LORETA) of grand-averaged ERP differences.  Lastly, 

Chapter 4 summarizes the findings of this dissertation.   

 

1.2. Visually guided and internally guided movements 

 

The use of visual information in the control of movement involves a complex network of 

brain regions. Visual areas of the brain must be connected to motor areas for the correct guidance 

of movements.   As vision enters our eyes and projects onto our retina, the information travels 

down the optic tract to project to several areas including the hypothalamus and lateral geniculate 

nucleus (LGN).  The information from the LGN then goes on to project onto the primary visual 
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cortex (V1/striate cortex).  Within layers 4 of the striate cortex is where information from the 

two eyes converge.  Next, the visuomotor pathway is classically viewed as separating into two 

pathways identified as the dorsal and ventral streams of visual cortex (Mishkin et al. 1982).  The 

dorsal stream, commonly known as the “where” pathway, projects information about the spatial 

location and orientation of objects in space.  The ventral stream, commonly known as the “what” 

pathway, is primarily responsible for object recognition and identification of object properties.  

Both V1 and V2 projects via the dorsal pathway to the middle temporal area (MT/V5), which 

then projects to the posterior parietal cortex (PPC).  The dorsal pathway plays a crucial role 

during visually guided movements with motion and spatial awareness.  Many studies have 

discussed the role of regions involved with this pathway during visually guided movements.  

Damage to the parietal cortex has been shown to cause disturbances during visually guided 

movements (Caminiti et al. 1996; Grea et al. 2002).  A number of regions within the parietal 

cortex, around the intraparietal sulcus (IPS), have been linked with visuomotor control such as 

the medial intraparietal sulcus (MIP) during reaching, lateral intraparietal sulcus (LIP) during 

eye movements and saccades, and anterior intraparietal sulcus (AIP) during grasping (Caminiti et 

al. 1996; Culham et al. 2006; Jeannerod et al. 1995).  Subsequent evidence for the transfer of 

visual information from the parietal cortex to the motor cortex has been shown through direct 

cortical recording of neurons within the motor and parietal regions of non-human primates 

(Caminiti et al. 1991; Jeannerod et al. 1995; Johnson et al. 1996).  In addition to the premotor 

and parietal cortex, the cerebellum and basal ganglia have also been shown to be involved during 

visually guided movements (Glickstein 2000; Miall et al. 2001; Middleton and Strick 1998; 

Prodoehl et al. 2009; Vaillancourt et al. 2003).  Because the cytoarchitecture of subcortical 

regions are composed largely of unaligned cells and located deeper within the brain, it is unlikely 
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that EEG is able to detect these potentials at the scalp surface.  Therefore the focus of this 

dissertation will be on cortical structures only.     

In the absence of visual information, a different network of brain regions is commonly 

thought to be involved during movement.  Neurophysiological evidence in non-human primates 

have suggested a functional division of the premotor cortex, specifically the lateral premotor 

cortex and supplementary motor area (SMA), to visually- and internally-guided movements, 

respectively (Mushiake et al. 1991; Passingham 1993).  Anterior cerebellar (Debaere et al. 2003; 

Kawashima et al. 2000) and basal ganglia (Vaillancourt et al. 2003) functions have also been 

linked to internally-generated movements.  Studies that examined internally-guided movements 

have been linked to a prefrontal-frontal-parietal circuit involving the supplementary motor areas, 

cingulate cortex, and inferior parietal cortex during movements (Debaere et al. 2003; Jahanshahi 

et al. 1995; Mueller et al. 2007) and the dorsolateral prefrontal cortex (DLPFC), ventral 

prefrontal cortex, and anterior cingulate cortex (ACC) during isometric force control 

(Vaillancourt et al. 2003).  These findings suggest that a distributed network extends to 

prefrontal memory circuits during internally guided movements.    

 

1.3. Effects of visual gain on force and motor control 

 

 When humans perform visually guided movements, the spatial qualities of visual 

feedback affect the motor response to a task.  These spatial qualities could be manipulated by 

changes in visual gain, which is the sensitivity of a system to error.  A common approach used to 

study sensorimotor processes in humans is to alter the gain of visual feedback.  It has been well 

established that populations of neurons within the nonhuman primary visual cortex could be 

tuned to spatiotemporal properties of visual stimuli (Priebe et al. 2006; Rosenbluth and Allman 



 

 

4 

 

2002).  Many studies have shown that amplifying the gain of visual feedback will improve 

performance during force (Newell and McDonald 1994b; Vaillancourt et al. 2006a) and 

movement control (Beuter et al. 1995; Prager and Contreras-Vidal 2003; Seidler et al. 2001b).  

More specifically, higher levels of visual gain have been shown to reduce the magnitude 

(standard deviation, SD and coefficient of variation, CV) and regularity (approximate entropy, 

ApEn) of force variability (Hong and Newell 2008; Sosnoff and Newell 2006).  However, an 

inverted-U relationship between visual gain and motor performance has been shown where 

increasing gain will continue to improve performance up until a certain point, then continued 

increase in gain will lead to performance deficits (Beuter et al. 1995; Sosnoff and Newell 2006).  

Several studies have demonstrated large changes in force error with visual gain levels of less 

than 1° (Hong and Newell 2008; Vaillancourt et al. 2006a).  Increases in visual gain up to 1° led 

to large improvement in force performance and small changes in the spatial amplitude of visual 

feedback.  Increases in visual gain greater than 1° led to small changes in force performance but 

large changes in the spatial amplitude of visual feedback.   

 Accurate performance in visually guided movements depend on a visuomotor system 

consisting of specific regions in the parietal cortex, premotor cortex, SMA, basal ganglia, and 

cerebellum (Krakauer et al. 2004a; Roitman et al. 2009; Vaillancourt et al. 2003).  The lateral 

cerebellum (Vaillancourt et al. 2006b) and putamen (Turner et al. 2003) have been positively 

associated with changes in visual feedback.  Specific regions of the visuomotor system were also 

shown to respond selectively to changes in visual gain.  Coombes and colleagues (2010a) found 

that large changes in force error and small changes in spatial amplitude were associated with 

increases in activation in V3 and V5 of the extrastriate visual cortex, primary motor cortex (M1), 

and ventral premotor cortex (PMv).  On the other hand, small changes in force error and large 
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changes in spatial amplitude were associated with increases in activation in the dorsal and ventral 

premotor areas (PMd/PMv) and inferior parietal lobule (IPL).  Another recent study by Coombes 

and colleagues (2010b) manipulated both the gain and frequency of visual feedback and found 

that the frequency of visual feedback drives where in the brain visual gain mediated 

improvements in force performance are regulated.  Increasing visual gain at a high frequency led 

to increased activity in classic visuomotor areas including M1, SMA, PMv, SPL, IPL, and V5.  

Increasing visual gain at a low frequency led to increased activity in M1, PMd, IPL, SMA, and 

areas of the frontal-striatal circuit including DLPFC, ACC, caudate, and putamen.  These 

findings suggest that increasing visual gain at different frequencies utilizes different circuits of 

the visuomotor system, with lower frequency requiring additional frontal-striatal regions to 

regulate motor performance.                     

 

1.4. Event-related Electroencephalography 

Surface electroencephalography (EEG) is the recording of electrical activity along the 

scalp of an individual’s head.  The first ever recording on humans was performed by Hans 

Berger in 1924.  He termed the recording “electroenkephalography” and later showed that direct 

cortical recording of the brain is very similar to EEG recording with the exception of the signal 

being substantially smaller in amplitude during EEG recording.  The electrical signal is recorded 

as a voltage difference in relation to a reference chosen by the experimenter.  Two of the most 

common types of references used are the linked-ear reference and common average reference 

(Cacioppo et al. 2000).   

The post-synaptic local field potentials (PSP) of pyramidal neurons within the cortex are 

thought to produce the majority of EEG signals.  Action potentials (APs) are first generated 
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when a neuron’s threshold is reached and Na+ ions travel across the axon to the axon terminal.  

This inward current flow triggers a reciprocal outward current flow of K+ ions in order to return 

the membrane back to its original resting state.  This inward current results in a current sink and 

the outward current results in a current source that together form a dipole.  Once the AP reaches 

the axon terminal, positive Ca++ ions are released which then triggers the release of 

neurotransmitter onto the receptors of dendrites.  This results in the opening of ion channels and 

generation of PSP at the post-synaptic membrane.  There are two types of PSPs, excitatory PSPs 

(EPSPs) and inhibitory PSPs (IPSPs).  EPSPs are due to the depolarization of cell membrane 

which results in the opening of positive ion channels, an influx of positive ions, and the 

formation of a negative local field potential in the extracellular space.  IPSPs are due to the 

hyperpolarization of membrane which results in a positive local field potential.  About 90% of 

our neurons are of the EPSP-type.  The most common neurotransmitter associated with EPSP is 

glutamate and the most common neurotransmitter for IPSP is GABA.  EPSP favors superficial 

layers of the cortex while IPSP favors deeper layers of the cortex (Holmes and Khazipov 2007).    

The action potentials (APs) were once thought to be a source of the EEG signals but were 

later proven to be highly unlikely. It is the different spatial and temporal features of APs and 

PSPs that led to the consensus that EEG signals are predominantly from PSPs.  First, APs are 

generated at a higher frequency (one ms) than PSPs (tens or hundreds of ms), so there is a greater 

likelihood of APs to be filtered out by the high filtering properties of the human head (i.e. 

volume conduction of the scalp, skull, meninges, cerebral spinal fluid and other biological 

tissues) (Luck 2005).  PSPs, on the other hand, are slower, graded potentials which allows for the 

summation of local field potentials from adjacent neurons. Secondly, the currents from graded 

potentials (PSPs) travel through cells and exit at relatively distant areas while APs are a series of 
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current sinks and sources located close together making it highly likely for local field potentials 

to cancel one another.  Lastly, the spatial configuration of dendrites versus axons on pyramidal 

neurons makes PSPs a more likely source of EEG signals than APs.  Dendrites are 

predominantly arranged in parallel to one another, tangential to the scalp, which creates a better 

configuration (also known as “open field” assembly) for the summation of PSPs.  Axons are 

more likely to be arranged in a random fashion (“closed field”) so their polarities will likely 

cancel each other out (Cacioppo et al. 2000 and Holmes and Khazipov 2007).  In summary, 

scalp-recorded EEG are thought to originate from post-synaptic potentials due to specific spatial 

and temporal features, 1) the slower graded potentials at the post-synaptic membrane, 2) the 

currents of graded potentials traveling and exiting at relatively distant areas, and 3) the parallel 

alignment of open field neuronal assemblies all allow for the summation of local field potentials.  

To measure brain activity that is a direct result of cognitive processes like perception and 

memory, a series of EEG signals could be averaged together relative to a time-locked stimulus or 

event, also known as event-related potentials (ERPs) (Dawson 1947; Vaughan 1969).  An ERP is 

formed from the summation of a series of EEG recordings, time-locked and phase-locked to a 

specific event or stimulus.  George Dawson (1947) believed that by superimposing a series of 50 

trials during electrical stimulation of the peripheral nerve, he would be able to pick up signals 

that are distinct and separate from the “noisy” background activity of EEG.  He was able to 

detect deflections, contralateral to side of stimulation, starting as early as 22ms after stimulation.  

He concluded that the deflections were not due to electrical interference (as no such deflections 

were observed in control trials with no stimulation), muscular artifact (as the strongest 

deflections were found along the midline of scalp), or reflexes.  Dawson’s seminal work proved 

that these superimposed deflections were of cortical origin.  It was not until 1969 however, that 
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Herbert Vaughan actually coined the term that we all use today, “event-related potential” (ERP). 

EEG signals typically range from 10-100uV, whereas ERP deflections ranges from 3-6 uV.  ERP 

components are displayed as a deflection of positive or negative polarity, labeled as P or N 

components respectively.  Polarities detected along the scalp depend on several factors such as 

the type of neurotransmitters (excitatory or inhibitory), source(s) of the signals, and position of 

reference electrode(s).  In the absence of detailed information about the underlying neural 

activity, the polarity of a signal has no direct physiological or functional significance.   

ERPs are thought to result from stimulus-evoked brain activity and/or stimulus-induced 

changes in brain dynamics (Makeig et al. 2002; Pfurtscheller and da Silva 1999). A large number 

of studies have suggested that ERPs could be due to both phase-resetting of ongoing EEG 

oscillations and the increase of neuronal activations that are additive and independent of ongoing 

EEG oscillations (Fell et al. 2004; Shah et al. 2004).  Event-related responses could be measured 

in amplitudes, representing the change in mean firing rates of neuronal populations or changes in 

the power of specific frequencies, representing the amount of neuronal synchrony.  The two 

theories behind ERP formation are the evoked model and phase-reset model (Shah et al. 2004, 

Fell et al. 2004).  The evoked model is based on the idea that populations of neural activity are 

evoked due to an event/stimulus, which will create an additive response and cause a power 

increase in the dominant frequency.  The phase-reset model is based on the idea that there is a 

synchronization of neurons, phase resetting or phase locking of neurons, that does not change the 

actual amount of activated neurons.  The phase-reset model will show a phase concentration in 

addition to a power increase that occurs outside of the dominant frequency.  This power increase 

is serving as a change to assist in phase locking after the event/stimulus.  Studies by Fell et al. 

(2004) and Shah et al. (2004) concluded that both phase concentration and power increases 



 

 

9 

 

contribute to the formation of ERPs, but to a different extent, depending on the task and varying 

conditions of the task.   

One of the most extensively studied ERP components is the P300.  The P300 is 

commonly detected with a positive polarity and peaking around 300 ms after stimulus.  The P300 

is commonly divided into two subcomponents:  P3a and P3b (Coles and Rugg 1996 and Luck 

1996).  The P3b, also known as the classic P300, could be elicited by the popular 2-stimulus 

oddball paradigm.  This paradigm consists of frequent “non-target” stimuli and infrequent 

“target” stimuli.  The P3b is elicited only if the target stimuli is related to the task of the 

experiment.  This component is strongest in the parietal region and often used to test cognitive 

loading because the P3b has been shown to change in amplitude and/or latency depending on 

changes in cognitive demands of the task (Luck 1996).  The P3a, on the other hand, is known as 

the deviant P300 because this component could be elicited with a deviant stimuli, even if the 

stimuli is not related to the task at hand (unlike P3b).  The P3a usually occurs at an earlier time 

than the P3b and is strongest in the frontal region.  A task commonly used to elicit the P3a is the 

3-stimulus oddball paradigm, where an additional infrequent third stimuli, the “deviant” stimuli, 

is included in the task.  This P3a, similar to the CNV, could be habituated with repeated exposure 

to the deviant stimuli. 

 EEG has become a popular tool in neurophysiological and cognitive research because of 

its ability to record brain activity at a high temporal resolution.  The functional mapping of the 

human brain provides a means to identify both the temporal and spatial characteristics of brain 

activity, providing clues to the underlying mechanisms behind the activation pattern.   However, 

one of the shortcomings with EEG is its poor spatial resolution.  EEG is recorded at the scalp 

with electrodes that are commonly clipped onto a cap worn by the subjects.  Signals from within 
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our brain have to travel through many tissue layers (i.e. skin, scalp, skull, and brain) before 

reaching to the electrode surface.  This volume conduction not only attenuates the signal but 

creates difficulty in identifying the precise location or source of the signal from within our brain, 

also called the inverse problem.  There is no unique solution to this because the distribution of 

scalp potentials can be produced by many combinations of generator source(s).  Therefore, we 

have to rely on models to predict the localization of these source(s).  The extent of volume 

conduction and assumptions made by different models could be affected by source location, 

source configurations, and head properties.  One common model used to estimate the source of 

brain potential is low-resolution electromagnetic tomographic analysis (LORETA) (Pascual-

Marqui 2002).  Recent research indicates that LORETA is among the more accurate and 

conservative approaches (Thatcher 2005).  LORETA solutions are characterized with the 

assumption that there are highly synchronized activity among neighboring neurons and that the 

smoothest of all possible distributions is the most plausible to explain the data (Pascual-Marqui 

et al. 2002).  In order to simplify the extensive calculations involved with determining the 

possible source(s) from recorded EEG signals, a forward model is performed prior to 

determining the inverse solution.  The forward problem involves computing the scalp potentials 

at a finite set of source locations based on the assumptions made about source configuration and 

head properties.  For example, the finite element model, FEM, is a volume-based modeling 

technique that considers individual anisotropic conductivities of each tissue type (skin, skull, and 

brain/CSF) in order to determine the solutions to the forward model.   
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CHAPTER 2 

 

SPATIOTEMPORAL DYNAMICS OF BRAIN ACTIVITY  

DURING THE TRANSITION FROM VISUALLY GUIDED  

TO MEMORY GUIDED FORCE CONTROL  

 

2.1. Introduction 

 

 Many daily activities require humans to produce force or perform movements with visual 

feedback and then transition to performing a similar motor output without visual feedback.  One 

example is while driving a car, when an individual applies a force to the accelerator to maintain 

car speed and applies forces to the steering wheel to keep the car position within the lanes.  The 

driver receives visual feedback of the other cars and the road ahead.  At times however, the 

driver’s eyes may transition away from the road to either pick up a drink or change the radio 

station, but the voluntary forces applied to the steering wheel and accelerator must be 

maintained.   

Prior studies have found that the production of accurate force output depends on whether 

or not visual information is available (Slifkin et al. 2000), and on the amount of visual 

information available (Vaillancourt et al. 2006a).  Visually guided force control tasks have been 

associated with activity in frontal and parietal cortices (Grol et al. 2007; Jeannerod et al. 1995; 

Kuhtz-Buschbeck et al. 2001).  Ehrsson and colleagues (2001) identified several areas of the 

frontal and parietal cortices active during precision grip force control, including primary motor 

cortex, premotor cortex, supplementary motor area, cingulate motor area, and intraparietal 

cortex.  Neuroimaging techniques that include positron emission tomography (PET) and 

functional magnetic resonance imaging (fMRI) have identified the anatomical regions that are 

activated during memory guided motor tasks (Cohen et al. 1997; Debaere et al. 2003; Jahanshahi 

et al. 1995; Mueller et al. 2007; Vaillancourt et al. 2003).  The neural processes that underlie the 
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generation of memory guided force control have been specifically linked to the dorsolateral 

prefrontal cortex, ventral prefrontal cortex, and anterior cingulate cortex during isometric grip 

force control using fMRI (Vaillancourt et al. 2003).  Studies using electroencephalography 

(EEG) have investigated memory processes within long delay periods of memory retention 

(Bender et al. 2010; Sauseng et al. 2002).  However, the neural circuits that are utilized during 

the immediate transition from visually guided to memory guided force control have not been 

well elucidated. 

 It is well established that the prefrontal cortex is a key brain region that is involved with 

memory guided tasks. Neurophysiological studies in monkeys (Fuster and Alexander 1971; 

Kubota and Niki 1971; Miller et al. 1996) and fMRI studies in humans (Cohen et al. 1997; 

McCarthy et al. 1996) report persistent neuronal activity in the prefrontal cortex during the delay 

period of a working memory task.  Lesions studies in monkeys and humans indicate that lesions 

to the prefrontal cortex impair working memory (Curtis and D'Esposito 2004; Müller and Knight 

2006).  Vaillancourt and colleagues (2003) were able to isolate memory-related processes to the 

prefrontal cortex during a precision grip force task using fMRI by separating motor memory 

processes from visual only and motor only activations.  Studies using transcranial magnetic 

stimulation (TMS) over the dorsolateral prefrontal cortex (DLPFC) (Hamidi et al. 2009; 

Mottaghy et al. 2002; Oliveri et al. 2001; Postle et al. 2006) further confirms the role of the 

prefrontal cortex in working memory.  A recent study using EEG examined the delay phase 

during a memory-guided saccade task and localized prefrontal activity only during the initial part 

of the delay period (Brignani et al. 2010).  The extent and potential timing that prefrontal cortex 

is activated during the immediate transition from a visually guided motor task to a memory 

guided motor task is still not well established.  Determining the relative timing of prefrontal 
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activation is an important step towards revealing the specific contribution of prefrontal areas 

during motor memory tasks.  

 The current study examines force performance and the spatiotemporal pattern of brain 

activity that occurs during the transition from a visually guided to a memory guided force control 

task using event-related potentials (ERPs) and low resolution electromagnetic tomography 

(LORETA).  In accordance with the previously mentioned studies on the role of prefrontal cortex 

during accurate memory maintenance, we hypothesize that prefrontal event-related activity 

changes during the transition from visually guided to memory guided force control.  Previous 

behavioral work suggests that the temporal capacity of short-term visuomotor memory  can 

extend up to 2 s (Binsted et al. 2006; Elliott and Madalena 1987) or even shorter between 0.5-1.5 

s during force production (Vaillancourt and Russell 2002).  As such, we expect to observe 

behavioral changes between 0.5-1.5 s during the subjects’ memory guided force production, and 

further predict that prefrontal activity changes before changes in behavior.   

 

2.2. Research Design and Methods 

 

2.2.1. Subjects 

Twelve healthy right-handed subjects with normal or corrected vision participated in this 

study (6 females, aged 19-34 years; M = 23.5, SD = 4.47).  Self-reported measures of 

handedness and medical history were used.  Subjects were asked not to consume any caffeine 

and refrain from using any hair products on the day of testing.  All subjects provided informed 

consent prior to the experiment.  This study was approved by the local Institutional Review 

Board and in accordance with the Declaration of Helsinki.   

2.2.2. Experimental design 
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Subjects sat up-right in a chair with their right forearm supported by a rigid arm rest and 

their thumb and index finger in a pinch grip position against two force transducers (Measurement 

Specialties, Hampton, VA) (Figure 2.1A).  The experiment was carried out in a normally 

illuminated room with a computer monitor that was placed ~130 cm (52 in.) in front of the 

subjects.  Before the experimental task, subjects performed three 3 s trials of maximal isometric 

pinch grip force.  The largest force output of the 3 trials was used as the individual’s maximal 

voluntary contraction (MVC).  Next, each subject performed 5 practice trials that consisted of 20 

s of rest followed by 30 s of force production at 15% of their MVC.  Subjects were asked to 

practice a pinch grip force task so that: 1) the subjects can be familiarized with the equipment 

and general requirements of the study, and 2) the visual display during force production could be 

recorded and reproduced onto the screen for the subjects during a vision only condition of the 

task.  

Figure 2.1B shows one experimental trial with the following sequence of conditions: 1) 

rest (R, 5s), 2) vision only with no force production (V, 6s), 3) force with visual feedback (FV, 

5s), and 4) force from memory (FM, 4s).   Each condition is described in further detail below: 

1) R: Subjects were asked to rest and look straight ahead at the computer screen.  A yellow 

stationary target bar was displayed and set at 15% of the subjects’ MVC.  A white stationary 

force bar was also displayed during the rest condition.  

2) V: Subjects were asked not to produce any force and to focus their attention on the screen as 

the yellow target bar turns green and the white force bar fluctuates in real time according to the 

reproduction of the subjects’ force output during practice trials. Subjects were asked to continue 

looking straight ahead at the screen as the white force bar disappears and only the green target  

 



 

 

15 

 

 

A  B    

 

Figure 2.1. A: precision grip apparatus pressed with the subject’s thumb and index fingers.  B: 

sequence of conditions for each trial along with the visual display viewed by the 

subject.  The transition periods that were examined are also shown.   
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bar remains on the screen. This is a reproduction of the same visual stimulus that subjects 

observed during force with visual feedback (FV) and force from memory (FM) conditions. 

3) FV: Subjects were asked to produce force at 15% of their MVC when the white force bar 

reappears, matching the white force bar to the green target bar using online visual feedback of 

the force output. 

 4) FM: Subjects were asked to continue producing the same amount of force from memory after 

the white force bar disappeared.   

 Each trial lasted 20 s, with the trials repeated 25 times in one block.  Each trial started in 

the same order of conditions as described above.  To minimize a possible increase in 

electrocortical activity due to muscle fatigue (Johnston et al. 2001), subjects received a break of 

at least 3 minutes after every block in addition to R and V conditions that required no force 

production within each trial.  A total of 8 blocks, equaling 200 trials, were performed by each 

subject.  Subjects were instructed to minimize blinking during V, FV, and FM conditions.  

Because the focus of this study was on the transition from visually guided to memory guided 

force control, the analyses were focused on the transition within V and from FV to FM.  The 

transition during V conditions will be referred to as the fixation transition. The transition from 

FV to FM will be referred to as the memory transition (Figure 2.1B).  The fixation transition 

served as a control task for this study where subjects viewed an identical visual stimulus to that 

observed during the memory transition.  This allowed us to parse out the neural activity 

associated with stimulus-related perception and isolate the neural activity relating to memory 

guided force control.   
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2.3. Data Acquisition and Statistical Analysis 

 

2.3.1 Behavioral data acquisition 

The force transducers used were ELFF-B4 model load cells constructed from 

piezoresistive strain gauges measuring force up to 100 N (Measurement Specialties, Hampton, 

VA).  Force data was collected by Coulbourn Instruments Type B V72-25B amplifiers at an 

excitation voltage of 5 V.  The force signal was transmitted via a 16-bit A/D converter and 

digitized at 200 Hz.  The output from the force transducers was presented to the subject using a 

visual display on the computer screen (force bar in Figure 2.1B).  The force output was displayed 

on the screen at a resolution of 1024x768 pixels and a refresh rate of 60 Hz.  Digital triggers 

identifying the start of each condition (ie. R, V, FV, and FM) were sent from a program written 

in Labview to the Biosemi ActiveTwo acquisition software. 

 

2.3.2. Electrophysiological data acquisition 

The electroencephalogram (EEG) was collected using Biosemi ActiveTwo system with 

128 Ag-AgCl Active Two electrodes.  The active electrodes were connected to a cap that was 

configured very similarly with the 10-5 electrode system (Oostenveld and Praamstra 2001).  One 

of three cap sizes was selected for the subjects depending on their head circumference (ie. 50-54 

cm, 54-58 cm or 58-62 cm).  Figure 2 shows the configuration of the electrodes.  The signals 

were amplified through the electrode at the source and have an output impedance of less than 

1Ω.  EEG signals were digitally amplified at DC and sampled at 2048 Hz.  Electrical potentials 

were recorded between each electrode and the common mode sense (CMS) electrode, that is 

analogous to a ground.  The CMS and a driven right leg (DRL) electrode are located towards the 
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center of the other electrodes as seen in Figure 2.2 (black-filled circles).  The CMS and DRL 

electrodes were used to drive the average potential of the patient as close as possible to the AD-

box reference potential electrode.  The electrode offsets, a running average of the voltage 

measured between the CMS and each active electrode, were evaluated before the start of each 

block and during data collection to be within the acceptable range of ±40 mV (BioSemi B.V., 

Amsterdam).  The electrode offset served as an indirect measure of impedance tolerance to 

ensure that a stable and high quality signal was recorded from each active electrode.  

 

2.3.3. Behavioral data analysis 

Individual force trials were first visually inspected using a custom-written program in 

LabView to ensure that subjects were completing the requirements of the task (i.e. producing 

force during memory transitions and not producing force during fixation transitions).  Trials were 

discarded from further analysis if force production was not completed as instructed.  The force 

data was low-pass filtered using a fourth-order dual-pass Butterworth filter at 10 Hz.  Force 

output was examined in 100 ms time bins from 200 ms before to 800 ms after the force 

transitions.  Four dependent measures were calculated: 1) mean force output, 2) standard 

deviation (SD) of force, 3) coefficient of variation (CV) of force, and 4) the root mean squared 

error (RMSE) of the force in newtons.  The RMSE reflected how accurate force production was 

relative to the target force output.  The effect of time on force output was analyzed with repeated 

measures ANOVA using Greenhouse-Geisser corrections.  Significance was determined with a 

p-value of less than 0.05.  Significant effects were followed by Tukey’s Honestly Significant 

Difference test to determine the first 100 ms time bin that was significantly different after visual 

feedback was removed.    
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Figure 2.2. Clusters of 3 electrodes (gray-filled circles) are highlighted with dashed lines 

showing the 13 regions of interest (ROIs).  Black-filled circles are the two reference 

electrodes used during data collection. 
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2.3.4. Electrophysiological analysis 

All EEG data were imported into EMSE software suite (Source Signal Imaging, San 

Diego, CA) for analysis.  The data was first re-referenced to a common average reference.  The 

average reference was chosen to provide the best approximation of an absolute reference with a 

net source of zero (Srinivasan et al. 1998).  This will also allow us to avoid the violation of 

quasi-stationarity for source estimation (Michel et al. 2004).  Slow drifts within EEG signals 

were removed by polynomial detrend and baseline corrected to DC offset.  Next, channels were 

band-pass filtered at 0.5-70 Hz.  Then signals were downsampled from 2048 Hz to 512 Hz.  

Trials were manually inspected for movement and eye artifacts and discarded from further 

analyses if they contained visible artifacts.  In addition, clear instructions were provided to 

subjects to fixate and focus on the force and target cursor on the screen, therefore horizontal eye 

movements were minimized.  Vertical eye blinks and movements were carefully examined 

during individual inspection of each trial and trial acceptance was conservative.   An average of 

3 individual noisy channels was corrected with the EMSE spatial interpolation filter in 8 of the 

12 subjects. The specified channels were recreated by interpolation using all other channels in 

the file and weighted as a function of its distance from the channel to be reconstructed.   The 

average number of valid trials per subject was 149 trials (SD= 36.27) for the fixation transitions 

and 154 trials (SD= 35.9) for the memory transitions.       

As we were interested in the transition period, the event-related potentials (ERPs) were 

extracted by averaging across all valid trials for each subject from 0 to 800 ms after the fixation 

and memory transitions (Figure 2.3). The transitions were carefully designed to control for the 

visual properties of the stimuli and to exclude neural activity relating to motor output production 

by removing visual feedback during the maintenance of force production.  A total of eight 100 
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Figure 2.3. The eight 100ms time bins used to compare between fixation and memory  

         transitions. 
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ms time bins were analyzed.  The effect of time and transition on each region of interest (ROI) 

was analyzed using separate 2-way repeated measures ANOVA with Greenhouse-Geisser 

corrections (8 time bins x 2 transitions). ROIs were selected based on standardized positions of 

the international 10-5 system.  The ROIs covered frontal (Fpz, F3, Fz, F4), central (C3, Cz, C4), 

parietal (P3, Pz, P4), temporal (T7, T8), and occipital (Oz) regions.  Each ROI consisted of an 

average cluster of 3 electrodes.  The two levels of transitions were examined across the eight 

100ms time bins (Figure 2.3).  Each significant time*transition interactions was followed with 

individual t-tests and corrected for multiple comparisons using Bonferroni corrections.  For each 

interaction, a total of 8 t-tests were conducted and considered significant with a p-value < 

0.00625.  Electrophysiological results will be reported in terms of positive or negative polarities 

but no inferences will be made regarding the nature of the polarities, i.e. the structure and 

orientation of dipole(s) or the type of post-synaptic cells (excitatory or inhibitory). 

 

2.3.5. Source analysis  

  In order to firther understand the spatial pattern of brain activity during visually guided 

to memory guided force control, we performed source localization on the time bins that were 1) 

significantly different in the electrophysiological analysis, and 2) observed prior to behavioral 

changes in force output.  Hence, low-resolution electromagnetic tomographic analysis 

(LORETA) was applied at each 100 ms time interval from 300 to 600 ms after the memory 

transition.  The difference wave obtained by subtracting the grand-averaged event-related 

response during the memory transition from the fixation transition was used to compute three-

dimensional linear solutions to the inverse problem within the constraints of a realistic finite 

element modeling (FEM) of an average brain (EMSE® Suite).  FEM is a volume-based 
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modeling technique that considers individual anisotropic conductivities of each tissue type (skin, 

skull, and brain/CSF) to determine the solutions to the forward model.  The distribution of 

neuronal generators as a current density value at each voxel and spatial resolution of 5 mm was 

determined.  LORETA solutions are characterized with the assumption that there are highly 

synchronized activity among neighboring neurons and that the smoothest of all possible 

distributions is the most plausible to explain the data (Pascual-Marqui et al. 2002).  Human 

Motor Area Template and prior fMRI studies from our laboratory were used to identify brain 

regions from the LORETA solutions (Mayka et al. 2006; Vaillancourt et al. 2003). 

 

2.4. Results 

 

2.4.1. Behavioral results 

The target force level across subjects ranged from 3.9-12.75 N with the mean target force 

= 7.23 N (SD = 2.32).  The analyses examined the dependent measures in consecutive 100 ms 

time bins from 200 ms before to 800 ms after visual feedback was removed in the force 

transition.  Repeated measures ANOVA for mean force output was not significantly different 

indicating that mean force did not change across time [F(9,99) = 1.65, p = 0.22] (Figure 2.4A).  

SD and CV of force were also not significantly different across time [F(9,99) = 0.96, p = .44; 

F(9,99) = 0.934, p = 0.45] (Figure 2.4B and 2.4C).  These results indicate that force variability 

did not change over the examined time bins.  However, the root mean squared error (RMSE) of 

force production was significantly different across time [F(9,99) = 18.53, p = 0.000025] (Figure 

2.4D).  Tukey’s Honestly Significant Difference test was subsequently used to detect the earliest 

time bin that was significantly different from 200 ms before visual feedback was removed.  A 
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Figure 2.4.  A: Subject’s mean force output before and after visual feedback was removed.  B: 

Standard deviation (SD) and C: Coefficient of variation (CV) of force. D: Root 

mean squared error (RMSE) of force production relative to the target force 

following the removal of visual feedback.  
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significant increase in force error was detected at 600 ms after visual feedback was removed.  

Thus, subjects were able to maintain force accuracy for at least 600 ms following the removal of 

visual feedback.  

 

2.4.2. Electrophysiological results 

Figure 2.5 illustrates the ERP topography map of the grand-average across all 12 

subjects.  The potential distribution is projected onto a standardized head shape.  The visual 

stimulus (i.e. disappearing white force bar) initiated during both the fixation and force transitions 

resulted in a similar pattern of visual ERP components between 0 and 300 ms.  Next, a centrally-

distributed positivity was observed between 300 and 400 ms in the force transition but not the 

fixation transition.  This was followed by a prefrontal positivity between 400 and 600 ms in the 

force transition.  A centrally-distributed negativity could also be seen between 400 and 600 ms in 

both transitions.  Lastly, a frontal negativity and parietal positivity could be observed in both 

force and fixation transitions with the negative component appearing earlier between 400 and 

500 ms, followed by the positive component between 500 and 600 ms.  This frontal-negative and 

parietal-positive pattern persisted for the remainder of the examined time bins in both transitions. 

 Significant time*transition interactions were found in 7 of the 13 ROIs (i.e. Fpz, F3, F4, 

C3, Cz, P3, and Pz channel groups) (Table 2.1), followed by significant t-tests in 6 of the 7 

significant interactions after Bonferroni corrections (i.e. Fpz, F3, F4, C3, P3, and Pz channel 

groups) (Figure 2.6).  This suggests that ERPs, relating to the maintenance of force production 

and not the visual stimulus, were detected in these regions.  Detailed results of the statistical 

analyses can be found in Table 2.1.  Post-hoc t-tests revealed that significant differences 

occurred as early as300 ms after the removal of visual feedback.  The green box in Figure 2.6 
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Figure 2.5. Grand-average event-related topography in 100 ms time bins from -200 ms to 

800 ms after (A) fixation transition and (B) memory transition.  

 

 

 

 

 

 

 

 

 

 



 

 

27 

 

shows the first region with significant changes in ERPs was detected over the C3 channel group, 

contralateral to the hand producing force (also see Table 2.1).  By 400 ms after visual feedback 

was removed, significant differences were found in the Fpz channel group and this is highlighted 

in the yellow box in Figure 2.6.  The prefrontal activity along with the centrally-located C3 

channel group, were simultaneously significant from 500 to 600 ms after visual feedback was 

removed.  Lastly, a significant change in ERPs occurred across bilateral frontal and left parietal 

cortices (F3, Fz, F4, P3, and Pz channel groups) at 700 ms after visual feedback was removed.  

As shown in the red boxes in Figure 2.6, this simultaneous frontal-negativity and parietal-

positivity can be observed more prominently during the memory transition than the fixation 

transition (also see Figures 2.5). 

 

2.4.3. Source results 

 The results of the source analysis for Experiment 1 can be seen in Figure 2.7.  Specific 

brain regions corresponding to the observed solutions are overlayed onto an average brain 

included in the EMSE suite and distributed with the SPM (Statistical Parametic Mapping) 

software made available by the Wellcome Department of Imaging Neuroscience at University 

College London, UK.  The more intense red color indicated a greater source of activation from 

the specific regions.  The solution illustrated a stronger focus of activity in the left ventral 

premotor cortex from 300 to 500 ms after memory transition. Maximum current density values 

were identified at (X= -54, Y = 4, Z = 9) from 300 to 400 ms and (X = -54, Y = 8, Z = 11) from 

400 to 500 ms after visual feedback was removed, both representing Brodmann’s area (BA) 6 in 

Talairach coordinates.  Maximum activation from 500 to 600 ms after visual feedback removal 
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was localized to the right ventral prefrontal cortex at (X = 24, Y = 48, Z = -6) corresponding to 

BA10/11.  
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Figure 2.6. Grand-average event-related potentials (ERPs) of regions of interest (ROIs) in the 

memory transition (black) and fixation transition (gray). Statistically significant 

ROIs are highlighted chronologically from earliest to latest time of significance (i.e. 

green to yellow to red). * indicates significant time bins within each ROI. 
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Figure 2.7. Grand-averaged ERP difference results of the LORETA analysis showing current  

density maxima from 300-400 ms (top row), 400-500 ms (middle row), and 500-

600 ms time bins (bottom row).  Each map consists of axial, coronal, and sagittal 

slices showing the same area of maximum activation.  
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2.5. Discussion 

 

This study demonstrated the spatiotemporal pattern of brain activity during the transition 

from a visually guided to a memory guided force control task.  The primary finding of this study 

is that early event-related changes in activity of the lateralized central (C3) and prefrontal (Fpz) 

regions are associated with memory guided continuous force production.  These changes 

occurred before any changes in behavior were detected. Further tomographical analysis 

(LORETA) confirmed that the most prominent and consistent sources of activity were localized 

to the left ventral premotor cortex (BA6) and right ventral prefrontal cortex (BA10/11).  Our 

findings show that subjects rely on early and rapid sensorimotor memory processes involving the 

ventral premotor cortex and ventral prefrontal cortex.   

 

2.5.1. Premotor activation 

One of the novel findings in this study is that the first event-related activity was observed 

as early as 300 ms in the left central region (C3 channel group) after visual feedback was 

removed.  Cortical localization (LORETA) indicated the left ventral premotor cortex (BA6) as 

the brain region primarily responsible for the observed event-related activity between 300 and 

400 ms after visual feedback was removed.  In addition to its well-established motor function, 

the premotor cortex has been associated with working memory processes (D'Esposito et al. 1998; 

Jonides et al. 1993; Owen et al. 2005).  Premotor activation has been recorded during delayed-

response memory tasks in humans (Baker et al. 1996; Jonides et al. 1993; Mecklinger et al. 

2002).  These prior studies have associated premotor activation with motor preparation and 

attention towards the target during a delayed response memory condition.  Another fMRI study 

was able to show ventral premotor activation contralateral to the dominant hand while retaining 
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information about objects that require future motor actions (Mecklinger et al. 2004).  Our result 

extends previous evidence to ventral premotor cortex involvement during the active maintenance 

of motor requirements from memory.  

The observed left-lateralized central positivity during memory guided force control can 

also be related to the P300 component.  The act of switching from a visually guided task to a 

memory guided task could be related to the classic central-parietal P300 component that was 

proposed to reflect context updating and monitoring of working memory (Donchin 1981; Polich 

and Donchin 1988).  A variety of studies have demonstrated changes in the topography of the 

P300 depending on the type of information processed in working memory (Lang et al. 1992; 

Mecklinger and Pfeifer 1996; Ruchkin et al. 1992) and changes in the amplitude of the P300 

depending on the amount of information retained in working memory (Ruchkin et al. 1992).  The 

observed scalp topography of a left-lateralized central P300 component in the current study is 

likely due to the fact that we studied a continuous motor memory task using the right hand 

whereas prior studies that observed a P300 component in the central-parietal cortex have focused 

on visual or auditory detection tasks (Picton 1992). Hence, our findings extend the previous 

evidence by showing a spatially specific centrally-located change in the P300 during the 

transition from visually guided to memory guided force production.   

 

2.5.2. Prefrontal activation 

 Following the change in activity in the left central region, changes in the prefrontal cortex 

(Fpz channel group) were identified as early as 400 ms into the memory guided task.  LORETA 

solutions identified the strongest source of brain activity from the ventral prefrontal cortex 

(BA10/11) between 500 and 600 ms after visual feedback was removed.  One of the early 
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observations seen in monkeys was the sustained neural activity within the prefrontal cortex 

during the delay period of a delayed-response task (Fuster 1973; Fuster and Alexander 1971).  

This prefrontal activity is also consistent with what has been previously identified in fMRI and 

PET studies during internally-generated movements (Jenkins et al. 2000; Vaillancourt et al. 

2003).  Involvement of the prefrontal cortex has been shown in studies describing the prominent 

role of this region in various forms of working memory (WM) (i.e. visual, auditory, and tactile 

memory) (Curtis and D'Esposito 2003; Gallace and Spence 2009; Postle 2006).  LORETA 

solutions are in line with the results of neuroimaging and neurophysiological studies indicating 

the specific activation of ventral prefrontal cortex during working memory tasks (Inoue et al. 

2004; Owen et al. 2005; Rosenkilde et al. 1981; Wager and Smith 2003).  Another support for 

ventral prefrontal involvement during working memory processes is when delayed-response 

memory performance is impaired in individuals with ventral prefrontal lesions (Meunier et al. 

1997; Oscar-Berman 1975). Barbey and colleagues (Barbey et al. 2011) recently demonstrated 

the critical role of the ventral prefrontal cortex during working memory tasks that require 

multiple higher-order cognitive processing such as the n-back task.  Because subjects in the 

current study had to actively maintain and monitor the isometric force demands during the 

transition from visually guided to memory guided force control, our findings are consistent with 

Barbey and colleagues’ study showing ventral prefrontal activity during tasks that require 

additional higher-order cognitive demands.   

 

2.5.3. Frontal-parietal network of motor memory 

 The unique spatiotemporal pattern of brain activities observed in this study provides 

support for a network extending across the frontal regions, including the ventral prefrontal cortex 
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and ventral premotor cortex.  These cortical areas could constitute part of a network that 

mediates motor memory processes.  These results support previously identified connections of 

ventral prefrontal and premotor cortices with the dorsolateral prefrontal cortex and posterior 

parietal cortex during tasks requiring memory in non-human primates (Goldman-Rakic 1988; 

Selemon and Goldman-Rakic 1988).  Although changes in parietal activity were not observed 

before behavioral changes occurred, we did observe changes in parietal activity by 700 ms after 

visual feedback was removed.  This is in agreement with the strong basis of support for the 

dynamics between frontal and parietal cortices during memory guided tasks as shown through 

single-unit recordings in primates (Chafee and Goldman-Rakic 2000; Nieder and Miller 2004).  

Chafee and Goldman-Rakic (2000) confirmed the reciprocal projections between prefrontal and 

parietal regions through cortical cooling in one region and single-unit recording of the other 

region during a visuomotor working memory task.  Prefrontal and parietal cooling led to a 

significant impact on the neuronal activity of parietal and prefrontal regions, respectively.  The 

temporal order of prefrontal activity followed by parietal activity has been demonstrated in non-

human (Tomita et al. 1999) and human studies (Brass et al. 2005; Bunge et al. 2002).    

 

2.5.4. Summary 

 In summary, the high temporal resolution of EEG measures in combination with source 

localization provided novel insights into the spatiotemporal pattern of motor memory processing.  

This study demonstrates that subjects rely on sensorimotor memory processes during the absence 

of visual feedback that involves ventral premotor cortex and ventral prefrontal cortex.  These 

changes in ventral premotor and ventral prefrontal activity occurred prior to changes in 

behavioral force error and prior to any changes in the mean force output.  These findings suggest 
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that when subjects maintain force at a steady level shortly after the removal of visual feedback, 

they begin to rely upon specific neural processes in the premotor and prefrontal cortex.  Since the 

premotor cortex and prefrontal cortex are affected by both aging and by specific neurological 

disorders, it is possible that our current findings may provide future insight into the timing and 

location that memory-guided motor output is affected with aging and neurological disease.   
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CHAPTER 3 

 

SPATIOTEMPORAL DYNAMICS OF BRAIN ACTIVITY  

DURING ADAPTATION TO CHANGES IN VISUAL GAIN 

 

3.1. Introduction 

 

 Visually-guided precision grip tasks depend on a visuomotor system consisting of 

parietal-frontal regions including the superior and inferior parietal cortex, premotor cortex, and 

primary motor cortex (Binkofski et al. 1999; Kuhtz-Buschbeck et al. 2001; Vaillancourt et al. 

2003).  Laboratory studies have also shown that amplifying the gain of visual signals enhances 

performance on tasks such as drawing (Prager and Contreras-Vidal 2003), force control (Newell 

and McDonald 1994a), and arm pointing (Seidler et al. 2001a). When the visual gain is 

increased, the spatial amplitude of the visual feedback changes on the display and this improves 

performance.  Specific regions of the visuomotor system have been shown to respond selectively 

to different static levels of visual gain.  When visual gain is increased at high gain levels, 

increased activation was observed in the dorsal and ventral premotor areas and inferior parietal 

lobule (Coombes et al. 2010a).  On the other hand, when visual gain is increased at low gain 

levels, the same authors found increased activation in primary motor cortex, V3 and V5 of the 

extrastriate visual cortex, and ventral premotor cortex.   

 Although considerable focus has been given to how motor performance and brain activity 

changes during static changes in visual gain, less is known about the acute adaptation to 

increased visual gain.  Does force variability decrease during the adaptation phase as has been 

shown during static changes in visual gain?  Or, does force variability increase as the visuomotor 

regions of the brain adapt to the changes in visual gain.  And, do the same brain circuits respond 

to changes in visual gain during the adaption phase as has been shown for static changes in 
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visual gain?  The literature on adapting to visuomotor rotations offers some insight into how 

behavior and brain circuits respond to enhanced visual gain.  Anguera and colleagues (2009) 

studied adaptations to visuomotor rotations and found that when subjects produced large errors, 

the magnitude of the event-related potential in frontal-central electrodes was greater as compared 

to when subjects made small errors.  Also, Gentili and colleagues (2011) employed a visuomotor 

rotation task and found a prominent engagement of the frontal cortical regions that gradually 

diminished as the task was achieved.  These authors also identified a relationship between 

movement error and electrical activity in frontal circuits.  Collectively, these studies indicate that 

cortical activity changes during visuomotor adaptation and it is possible that visual gain could 

also cause changes in cortical activity.  However, Krakauer and colleagues (2004b) used H2
15

O 

positron emission tomography (PET) to study adaptations to visuomotor transformations and 

visual gain.  Although visuomotor transformations induced changes in the cortex, the authors 

found that only subcortical areas (putamen and cerebellum) responded with a change in relative 

cerebral blood flow to visual gain-related adaptations.  The measurements observed with PET are 

over a long time scale (tens of seconds) and it is possible that the visual gain-related adaptations 

in the cortex occur over a short time scale.  

 Here, we sought to determine how increased visual gain influences motor performance 

and electrical brain activity in parietal-frontal regions through two experiments which 

manipulated the transition from low to high visual gain and high to low visual gain.  Brain 

activity was monitored using high density electroencephalography (EEG) and source estimation 

was performed using low-resolution electromagnetic tomography (LORETA) during an 

isometric visually-guided grip force task.  In contrast to a series of experiments from different 

laboratories which have examined static levels of visual gain and consistently found that high 
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visual gain leads to reduced force variability (Baweja et al. 2010; Beuter et al. 1995; Hong and 

Newell 2008; Stephens and Taylor 1974), we test the hypothesis that when subjects immediately 

adapt to a transition from low to high visual gain, there will be an acute increase in force 

variability as the visuomotor regions of the brain adapt to the novel visual stimulus.  We also 

predict that increasing visual gain involves a shift in electrocortical activity within parietal-

frontal circuits that will be systematically related to force variability.  Finally, we expect that 

LORETA-based source localization will be consistent with prior fMRI studies which have 

localized visual gain-related changes to ventral and dorsal premotor cortex, extrastriate visual 

cortex, and parietal cortex (Coombes et al. 2010a).   

 

3.2. Research Design and Methods 

 

3.2.1. Subjects 

A total of 11subjects were in Experiment 1 (6 females, aged 19-30 years; M = 22.73, SD 

= 3.82) and 11 were in Experiment 2 (5 females, aged 19-30 years; M = 23.45, SD = 3.80).  Ten 

of the 11 subjects participated in both experiments.  All subjects were healthy right-handed 

subjects with normal or corrected vision.  Subjects were asked not to consume any caffeine, 

refrain from using any hair products on the days of testing, and to wear prescription glasses 

instead of contact lenses for corrected vision.  Informed consents were obtained from each 

subject prior to the experiment. This study was approved by the local Institutional Review Board 

and in accordance with the Declaration of Helsinki.   

 

3.2.2. Experimental design 
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Subjects made two separate visits to the laboratory.  One day consisted of subjects 

performing the low-to-high visual gain transitions (Experiment 1). Another day consisted of the 

subjects performing the high-to-low visual gain transitions (Experiment 2).  The order of the 

experiments (i.e. low-to-high and high-to-low transitions) was counter-balanced between the 

subjects.  Maximum duration between visits was 7 days.  Subjects sat up-right in a chair with 

their right forearm supported by a rigid arm rest and their thumb and index finger in a pinch grip 

position against two force transducers (Measurement Specialties, Hampton, VA) (Figure 3.1A).   

The experiments were carried out in a dimly-illuminated room with a computer monitor that is 

placed ~130 cm (52 in.) in front of the subjects.  Before the experimental task, subjects 

performed three 3 s trials of maximal isometric pinch grip force.  The largest force output of the 

3 trials was used as the individual’s maximal voluntary contraction (MVC).  Next, each subject 

performed 5 practice trials that consisted of 11 s of rest followed by 6 s of force production at 

15% of their MVC.  One trial from each subject’s practice session was saved so that it could be 

reproduced onto the screen for the subject during the vision only condition of the experimental 

task (Figure 3.1B).   

 The subjects were required to maintain a steady isometric force output with a change in 

visual feedback gain level during force production.  The visual gain can be varied by 

manipulating the distance of the eye to the computer monitor and/or changing the spatial 

amplitude of force output provided to the subject through a white cursor on the monitor. Spatial 

amplitude (α) could be affected by both the distance of the eye to the monitor or the force output 

size.  In this study, the distance between the subject and the computer monitor is always kept 

constant, therefore visual gain was manipulated by changing the size of force output as viewed 

by the subject.  Two visual gains were selected to ensure that we obtained a gain value above and 
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A  B    

 

Figure 3.1. A: precision grip apparatus pressed with the subject’s thumb and index fingers.  B: 

sequence of conditions for each trial along with the visual display viewed by the 

subject.  The transition periods that were examined are also shown.   
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below 1°, spanning the range across which a dramatic change in force performance will occur 

(Vaillancourt et al. 2006a, Coombes et al. 2010).  The height of the force fluctuations viewed by 

the subject was manipulated using the following formula: 

 

White cursor position = ((Fp – Ft) x G) + Ft                                     (1) 

 

 in which Fp is the force produced by the subject, Ft is the target force, and G is the gain level 

used to change the spatial amplitude of visual feedback.  Visual angle was calculated by 

assuming a set force output standard deviation (SD) of 0.3 N (Vaillancourt et al. 2006a).  The 

full range (±3SD) of the estimated variance for the height of force fluctuation was approximated 

by multiplying the SD value by 6 (0.3N x 6 = 1.8N).  The visual angle for each gain level was 

then calculated using the following formula: 

 

 

           (2) 

in which α is the visual angle, D is the distance to the monitor, and H1 is the height of the total 

range of motion in the top half of the visual field (Figure 3.2).  The low and high visual gain 

levels correspond to visual angles of 0.026 and 2.908°, confirming that the selected visual angles 

were well below and above 1°, respectively.  The two levels of visual gain will be referred to as 

low gain (0.026°) and high gain (2.908°) throughout the remainder of this study. 

Each experimental trial was 20s long.  The experimental trials consisted of the following 

conditions: 1) rest (R, 5 s), 2) visual only at low gain (LV, 3 s), 3) visual only at high gain (HV),  
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Figure 3.2. The calculation for visual angle was determined by the distance from the eye to the 

monitor, along with the height of the force fluctuations viewed on the computer 

monitor. 
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3 s), 4) force with visual feedback at low gain (LF), 5 s), 5) force with visual feedback at high 

gain (HF), 4 s) (Figure 3.1B).  Note that there was no gap between these 5 conditions.  Each 

condition is described in further detail below: 

1) R: Subjects were asked to rest and look straight ahead at the computer screen.  A yellow 

stationary target bar was displayed and set at 15% of the subjects’ MVC.  A white stationary 

force bar was also be displayed during the rest condition.  

2) LV: Subjects were asked not to produce any force, but to focus their attention on the screen as 

the yellow target bar turns green and the white force bar fluctuates in real time according to a 

reproduction of the subjects’ force output during a practice trial at low visual gain.  This 

reproduction is a similar visual stimulus that subjects observed during force with visual feedback 

at low visual gain (LF). 

3) HV: Subjects were asked to continue looking straight ahead at the screen as the white force 

bar switches to the high gain condition in real time according to a reproduction of the subjects’ 

force output.  The green target bar remained on the screen.  This reproduction is a similar visual 

stimulus that subjects observed during force with visual feedback at high gain (HF). 

4) LF: Subjects were asked to produce force at 15% of their MVC by matching the white force 

bar to the green target bar using online visual feedback of the force output set at the low gain 

level. 

5) HF: Subjects were asked to continue matching the white force bar to the green target bar using 

online visual feedback of the force output set at the high gain level. 

Trials were repeated 25 times in one block.  A total of 8 blocks, equaling 200 trials, were 

performed by the subjects during each day of testing.  Six of the 12 subjects performed 

Experiment 1 (low to high visual gain transition) on their first visit followed by Experiment 2 
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(high to low visual gain transition) on their second visit. The other 5 subjects performed 

Experiment 2 on their first visit followed by Experiment 1 on their second visit.  Experiment 1 

appeared in the following order of conditions: R, LV, HV, LF, and HF.  Experiment 2 appeared 

in the following order of conditions: R, HV, LV, HF, and LF.  Subjects were instructed to 

minimize blinking during LV, HV, LF, and HF conditions.  Subjects also received a break of at 

least 3 minutes after every block of 25 trials to minimize fatigue.   

Because the focus of this study is on the transition between changes in visual gain, the 

analyses focused on the transitions from LF to HF in Experiment 1 and HF to LF in Experiment 

2.  The transitions from LF to HF in Experiment 1 will be referred to as the low-high force 

transition.  The transitions from HF to LF in Experiment 2 will be referred to as the high-low 

force transition.  The transitions from LV to HV and HV to LV will be referred to as the vision 

only transitions. The fixation transitions served as a control where subjects viewed an identical 

visual stimulus to that observed during the gain transitions.  This allowed us to parse out the 

neural activity associated with the visual stimulus and isolate the neural activity relating to the 

changes in visual gain.   

 

3.3. Data Acquisition and Statistical Analysis  

 

3.3.1. Behavioral data acquisition 

The force transducers used were ELFF-B4 model load cells constructed from 

piezoresistive strain gauges with glass to stainless steel force measuring up to 100 N 

(Measurement Specialties, Hampton, VA).  Force data was collected by Coulbourn Instruments 

Type B V72-25B amplifiers at an excitation voltage of 5 V.  The force signal was transmitted via 
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a 16-bit A/D converter and digitized at 200 Hz.  The output from the force transducers was 

presented to the subject using a visual display on the computer screen (force bar in Figure 3.1B).  

The force output was displayed on the screen at a resolution of 1024x768 pixels and a refresh 

rate of 60 Hz.  Digital triggers identifying the start of each condition were sent from a program 

written in Labview to the Biosemi ActiveTwo acquisition software. 

 

3.3.2. Electrophysiological data acquisition 

 The electroencephalogram (EEG) was collected using Biosemi ActiveTwo system with 

128 Ag-AgCl Active Two electrodes.  The active electrodes were connected to a cap that was 

configured very similarly with the 10-5 electrode system (Oostenveld and Praamstra 2001).  One 

of three cap sizes was selected for the subjects depending on their head circumference (ie. 50-54 

cm, 54-58 cm or 58-62 cm).  Figure 3.3 shows the configuration of the electrodes.  Each 

electrode was amplified through the electrode at the source and has an output impedance of less 

than 1Ω.  EEG signals were digitally amplified at DC and sampled at 2048 Hz.  Electrical 

potentials were recorded between each electrode and the common mode sense (CMS) electrode, 

that is analogous to a ground.  The CMS and a driven right leg (DRL) electrode are located 

towards the center of the other electrodes as seen in the figure (black-filled circles).  The CMS 

and DRL electrodes were used to drive the average potential of the patient as close as possible to 

the AD-box reference potential electrode.  The electrode offset, a running average of the voltage 

measured between the CMS and each active electrode, were evaluated before the start of each 

block and during data collection to be within the acceptable range of ±40 mV (BioSemi B.V., 

Amsterdam).  The electrode offset served as an indirect measure of impedance tolerance to 

ensure that a stable and high quality signal is recorded from the active electrodes. 
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Figure 3.3. Clusters of 3 electrodes (gray-filled circles) are highlighted with dashed lines 

showing the 13 regions of interest (ROIs).  Black-filled circles are the two reference 

electrodes used during data collection. 
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3.3.3. Behavioral data analysis 

Individual force trials were first visually inspected using a custom-written program in 

LabView to ensure that subjects were completing the requirements of the task (ie. producing 

force during force transitions and not producing force during the vision only transitions).  Trials 

were discarded from further analysis if force production was not completed as instructed.  The 

force data was low-pass filtered using a fourth-order dual-pass Butterworth filter at 10 Hz.  Force 

output was examined in 100 ms time bins from 200 ms before to 800 ms after the force 

transitions.  Four dependent measures were calculated: 1) mean force output, 2) standard 

deviation (SD) of force, 3) coefficient of variation (CV) of force, and 4) the root mean squared 

error (RMSE) of the force in Newtons.  This will reflect how accurate force production was 

relative to the target force output.  The effect of time on force output was analyzed with repeated 

measures ANOVA using Greenhouse-Geisser corrections.  Significance was determined with a 

p-value of less than 0.05.  Significant effects were followed by Tukey’s Honestly Significant 

Difference test to determine the 100 ms time bins that were significantly different after visual 

gain changes.    

 

3.3.4. Electrophysiological data analysis 

All EEG data were imported into EMSE software suite (Source Signal Imaging, San 

Diego, CA) for analysis.  The data were first re-referenced to a common average reference.  The 

average reference was chosen to provide the best approximation of an absolute reference with a 

net source of zero (Srinivasan et al. 1998).  This will also allow us to avoid the violation of 

quasi-stationarity for source estimation (Michel et al. 2004).   Slow drifts within EEG signals 

were removed by polynomial detrend and baseline corrected to DC offset.  Next, channels were 
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band-pass filtered at 0.5-70 Hz.  Then signals were downsampled from 2048 Hz to 512 Hz.  

Trials were manually inspected for movement and eye artifacts and discarded from further 

analyses if they contained visible artifacts or baseline drift.  Trials were automatically excluded 

from averaging with a cutoff threshold set at ±100 uV.  In addition, clear instructions were 

provided to subjects to fixate and focus on the force and target cursor on the screen, therefore 

horizontal eye movements were minimized.  Vertical eye blinks and movements were carefully 

examined during individual inspection of each trial and trial acceptance was conservative.  An 

average of 2 individual noisy channels were corrected with the EMSE spatial interpolation filter 

in 7 of the 11 subjects in Experiments 1 and 2.  The specified channels were recreated by 

interpolation using all other channels in the file and weighted as a function of its distance from 

the channel to be reconstructed.  For Experiment 1, the average number of valid trials per subject 

was 139 trials (SD= 22.99) for the vision only transitions and 165 trials (SD= 20.54) for the low-

high force transitions.  For Experiment 2, the average number of valid trials per subject was 121 

trials (SD = 36.43) for the vision only transitions and 132 trials (SD = 36.3) for the high-low 

force transitions.    

 As we are interested in the transition period, the event-related potentials (ERPs) were 

extracted by averaging across all valid trials for each subject from 0 to 800 ms after the vision 

only and low-high force transitions in Experiment 1 and vision only and high-low force 

transitions in Experiment 2.  The transitions were carefully designed to control for the visual 

properties of the stimuli and to exclude neural activity relating to motor output production by 

removing visual feedback or manipulating visual gain during the maintenance of force 

production.  A total of eight 100 ms time bins were analyzed (Figure 3.4).  For Experiments 1 

and 2, the effect of time and transition on each region of interest (ROI) were analyzed using  



 

 

50 

 

 

 

           

Figure 3.4. The eight 100ms time bins used to compare between vision only and force   

transitions in Experiment 1 and Experiment 2. 
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separate 2-way repeated measures ANOVA with Greenhouse-Geisser corrections (8 time bins x 

2 transitions).  Thirteen ROIs were selected based on standardized positions of the international 

10-5 system.  The ROIs covered frontal (Fpz, F3, Fz, F4), central (C3, Cz, C4), parietal (P3, Pz, 

P4), temporal (T7, T8), and occipital (Oz) regions.  Each ROI consisted of an average cluster of 

3 electrodes (Figure 1C).  The two levels of transitions were examined across the eight 100ms 

time bins.  Each significant time*transition interactions were followed with individual t-tests and 

corrected for multiple comparisons using Bonferroni corrections.  For each interaction, a total of 

8 t-tests were conducted and considered significant with a p-value < 0.00625.  

Electrophysiological results will be reported in terms of positive or negative polarities but no 

inferences will be made regarding the nature of the polarities, i.e. the structure and orientation of 

dipole(s) or the type of post-synaptic cells (excitatory or inhibitory). 

 

3.3.5. Correlation analysis 

 To examine if there was a relationship between behavioral measures of force production 

and electrophysiological patterns of event-related brain activity, correlation analyses were 

performed using Pearson’s correlation coefficient, from which we computed the coefficient of 

determination (r
2
). The grand averaged ERP across subjects within each significant ROI was 

correlated with the grand averaged measure of force variability, SD. The behavioral and 

electrophysiological measures across each 100 ms time bins from 0 to 800 ms after changes in 

visual gain were plotted and best fit linear regression lines were determined for each individual 

ROI.   

 

3.3.6. Source analysis  
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 Source localization was used to understand the spatial pattern of the electrophysiological 

activity observed during the immediate response of the visuomotor system to gain-induced 

changes in visual feedback.  Low-resolution electromagnetic tomographic analysis (LORETA) 

was applied to the difference wave obtained by subtracting the grand-averaged event-related 

response during the force transitions from the vision only transitions.  The grand-averaged 

difference values, at each 100 ms time interval, that were found to be significantly different in 

the previous electrophysiological analysis were used to compute three-dimensional linear 

solutions to the inverse problem within the constraints of a realistic finite element modeling 

(FEM) of an average brain (EMSE® Suite).  FEM is a volume-based modeling technique that 

considers individual anisotropic conductivities of each tissue type (skin, skull, and brain/CSF) to 

determine the solutions to the forward model.  The distribution of neuronal generators as a 

current density value at each voxel and spatial resolution of 5 mm was determined.  LORETA 

solutions are characterized with the assumption that there is highly synchronized activity among 

neighboring neurons and that the smoothest of all possible distributions is the most plausible to 

explain the data (Pascual-Marqui et al. 2002).  Human Motor Area Template and prior fMRI 

studies from our laboratory were used to identify brain regions from the LORETA solutions 

(Mayka et al. 2006; Vaillancourt et al. 2003). 

      

3.4. Results 

 

3.4.1. Low to high visual gain: Behavioral results 

The target force level across subjects ranged from 4.2-12.0 N with the mean target force 

= 8.44 N (SD = 2.23). The analyses examined the dependent measures in consecutive 100 ms 
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time bins from 0 to 800 ms after visual gain changes.  Repeated measures ANOVA for mean 

force output was not significantly different indicating that mean force did not change across time 

[F(7,70) = 2.74, p = 0.12] (Figure 3.5A).  SD of force was significantly different across time 

[F(7,70) = 12.40, p = 0.0014] (Figure 3.5B).  CV of force was also significantly different across 

time [F(7,70) = 14.38, p = 0.00083] (Figure 3.5C).  Tukey’s HSD test subsequently detected 

significant increases in force variability between 300-700 ms after low to high visual gain 

changes.  This increase in force variability by 300 ms represents the first time point when force 

correction was initiated by the subjects.  This is consistent with previous estimates of visuomotor 

correction time in humans (Miall 1996).   The root mean squared error (RMSE) of force 

production was significantly different across time [F(9,90) = 40.628, p = 0.000032] (Figure 

3.5D).  Tukey’s HSD test subsequently detected a significant decrease in force error at 400 ms 

after gain changes.  Thus, subjects were able to increase force accuracy by 400 ms following the 

increase in visual gain.    

 

3.4.2. High to low visual gain: Behavioral results 

 The target force level across subjects ranged from 4.2-12.0 N with the mean target force 

= 8.25 N (SD = 2.42).  The analyses examined the dependent measures in consecutive 100 ms 

time bins from 200 ms before to 800 ms after high-low force transition.  Repeated measures 

ANOVA for mean force output was not significantly different indicating that mean force did not 

change across time [F(7,70) = 0.50, p = 0.52] (Figure 3.6A).  SD of force was significantly 

different across time [F(7,70) = 3.89, p = 0.025] (Figure 3.6B).  CV of force was also 

significantly different across time [F(7,70) = 4.74, p = 0.009] (Figure 3.6C).  Tukey’s HSD test 

subsequently detected significant increases in force variability between  
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Figure 3.5. Experiment 1 behavioral data. A: Subject’s mean force output before and after low to 

high force transition.  B: Standard deviation (SD) and C: Coefficient of variation 

(CV) of force. D: Root mean squared error (RMSE) of force production relative to 

the target force following low to force gain transition. 
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Figure 3.6. Experiment 2 behavioral data. A: Subject’s mean force output before and after high 

to low gain transition.  B: Standard deviation (SD) and C: Coefficient of variation 

(CV) of force. D: Root mean squared error (RMSE) of force production relative to 

the target force following high to low gain transition. 
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500 and 700 ms in the CV and 600 and 700 ms in the SD of force after high to low visual gain 

changes.  Thus, increases in force variability occurred 200 ms earlier and to a greater extent in 

motor adaptation tasks involving increases in visual gain than in tasks involving decreases in 

visual gain.  The root mean squared error (RMSE) of force production was also significantly 

different across time [F(9,90) = 25.47, p = 0.000097] (Figure 3.6D).  Tukey’s HSD test 

subsequently detected a significant increase in force error at 400 ms after changes in visual gain.  

Thus, subjects were able to maintain force accuracy for at least 400 ms following the decrease in 

visual gain. 

 

3.4.3. Low to high visual gain: Electrophysiological results 

 Figure 3.7 illustrates the ERP topography map of the grand average across all 11 subjects.  

The potential distribution is projected onto a standardized head shape.  First, a frontal-central 

positivity and posterior-occipital negativity was observed between 200 and 300 ms in the gain 

transition and to a lesser degree in the fixation transition.  This was followed by a frontal      

negativity and parietal positivity in the gain transition between 300 and 800 ms.  Significant 

time*transition interactions were found in 8 of the 13 ROIs (ie. Fpz, Fz, F3, F4, Pz, P3, P4, and 

Oz channel groups) (Table 3.1), followed by significant t-tests in 6 of the 8 significant 

interactions after Bonferroni corrections (i.e. Fpz, Fz, F3, F4, Pz, and P4 channel groups) (Figure 

3.8).  This suggests that ERPs, relating to the maintenance of force production and not the visual 

stimulus, were detected in these regions.  Detailed results of the statistical analyses can be found 

in Table 2.  Post-hoc t-tests revealed that significant differences occurred as early as 300 ms after 

the gain change.  The green boxes in Figure 15 shows that the first regions with significant 

changes in ERPs were detected over the Fpz, F3, F4, and Pz channel groups (also see Table 3.1).   
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Figure 3.7.  Experiment 1: Grand-average event-related topography in 100 ms time bins from -

200 ms to 800 ms after (A) fixation transition and (B) low-high gain transition. The 

potential distribution is projected onto a standardized head shape.   
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Figure 3.8. Experiment 1: Grand-average event-related potentials (ERPs) of regions of interest 

(ROIs) in the low-high gain transition (black) and fixation transition (gray). 

Statistically significant ROIs are highlighted chronologically from earliest to latest 

time of significance (i.e. green to yellow). * indicates significant time bins within 

each ROI. 
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 At 400 ms after visual feedback was removed, significant differences were found in the Fz and 

P4 channel groups and this is highlighted in the yellow boxes in Figure 3.8. 

 

3.4.4. High to low visual gain: Electrophysiological results 

 Figure 3.9 illustrates the ERP topography map of the grand-average across all 11 

subjects.  The potential distribution is projected onto a standardized head shape.  First, a frontal- 

central positivity and posterior-occipital negativity was observed between 200 and 500 ms in the 

gain transition.  This was followed by a frontal negativity and parietal positivity in the gain 

transition and to a lesser degree in the fixation transition, between 500 and 800 ms.   

 Significant time*transition interactions were found in 5 of the 13 ROIs (i.e. Fpz, F4, Cz, 

Pz, and Oz channel groups) (Table 3.2), followed by significant t-tests in 3 of the 5 significant 

interactions after Bonferroni corrections (i.e. Fpz, Cz, and Oz channel groups) (Figure 3.10).  

This suggests that ERPs, relating to the maintenance of force production and not the visual 

stimulus, were detected in these regions.  Detailed results of the statistical analyses can be found 

in Table 3.2.  Post-hoc t-tests revealed that significant differences occurred as early as 300 ms 

after the gain change.  The green box in Figure 3.10 shows that the first region with significant 

changes in ERPs was detected over the Cz channel group.  At 400 ms after visual feedback was 

removed, significant differences were found in the Oz channel group and this is highlighted in 

the yellow box in Figure 3.10.  Lastly, significant changes in prefrontal activity was detected 

from 600 to 800 ms after gain changes as shown in the red box in Figure 3.10, along with the Cz 

channel group, being simultaneously significant between 700 to 800 ms after gain changes.   

 

3.4.5. Behavioral and electrophysiological correlation 
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 Significant linear relationships were demonstrated between force variability (SD) and the 

event-related brain activity of ROIs in Experiment 1. Coefficient of determinations (r
2
) ranged 

from 0.66 to 0.92, with the strongest relationship between SD and Pz.  The linear functions 

resulted in a significant correlation at Pz (r
2 

= 0.92, p = 0.0002, P4 (r
2
 = 0.70, p = 0.0095), F4 (r

2
 

= 0.66, p = 0.015), Fz (r
2
 = 0.71, p = 0.0088), F3 (r

2
 = 0.75, p = 0.005), and Fpz (r

2
 = 0.79, p = 

0.0033).  It is clear from looking at Figure 3.11A, that as force variability increases, event-related 

activity of parietal regions increases and event-related activity of frontal regions decreases.  

 In contrast to Experiment 1, there were no significant correlations found between SD and 

ROIs that were identified in Experiment 2 (Figure 3.11B). Coefficient of determinations (r
2
) 

ranged from 0.003 to 0.23.  The linear functions resulted in non-significant correlations at Oz (r
2 

= 0.0074, p = 0.84, Cz (r
2
 = 0.003, p = 0.90), and Fpz (r

2
 = 0.23, p = 0.22).   

 

3.4.6. Source estimation results 

 The results of the source analysis for the low to high transition can be seen in Figure 3.12 

and Table 3.3.  Specific brain regions corresponding to the observed solutions are overlayed onto 

an average brain included in the EMSE suite and distributed with the SPM (Statistical Parametic 

Mapping) software made available by the Wellcome Department of Imaging Neuroscience at 

University College London, UK.  The more intense red color indicated a greater source of 

activation from the specific regions.  The solution illustrated a strong focus of activity in the left 

superior parietal cortex from 300 to 500 ms after low-high force transition. Maximum current 

density values were identified at X= -28, Y =-46, and Z =50 from 300 to 400 ms and at X =-26, 

Y =-48, and Z =50 from 400 to 500 ms after increasing visual gain in Talairach coordinates.  A 

strong focus of activity was also located in the right insular region from 300 to 400 ms after low-



 

 

62 

 

high force transition with maximum current density values at X=38, Y=12, and Z=7, 

representing ventral premotor cortex (PMv).  In addition, maximum activation from 400 to 500 

ms after increasing gain was localized to bilateral dorsal premotor cortex (PMd) at X =30, Y =-2, 

and Z =44 and at X=-18, Y=-9, and Z=52.  Maximum activation from 500 to 600 ms after 

increases in visual gain was localized to bilateral PMd, left PMv, and bilateral temporal cortex.  

Lastly, maximum activation from 600 to 700 ms was localized to the right extrastriate cortex 

(V3) and left anterior prefrontal cortex.   

 The results of the source analysis for the high to low transition can be seen in Figure 3.13 

and Table 3.3.  Brain regions corresponding to the observed solutions are shown with the more 

intense red color indicating greater source of activation from the specific regions.  The solution 

illustrated a strong focus of activity in the right PMd and right PMv from 300 to 400 ms and 

right V3 from 300 to 500 ms after high-low force transition.  Maximum current density values 

were identified at X=54, Y =-9, and Z =24; X=22, Y =-7, and Z =50; X=28, Y =-78, and Z =-11, 

from 300 to 400 ms and at X =22, Y =-84, and Z =-6 from 400 to 500 ms after decreasing visual 

gain in Talairach coordinates.  Maximum activation from 600 to 700 ms after decreases in visual 

gain was localized to the left pre-supplementary motor area (pre-SMA) and right V3.  Lastly, 

maximum activation from 700 to 800 ms was localized to the left pre-SMA and left temporal 

cortex. 
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Figure 3.9. Experiment 2: Grand-average event-related topography in 100 ms time bins from -

200 ms to 800 ms after (A) fixation transition and (B) high-low gain transition. The 

potential distribution is projected onto a standardized head shape.   
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Figure 3.10. Experiment 2: Grand-average event-related potentials (ERPs) of regions of interest 

(ROIs) in the high-low gain transition (black) and fixation transition (gray). 

Statistically significant ROIs are highlighted chronologically from earliest to latest 

time of significance (i.e. green to yellow to red). * indicates significant time bins 

within each ROI. 
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Figure 3.11. Force variability (SD) and event-related brain activity of significant ROIs in 

Experiment 1 (A) and Experiment 2 (B).  Each data point represent the grand 

averaged voltage change across subjects to the force variability at each 100 ms 

time bin from 0 to 800 ms after force transition.  The lines are the linear 

regression lines.    
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Figure 3.12. Experiment 1: Grand-averaged ERP difference results of the LORETA analysis 

showing current density maxima from 300 to 400 ms (top row), 400 to 500 ms (top middle 

row), 500 to 600 ms (bottom middle row), and 600 to 700 ms time bins (bottom row).  Each 

map consists of axial, coronal, and sagittal slices showing the areas of maximum activation.  
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Figure 3.13. Experiment 2: Grand-averaged ERP difference results of the LORETA analysis 

showing current density maxima from 300 to 400 ms (top row), 400 to 500 ms (top 

middle row), 600 to 700 ms (bottom middle row), and 700 to 800 ms time bins 

(bottom row).  Each map consists of axial, coronal, and sagittal slices showing the 

areas of maximum activation. 
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Table 3.3  Locations of maximum activation as revealed by LORETA 

Low-High Talaraich Coordinates High-Low Talaraich Coordinates 

Visuomotor Area X Y Z Visuomotor Area X Y Z 

300-400 ms 

   

300-400 ms 

   L SPL -28 -46 50 R PMv 54 -9 24 

R PMv 38 12 7 R PMd 22 -7 50 

400-500 ms 

   

R V3 28 -78 -11 

L SPL -26 -48 50 400-500 ms 

   L PMd -18 -9 52 R V3 22 -84 -6 

R PMd 30 -2 44 600-700 ms 

   500-600 ms 

   

L pre-SMA -14 6 48 

L PMd -18 -13 54 R V3 22 -78 -11 

R PMd 20 -9 56 700-800 ms 

   L PMv -40 16 12 L temporal (BA37) -40 -58 -8 

L temporal (BA37) -40 -60 -12 L pre-SMA -14 8 50 

R temporal (BA37) 40 -60 -12 

    600-700 ms 

       L ant prefrontal -30 48 -6 

    R V3 36 -70 -12         

Coordinates are in standard Talaraich space. 
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3.5. Discussion 

The central finding of this study is that adaptations to increased visual gain result in 

greater force variability that is systematically related to electrical activity from the fronto-parietal 

cortex.  In contrast, a rapid decrease in visual gain did not produce the same spatiotemporal 

pattern of brain activity as a rapid increase in visual gain.  The transition from low to high visual 

gain involves greater changes in parietal cortex, specifically the superior parietal cortex, than the 

transition from high to low visual gain.  In contrast, the transition from high to low visual gain 

involves greater changes in occipital regions such as the right extrastriate cortex (V3) than the 

transition from low to high visual gain.  Activity in the dorsal and ventral premotor cortices was 

identified during both low to high and high to low changes in visual gain.   

 

Behavior-related correlation to event-related cortical activity 

Vaillancourt and colleagues (2006a) demonstrated that force variability decreases 

considerably up to 1° before plateauing.  Changing visual gain levels lead to changes in the 

spatial amplitude of visual feedback and changing the spatial amplitude of visual feedback 

subsequently results in a change in force output.  Previous studies have consistently 

demonstrated a decrease in the variability of force output during static levels of high visual gain 

(Baweja et al. 2010; Beuter et al. 1995; Hong and Newell 2008; Stephens and Taylor 1974).  

However, our behavioral findings demonstrated that force variability does not improve during 

immediate adaptation to changes in visual gain as has been shown during static changes in visual 

gain.  Instead, force variability increases as the visuomotor system adapts to changes in visual 

gain.  

Our findings support the idea that event-related activity is sensitive to the immediate 

visuomotor error because behavioral adjustments in force production occurred very closely in 
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time with the detection of ERPs that resemble both error-related negativity (ERN or Ne) and 

error-related positivity (Pe), often linked to evaluation processes and error monitoring, 

respectively (Coles et al. 1995; Falkenstein et al. 1991; Falkenstein et al. 2000).  The sustained 

event-related pattern observed during increases in visual gain covers a wide range of frontal and 

parietal regions that resemble error-related activity observed during sensorimotor adaptation 

tasks (Anguera et al. 2009; Falkenstein et al. 2000; Krigolson and Holroyd 2006).  Changes in 

force variability and Ne/Pe components were both detected by 300 ms after increases in visual 

gain.  A study by Anguera and colleagues (2009) was able to show a positive scaling of ERN 

amplitudes to error magnitude during a sensorimotor adaptation task.  The prominent Ne and Pe 

components after increases in visual gain may therefore reflect the correction of error during 

force production.   

 In addition, results from the behavioral and electrocortical correlation analysis after 

increases in visual gain provide support to the idea that changes in the magnitude of isometric 

force variability is related to the inherent properties of event-related brain activity.  As force 

variability increases, event-related activity of parietal regions increases while event-related 

activity of frontal regions decreases (Figure 3.11A).  The strongest correlation was found at the 

midline parietal area (Pz) and this region was also identified through source analysis as one of 

the brain region primarily responsible for the observed event-related activity between 300 and 

400 ms after increases in visual gain.  This relationship is evident during immediate increases in 

visual gain when force variability changes to a significantly greater degree than during decreases 

in visual gain (Figures 3.5 and 3.6).  A possible explanation as to why no such relationship 

between force variability and brain activity were observed during decreases in visual gain could 

be due to the smaller degree of behavioral change that occurred after decreases in visual 
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feedback relative to the increased force variability induced after immediate increases in visual 

feedback. 

 

Regions involved with immediate increases in visual gain 

A novel finding with increasing visual gain is that event-related activities were observed 

across frontal and parietal regions as early as 300 ms (Fpz, F3, F4, and Pz channel groups) and 

400 ms (Fz and P4) after increases in the visual gain.  Cortical localization (LORETA) indicated 

left SPL and right PMv as the brain regions primarily responsible for the observed event-related 

activity between 300 and 400 ms (Figure 3.12).  Next, the left SPL and bilateral PMd were 

identified between 400 and 500 ms.  Both electrophysiological and tomographical analyses 

suggest that subjects rely on a visuomotor system involving frontal and parietal regions during 

the immediate transition from a low to high spatial gain of visual feedback.   The human anterior 

IPS (hAIP), which is generally believed to be part of the SPL, is a region that has been linked 

with visually-guided grasping (Binkofski et al. 1998; Castiello 2005; Culham et al. 2006).  

Several studies have demonstrated the importance of AIP in grip force scaling through TMS-

induced inactivations of the AIP (Dafotakis et al. 2008; Davare et al. 2007; Tunik et al. 2005).  

Based on their findings, they concluded that AIP contributes to the detection and correction of 

errors in grip force scaling.  Our behavioral finding of significant differences in force variability 

by 300 ms, along with source localization to the AIP between 300 and 500 ms, compliments 

earlier evidence that the AIP plays an important role during grip force error.  Our findings extend 

this notion to tasks involving immediate increases in visual gain.  

 

Regions involved with immediate decreases in visual gain 
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A novel finding with decreases in visual gain is that the first significant event-related 

activities occurred as early as 300 ms in the midline central region (Cz channel group) and 400 

ms in the midline occipital region (Oz channel group) after a sudden decrease in visual gain.  

Cortical localization (LORETA) indicated right PMd, right PMv, and right V3 as the brain 

regions primarily responsible for the observed event-related activity between 300 and 400 ms 

after a decrease in visual gain (Figure 3.13).  Therefore, both electrophysiological and 

tomographical analysis support the findings that subjects rely on a visuomotor system involving 

frontal and occipital regions during the immediate transitions from high to low spatial gain of 

visual feedback.  The extrastriate visual area V3 was identified as one of the regions primarily 

responsible for the observed event-related activity between 300 and 700 ms after the decrease in 

visual gain. This finding complements evidence from an fMRI study that demonstrated BOLD 

response changes within the extrastriate visual cortex, specifically V3 and V5, during static low 

visual gain levels (Coombes et al. 2010a).  This finding also shows that the occipital region is 

sensitive to immediate decreases in the spatial amplitude of visual feedback.  This is in 

agreement with previously identified involvement of extrastriate visual area MT (that is 

homologous to V5 in humans) with the processing of the spatial properties of visual feedback 

(Ungerleider and Haxby 1994; Ungerleider and Mishkin 1982).  Together, these findings suggest 

that the extrastriate visual cortex, specifically V3, contributes to the maintenance of force 

production during immediate decreases in visual gain. 

 

Common regions involved with immediate changes in visual gain 

A study by Mizelle and colleagues (2010) observed greater EEG oscillatory activity in 

the parietal regions during lower extremity tasks that required greater visual demands than 

proprioceptive demands.  Premotor regions, on the other hand, were shown to be most sensitive 
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during higher proprioceptive demands.  Results from our study compliments Mizelle’s study 

because we similarly detected greater activity in parietal regions during a task requiring greater 

visual demands because of the increase in visual feedback gain.  The localization of premotor 

and parietal regions during increases in visual gain is consistent with previous evidence 

identifying connections between SPL and PMd during visuomotor tasks in non-human primates 

(Binkofski et al. 1999; Caminiti et al. 1996; Wise et al. 1997).  The current findings extend 

previous knowledge to a greater involvement of a premotor-parietal network during immediate 

increases in visual gain than during decreases in visual gain.  In addition, premotor regions were 

identified during both increases and decreases in visual gain and this finding is consistent with a 

prior fMRI study which identified premotor activity during both low and high static levels of 

visual gain (Coombes et al. 2010a).  This observation could also be explained by the similar 

attention to proprioceptive demands required during both tasks in maintaining accurate precision 

grip force production (Mizelle et al. 2010).  The premotor cortex has also been associated with 

multisensory integration (Graziano et al. 1997; Rizzolatti et al. 1981).  In the present study, 

subjects performed a motor task using a combination of sensory information (i.e. visual and 

proprioceptive), therefore it is possible that the measured premotor responses reflect enhanced 

sensorimotor integration mechanisms.   

 

Summary 

 A differential visuomotor network is involved during immediate changes in visual gain, 

with activity localized in left SPL, bilateral PMv, and bilateral PMd after immediate increases in 

visual gain. On the other hand, localized activity was identified in the right V3, right PMv, and 

right PMd after immediate decreases in visual gain.  Together, these findings suggest that the 



 

 

75 

 

visuomotor areas of PMd and PMv contribute to the overall maintenance of force production 

during immediate changes in visual gain.  However, our results suggest an increased reliance on 

SPL during tasks involving a greater amount of visual feedback.  Importantly, the increase in 

visual gain triggered increased force variability that was highly correlated with the event-related 

electrocortical activity in parietal-frontal circuits.   
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CHAPTER 4 

 

CONCLUSIONS 

 

 Three different EEG experiments were conducted to investigate the dynamic 

spatiotemporal patterns of brain activity during precision grip force in healthy individuals. The 

first study used EEG to investigate the cortical regions that are involved when healthy 

individuals transition from producing visually guided to memory guided precision grip force 

contractions.  The second study, consisting of two experiments, used EEG to investigate the 

cortical regions involved when healthy individuals adapt to immediate changes in visual gain i.e. 

increasing and decreasing visual gains.  The following sections discuss conclusions for each of 

these experiments and possible directions for future work. 

 

4.1. Chapter 2 Conclusions 

It is well established that the prefrontal cortex is involved during memory guided tasks 

whereas visually guided tasks are controlled in part by a frontal-parietal network.  However, the 

dynamic nature of the transition from visually guided to memory guided force control is not as 

well established. As such, the experiment in Chapter 2 examined the spatiotemporal pattern of 

brain activity that occurs during the immediate transition from visually guided to memory guided 

force control.  After visual feedback was removed, the first significant change in event-related 

activity occurred in the contralateral central region (C3), followed by changes in prefrontal 

cortex (Fpz).  Low-resolution electromagnetic tomography (LORETA) localized maximum 

activity to the left ventral premotor cortex and right ventral prefrontal cortex.  The findings 

showed that subjects rely on sensorimotor memory processes involving left ventral premotor 

cortex and right ventral prefrontal cortex after the immediate transition from visually guided to 
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memory guided force control. Since the premotor cortex and prefrontal cortex are affected by 

both aging and by specific neurological disorders, an area of future research would be to conduct 

subsequent EEG studies that investigate the brain mechanisms that underlie memory-guided 

motor output in healthy aging and in disease.  Another possible application for this work is to 

target identified brain regions during stimulation therapy to assist with neuroplasticity. 

  

4.2. Chapter 3 Conclusions 

 When the spatial amplitude of visual feedback is increased through manipulating visual 

gain, motor performance improves as measured by reduced force output variability.  Specific 

brain regions of the visuomotor system have been shown to respond selectively to different static 

levels of visual gain.  In many instances, however, humans are required to adapt to acute changes 

in visual information, and how force variability and activity within parietal-frontal circuits 

respond during adaptations to visual gain remains less clear.  As such, the experiments in 

Chapter 3 examined the spatiotemporal pattern of brain activity during the immediate adaptation 

to changes in visual gain.  The transition consisted of going from low to high visual gain and 

high to low visual gain.  The findings showed that adaptations to increased visual gain resulted in 

greater force variability that related to electrical activity from the fronto-parietal cortex.  In 

contrast, a rapid decrease in visual gain did not produce the same spatiotemporal pattern of brain 

activity as a rapid increase in visual gain.  The transition from low to high visual gain involved 

greater changes in the parietal cortex, specifically the superior parietal cortex, while the 

transition from high to low visual gain involved greater changes in occipital regions such as the 

right extrastriate cortex (V3).  Activity in the dorsal and ventral premotor cortices was identified 

during both low to high and high to low changes in visual gain. Our results suggest that increased 
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visual gain triggered increased force variability that was related to electrocortical activity in 

parietal-frontal circuits.  An interesting area of future work would be to examine the transition 

across different force levels and determining if the relationship between electrocortical activity 

and force behavior is dependent on the relative amount of force exerted by the subjects. 
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