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SUMMARY 

The study of how humans learn a skilled movement and how they are able to  compensate 

changes in the environment’s dynamics is a topic of extreme interest, with a wide range of 

possible applications. Amplification of the error made while performing a task has been shown 

to be an effective technique to accelerate the learning process. The aim of this study is to present 

a preliminary investigation to understand if this technique works because it increases the 

subjects’ awareness of error. Thanks to a modern Virtual Reality system, we studied if it is 

possible to enhance motor adaptation by providing to the subjects a vibrotactile feedback which 

is proportional only to the magnitude of the error. Our study asked 16 healthy subjects to 

perform a reach-and-stop task with their dominant hand, in a virtual reality environment where 

the visual field was rotated by 60 degrees. Our data shows that all the subjects were able to 

compensate the visual distortion, and to transfer what they learned to novel targets. The 

subjects who received the vibrotactile feedback were able to compensate the visual distortion 

almost twice as fast as the subjects of the control group. The results of this experiment suggest 

that a vibrotactile feedback has the potential to speed-up the adaptation. Further studies are 

necessary to better understand how to maximize the beneficial effect of vibration and to 

compare the effect of the vibrotactile feedback with the effect of other well known techniques 

used to enhance motor adaptation. 
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CHAPTER 1: 

INTRODUCTION 

Motor skills are an essential component of everyday life.  All communications, from speech to 

body language and writing, are mediated via the motor system. This is the way organisms 

interact with the surrounding environment. The external environment, the organisms’ body and 

the tasks performed are characterized, in realistic conditions, by dynamics which change over 

time. The control system has to be flexible enough to compensate for both sudden and 

unpredictable changes (e.g. a gust of wind) and long-term changes (e.g. the increase in 

dimensions of the body during puberty or the damages to the brain made by a stroke) [1,2,3].  

The study of how humans learn a skilled movement and how they are able to adapt to changes in 

the environment’s dynamics are a topic of extreme interest. A thorough knowledge of motor 

learning has a wide range of possible applications: for example athletes, surgeons and 

technicians that have to perform high precision tasks, casual sportsmen and artists that would 

like to learn a skill faster, pilots that have to learn a high risk task, and people with a movement 

disorder that have to relearn skills necessary for everyday life [4].  

In the last decades, Virtual Reality and robotic devices are having a role of increasing importance 

in studies about motor learning. Such devices contain three characteristics which are 

particularly appealing for work in this area:  reliable collection of data, easy reproducibility of 

the experiment and good control over subjects’ sensory stimulation.  
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First of all, with these devices it is possible to collect data in an objective and reliable way. To 

have a good estimate of subjects’ reaction time and performance it is necessary to collect data 

with a precision on the order of hundreds of a second. Modern electronic devices can guarantee 

such a performance. A second important characteristic is the capability of performing the same 

experiment with the exact same dynamic with different subjects. Robotic devices and virtual 

reality systems are able to reproduce exactly in the same way the complex effects which could 

be found in a motor adaptation experiment. Finally, the most important characteristic of virtual 

reality systems is the control on the subjects’ sensory stimulations which they give to the 

scientists. All sensory perceptions can be properly generated by suitable devices with high 

precision and reliability. 

Error Augmentation (EA) is an interesting technique used to enhance the motor adaptation in 

reaching tasks of the upper limbs [5]. A commonly accepted concept is that motor adaptation is a 

greedy optimization of the error made while performing a task and the effort expended in 

performing that task [6]. Error Augmentation exploits this concept: in some tasks it is possible to 

increase the performance of users by artificially increasing the error that they are making.  

Error Augmentation experiments can be easily done with a Virtual Reality system. In [5], for 

example, the subjects have to reach some targets with their dominant hand, trying to make the 

reaching movements as straight as possible. The error produced by the subjects is continuously 

calculated, and it is increased by pushing the hand of the subjects with a robotic device (Force 

EA). Studies suggest that subjects are able to adapt faster when using this approach [7,8]. 

However, Error Augmentation is not limited to a physical augmentation of the error. In many 
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studies [7,8,9,10], the error was only visually increased (Visual EA). In this way, the subjects 

only believed that they were making more error than what they were making in reality.  

An aspect which these two Error Augmentation techniques have in common is that they increase 

the amount of error perceived by the subjects either physically or visually augmenting it. In this 

research we started investigating the hypothesis that Error Augmentation techniques work 

because they increase the awareness of error in the subjects. In other words, the subjects are 

more aware of the errors that they are making, and for this reason they tend to put more effort 

in reducing these errors. For this reason, in this research we provide the subjects vibrotactile 

feedback whose magnitude is encoded with the error that the subjects are making. 

Such a vibrotactile feedback does not alter the task’s dynamics and it is not experienced in 

everyday activities. For this reason, this feedback, if correctly interpreted by subjects, transmits 

only the information relative to the error made while performing the task. Vibrotactile feedback 

has been used to simulate contact forces in tele-operations [11,12], to help in navigation tasks 

[13,14] and to reduce spatial disorientation [15,16]. In [17] a vibrotactile feedback was 

successfully used to keep the elbow of some violin students in the right position inducing startle 

reactions. Before this research, this kind of feedback has never been used to accelerate a motor 

adaptation process. 

To perform this experiment it was necessary to identify a motor adaptation task which could be 

used to evaluate the performance of the subjects.  This task is a typical reach-and-stop task for 

the upper limbs; the subjects had to reach some targets with their dominant hand trying to make 

movements as straight and as quick as possible. The subjects had to compensate a 60 degrees 

rotation of the visual field which hampered the performance. 
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The protocol of the experiment was carefully designed to correctly evaluate the learning process 

of the subjects. In fact, the subjects could use different strategies to compensate the visual 

distortion. For example, a subject could learn the trajectory which his hand should follow to 

have an optimal performance. Alternatively, another subject could understand the nature of the 

distortion which is hampering the performance and then move his hand accordingly to improve 

his performance. These two strategies could have similar results, however it is easy to see that 

the second subjects was able to understand more deeply the dynamics of the distortion, and 

consequently he could be probably be able to transfer this knowledge in other similar situations. 

For this reason, it was important to not make any assumptions about how the subjects adapted. 

The protocol was designed in such a way to identify how deeply the subjects understood the 

nature of the perturbation. 

The device used to perform the experiment was the Virtual Reality and Robotic Optical 

Operations Machine (VRROOM) of the Rehabilitation Institute of Chicago. This device is a 

complex Virtual Reality system that integrates a 3D virtual reality graphic display to provide 

visual immersion, a robotic arm to provide force feedback and a magnetic tracking system to 

trace the position of subjects’ head and upper limbs. This device did not provide a vibrotactile 

display which fulfilled the requirements of this experiment. For this reason, it was necessary to 

modify the VRROOM and integrate a C-2 Tactor in the system, a lightweight and versatile 

vibrotactile display. 

The code used to perform the experiment was written with the H3D framework. With this 

library it was possible to control both the graphics and the haptics of the experiment. The logic 

of the experiment was written in Python, while the graphical and haptic representation of the 
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experiment was described with X3D. The applications used to perform the data analysis were 

written either in Python or in MATLAB.  

This experiment showed that the subjects were able to understand the nature of the 

deformation. In both groups, the performance drastically improved since the moment in which 

the subjects were exposed for the first time to the visual rotation. Moreover, in both groups the 

understanding of the perturbation was deep enough to be generalized with new targets. The 

most important finding is that the vibrotactile feedback significantly enhanced motor adaptation 

to the 60 degrees rotation of the visual field. In fact, the subjects in the vibration group were able 

to compensate for the visual distortion almost twice as fast as the subjects in the control group.  

The structure of this document is the following: Chapter 2 presents an introduction to motor 

learning, motor adaptation and a description of the state of art of the devices used study motor 

learning. Chapter 3 describes in details the devices used to perform the experiment, the protocol 

of the experiment and the techniques used to analyze the data. Chapter 4 presents the results of 

this experiment. In Chapter 5 the experiment’s data is used to entail conclusions. Finally, 

Chapter 6 contains the conclusions of this work and the future developments. 
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CHAPTER 2: 

BACKGROUND 

The study of how humans learn a motor proficiency and how it is possible to speed up this 

process is a topic of extreme interest with a huge number of possible applications: ranging from 

athletes, surgeons and technicians that have to perform high precision tasks to casual sportsmen 

and artists that would like to learn a skill faster, from pilots that have to learn safely a high risk 

task to people with a movement disorder that have to relearn skills necessary for everyday life.  

This Chapter presents human motor learning and describes how virtual reality systems can be 

applied to motor learning. At the moment a promising application is to enhance motor 

rehabilitation, and for this reason many examples refer to this field. However, it is important to 

consider that motor learning touches aspects of everyday life, and for this reason it is important 

to keep in mind the generality of its applications. 

2.1 MOTOR LEARNING 

While moving, a human subject interacts with a dynamic environment. Gravity, wind, objects, 

the ground, and the limbs themselves have dynamics that can be described using nonlinear 

models. This dynamic environment imposes, along with muscle forces, the trajectory of our 

limbs. The Central Nervous System (CNS) needs to deal with this dynamic environment to 

estimate the optimal movement pattern that should be used to reach a desired state, and to 

compensate for the forces which could be experienced in the upcoming movement. 
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Human motor learning is a complex process which is for the most part still unknown. It can be 

defined as a set of cognitive processes related to practice or experience that results in a 

relatively permanent and robust change in the capability to perform a skilled movement [3,18]. 

Alternatively, motor adaptation can be defined as the part of motor learning that deals with the 

changes of the environment dynamics. 

Recently, robots were used to modify the environment dynamics and study the human’s ability 

to deal with these changes. A usual experimental protocol to test motor adaptation in healthy 

subjects consists of a subject holding the handler of a robotic arm, while the robot alters the task 

dynamics by exercising some specific forces [4,5,19]. One of the most important conclusions of 

these studies is that, when the perturbation is suddenly removed (a so called catch-trial), the 

subject moves his hand along trajectories which are turned in the opposite direction of the force. 

This phenomenon, called an after-effect, persists for trials after the force field is removed. A 

possible explanation is that the subject is still predicting that the dynamics of the environment is 

altered by the perturbation force. This demonstrates that the CNS does not simply react to the 

external perturbation; instead, it tries to anticipate the expected dynamics and it makes its 

decisions based upon the past experience. These results allow to hypothesize that the CNS uses 

an internal model of environment’s dynamics, and it constantly updates this model via the 

experienced errors [19]. 

The process of internal model formation can be properly described with a mathematical model. 

In this model, the sensory/motor system first estimates the error made while performing the 

current movement. Then, it changes the forces applied in the next movement proportionally to 

this error in the direction that should reduce the error [6,20]. In this mathematical 
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representation the internal model is used by a feedforward component to inverse the 

environment’s dynamics and to estimate the required muscle activation patterns. These studies 

suggest that the adaptation of this feedforward model plays a dominant role in the motor 

learning of subjects. However, this controller by itself is not able to compensate for the sudden 

and continuous changes of the environment dynamics. For this reason, it is hypothesized also 

the presence of a feedback control system which compensates the estimation error of the internal 

model and makes the whole system robust to environmental perturbations [19,21]. 

2.2 VIRTUAL REALITY, ROBOTS AND THEIR APPLICATIONS FOR MOTOR LEARNING 

As described in the previous section, robotic devices have been used to investigate motor 

control. By using robots to apply novel forces to the limbs, investigators are exploring how the 

nervous system models the dynamics of the external environment.  

Even if these devices have a fundamental role in research, their applications go beyond 

theoretical investigations and are actively used to enhance the learning process. In fact, recent 

studies suggest that robotic devices can be used to improve the motor learning process 

[4,5,7,22,23,24,25,26,27,28]. These devices enable high-intensity, repetitive, task-specific and 

interactive activities independent of instructor (or therapist) involvement [29]. The advantage 

of using a robotic device combined with a virtual reality environment is that such a device gives 

the scientist complete control over the ongoing task [4]. First of all, a virtual environment is able 

to gather at real time information about the performance of the subject. This gives the 

opportunity to the experimenter to have precise and reliable data about the experiment. 

Moreover, the system can, change the dynamics of the task accordingly to the subject 

performance, making it easier or more challenging. Another advantage is the reproducibility of 
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the experiments. The computer system ensures that the task can be reproduced with the exact  

same conditions. Finally, a virtual reality system gives an almost complete control over the 

sensory stimuli presented to the subjects. The experimenter can both decide which feedbacks 

the subjects receive, and alter them at runtime. 

The learning process of a subject using a virtual reality device is deeply influenced by his 

sensory experience that, as previously stated, can be controlled by the experimenter. It is 

important to distinguish between the information provided by a sensory feedback and the 

sensory medium used to provide this information.  

Sensory mediums stimulate specific senses and, as consequence, specific areas of the brain. 

Moreover, they can actively influence the subject’s state. An example of active feedback is a force 

that pushes the hand, while a sound emitted when the user is doing something wrong is a 

passive feedback that provides only information. 

Three sensory mediums are commonly used in virtual reality systems:  

1. haptics: this complex system uses sensory information derived from both receptors 

located into the skin (i.e. the cutaneous receptors) and receptors located in muscles, 

tendons and joints (i.e. the kinesthetic receptors). The haptic system can perceive a huge 

range of possible stimulations. However, the most used haptic stimulations in virtual 

reality are forces (active feedback), surface textures and vibrations (passive feedbacks) 

[30,31]. 

2. hearing: the auditory system is a passive feedback which can be used to give not only 

magnitude information, but also directional thanks to 3D surround systems. 
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3. vision: the visual system has been proved to be the predominant feedback in motor 

adaptation tasks of healthy subjects [32]. A possible explanation is that in everyday life 

visual information is the predominant kind of feedback that healthy subjects receive. 

However, it has been proved also that this feedback is not necessary for motor 

adaptation [33].  

Each of these sensory mediums has been used with beneficial effects in motor learning 

experiments (vibration [11], force [5], hearing [34] and vision [7]). 

Even if the information provided to the subject is independent from the sensory medium used, it 

is clear that some kind of information is better provided by specific feedback mediums. For 

example, a directional input is easier to provide with force feedback than with a vibration 

feedback, or a complex path is easier to be understood by a subject if provided with a visual 

feedback. An important point that must be kept in mind is that the information must be properly 

provided. Otherwise, the subject could have difficulties to understand its meaning, or even 

worse he could misunderstand it.  

The following sections describe the two most commonly used robotic applications for motor 

learning: error reduction and error augmentation. Then, the state of the art is described for the 

devices that provide the two most frequently used feedbacks in motor adaptation literature: 

force and vision. Finally, the state of art of vibrotactile displays is described, because vibration is 

the sensory input used for the experiment described in this document.  
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2.2.1 Error reduction and error augmentation 

Two methods used to study and/or enhance motor adaptation, which make use of robotic 

devices and virtual reality systems, are error reduction and error augmentation. The former 

summarizes all those techniques which help the users reducing the error that they are making 

and reducing the task’s difficulty. The latter summarizes the approaches which hamper the 

user’s performance, and make the task more difficult and challenging [4]. 

A typical error reduction task, called guidance task, consists in a preliminary phase in which the 

optimal way to perform the task is shown to the subject. This task tries to stimulate the mirror 

neuron system of the user, a neural network of the human Central Nervous System (CNS) which 

is active both when a person performs an action and when an action is being performed by 

others. This system is believed to be responsible of learning actions without performing them in 

the first person [35]. The task can be shown to the subjects through a visual representation 

(visual guidance), or can be passively felt by the users through a robot that moves their limbs 

(robotic guidance). Surprisingly, multiple studies suggest that there is no statistically significant 

advantage of using robotic guidance over a standard visual guidance [36,37,38,39]. However, 

there could be some positive benefit for some specific tasks [40]. 

Another typical error reduction task consists of using robotic guidance to reduce the difficulty of 

a task dynamics during the initial learning. In this way, the user needs to have an active role in 

the learning process, and the initial performance errors are reduced to make the task less 

dangerous or discouraging. The current goal of research is to identify the optimal amount of 

robotic assistance needed to make the task neither too difficult nor too easy [27,41].  
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The error augmentation techniques are diametrically opposite to the error reducing approach. 

As previously described, this technique increases the error made by the users to enhance the 

motor learning process. There are many possible reasons for which this approach may have a 

beneficial effect: the task may become more challenging, the users may be more aware of the 

errors that they are making, and they may be more prone to put more effort in performing the 

task. The error can be increased by physically moving the user’s hand with a robotic arm (force 

error augmentation) [5,4,22], or the user can be tricked by making him believe that his 

performance is poorer than it really is (visual error augmentation) [7,8,9,10]. The studies done 

on error augmentation suggest that this is an effective way to speed-up the motor adaptation 

process [5]. 

2.2.2 Robotic devices 

Robots used to provide force feedbacks in research and development projects can be divided 

into the following high-level groups: upper limbs robots, lower limbs robots, and robots devoted 

to cognitive/communication tasks. The following section describes more deeply the devices of 

the first group, because one of these devices is used in the experiment described in this 

document.  

According to the classification made in [42], the robots used to alter the dynamics of upper and 

lower limbs can be subdivided into the following groups in terms of their mechanical design:  

 exoskeletons: the human-machine interface extends all along the limb to which it is 

attached. These wearable devices are characterized by a number of degrees of freedom 

equal to the number of joints involved. 
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 manipulandums: the contact between the patient and the robot is only at the end of the 

robotic arm by means of an handler. The movements of the robotic arm are in the 

workspace of the hand, but they are not bounded to the joints of the user’s arm. 

Also, it is possible to subdivide these devices into two main categories if the control mechanism 

of these devices is taken in consideration:  

 impedance control: in this control system, the robot device works as a force actuator, 

and this force is used to either hamper or assist the user’s movement as a function of the 

movement kinematics. With this type of control, it is not necessary to specify the desired 

position or force. The user feels the intrinsic inertial and frictional forces, and in order to 

minimize this effect, the intrinsic mechanical impedance of the robotic arm must be 

small. There is only one loop in the impedance control system, and it is located between 

the human user and the robot. The robot measures the motion of the user and reacts 

with a force that is a function of the motion and of the impedance model. The overall 

loop is stable if the impedance controller is stable. 

 

 admittance control: this control pattern is the inverse of impedance control. The 

robotic arm works as a generator of displacement, and the desired displacements is a 

function of the force measured by a sensor mounted in the handle. In this case, it is not 

necessary to have small intrinsic mechanical impedance. In this control system, there is 

one loop internal to the robot, which is not present in the impedance control. The robot 

measures the force applied by the user and reacts with a motion of the handle that is a 
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function of this force. The motion is realized with a closed-loop controller, usually based 

on a PID model. The overall stability of the system does not depend only on the 

admittance controller, but also on the stability of the positional controller. 

2.2.3 Virtual Reality Systems 

Virtual Reality (VR) systems are frequently used in conjunction with robotic devices in motor 

learning studies and applications. Simple VR systems are two dimensional displays coupled with 

robotic instrumentation, in such a way to obtain a realistic interaction between the user and the 

virtual environment. More advanced systems give the users a full-immersion sensation in the 

virtual world thanks to three dimensional augmented reality graphic systems. 

VR systems coupled with robotic devices have the huge advantage of giving a great control to the 

experimenter over the sensory stimulation of the user. In fact, this technology can generate a 

virtual environment such a way that the feedback intensity can be systematically manipulated to 

create the most optimal and individualized motor learning paradigm. For example, it is possible 

to exaggerate the movements of the user in order of amplifying their errors. 

A huge advantage for research in motor adaptation and for therapeutic rehabilitation is the 

possibility of simplify the task’s visual environment. In this way the subjects can focus on the 

task without being distracted by unnecessary objects, and the experimenter can remove from 

the environment elements which could unpredictably influence the experiment output. While 

very realistic and elaborated graphics are attractive to healthy subjects, they could be confusing 

for patients because the processing of complex information could be difficult if the users’ CNS 
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was affected by the impairment. Studies show that simple and schematic graphical 

environments could improve the performance of impaired subjects [43].  

2.2.4 Vibrotactile Displays 

In the past decades there has been a considerable interest in enriching the users’ experience in 

virtual environments through the addition of haptic feedbacks. In the physical world, haptic 

stimulations are constantly present and extremely important to perform everyday activities, 

hence the use of such stimulations adds an interesting level of realism to a virtual reality 

experience. However, due to the technology gap that exists between visual and tactile displays, 

the latter are under used [30]. 

As previously described in this Chapter, the sense of touch is a complex system. Humans are able 

to perceive pain, temperature, chemical stimuli, state of limb joints, state of muscles, forces, 

texture of surfaces, and vibrations through many different kinds of receptors located inside the 

skin. There are six kinds of mechanoreceptors responsible of the detection of forces and 

vibrations. Each of them has peculiar mechanical and psychophysical properties, such as the 

frequency sensitivity, the threshold of two-point discrimination and the density in the skin. 

The two main techniques to activate the skin mechanoreceptors are the electrical stimulation 

and mechanical stimulation.  Other forms of tactile feedback such as air and liquid stimulation 

have been used but with a limited efficacy [30,12].  Mechanical stimulation is the technique 

typically used due to its safe and non-invasive nature.  There are three main techniques of 

mechanical stimulation: vibrotactile stimulation, lateral deformation and normal deformation.  
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Vibrotactile displays stimulate the skin at frequencies in the 100-300 Hz range and typically 

transmit information about contact or texture. Vibrotactile displays are characterized by limited 

actuation power requirements and an easy control. Lateral deformation displays are associated 

with the simulation of friction. These devices usually utilize actuated mediums such as rotating 

drums to display lateral forces or the relative motion between the skin and the object. Both 

vibrotactile and lateral deformation displays are not able to transmit the perception of a surface 

shape, which can be provided by normal deformation displays. These displays typically use 

arrays of pins which are vertically actuated at low frequencies.  
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2.2.5 State of art of systems for motor learning applications 

In this section it is briefly described the state of the art of robotic and virtual reality devices used 

in motor learning studies of the upper limbs. 

2.2.5.1 University of Reading GENTLE/S 

GENTLE/S is one of the largest European projects aimed to develop a therapeutic robotic arm 

[44,45,46]. This project, which was realized at the Tallaghn Hospital in Dublin (Ireland) and at 

the RBH-Battle Hospital in Reading (UK), brought to the development of a robotic system that 

uses a HapticMaster robotic arm. With this admittance controlled device the user can perform a 

robot-mediated motor tasks in a three dimensional virtual space, thanks to the coupling of the 

human arm movement with haptic interfaces and virtual reality technology.  

 

Figure 1: HapticMaster admittance controlled robotic arm ant the GENTLE/S system. 
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2.2.5.2 Stanford Puma Robot MIME  

The Mirror Image Movement Enhancer (MIME) is a six degrees of freedom robot manipulator 

based on the Puma 560 industrial robotic arm [47,48,49].  This device is able to apply forces to 

the paretic limb through a customized support of the user’s forearm. The robot can move the 

user’s forearm and has a wide workspace. Several modes of robot assistance are employed with 

MIME, such as passive, active-assisted, active-constrained, and bimanual modes. In the last case 

the device copies on one arm the mirrored movement of the other arm (typically the unimpaired 

limb of a hemi-paretic stroke survivor).  

 

Figure 2: The Puma 560 robot of the MIME system. 
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2.2.5.3 MIT-MANUS 

The MIT-MANUS project developed a two degree of freedom planar manipulator [50,51,52]. This 

device is well known because it was the first to be approved by FDA for clinical use. The robot is 

a low impedance system which guides people toward the correct motion. The clinical trial 

studies with MIT-MANUS first demonstrated a statistically significant improvement in the 

functions of the upper limbs as measured by the Fugl-Meyer scale, after only a four week 

treatment of daily sessions.  

 

Figure 3: The MIT-MANUS. 
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2.2.5.4 RIC ARM Guide 

The Assisted Rehabilitation and Measurement Guide (ARM Guide) was developed at the 

Rehabilitation Institute of Chicago [53,54,55,56]. This device has four degrees of freedom, and is 

used for reaching therapy with hemi-paretic stroke survivors. An actuator controls the position 

of the subject's upper limb, which is coupled to the device through a hand piece. This hand piece 

slides along a linear track in the reaching direction. The position of the arm is provided to the 

user through a real-time visual feedback. 

 

Figure 4: The RIC ARM Guide.  
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2.2.5.5 T-WREX 

The (T-WREX) was developed at the University of California-Irvine. This device is a five degree-

of-freedom passive antigravity exoskeleton which is coupled with a computer workstation [57]. 

The exoskeleton relieves the weight of the upper limb with elastic bands attached to its frame. 

Movement and grip sensors allow the coupling between the passive device and the workstation.  

The aim of this project is the development of a device which gives the possibility to stroke 

survivors to practice reaching therapy with indirect supervision by therapists.  

 

Figure 5: The T-WREX. 
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2.2.5.6 RIC-MANUS 

The RIC-MANUS is a planar manipulator with two degrees of freedom developed at the 

Rehabilitation Institute of Chicago [58,59,60,61,62]. This device has a rigid parallelogram 

structure with direct drive of two brushless motors that provides a low intrinsic mechanical 

impedance. It has a planar workspace of 80×40 cm and it uses optical encoders to measure hand 

movements with high resolution (0.1 mm). This device can generate forces from fractions of 1 N 

up to 50 N. A projector displays a two dimensional representation of a graphic environment on a 

surface which can completely occlude the workspace. The graphic environment is coupled with 

the robotic device to ensure real-time interactivity. 

 

Figure 6: The RIC-MANUS. 
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2.2.5.7 RIC VRROOM 

The Virtual Reality and Robotic Optical Operations Machine (VRROOM) is a complex virtual 

reality system which integrates a PARIS 3D virtual reality graphic display to provide visual 

immersion, a PHANTOM Premium 3.0 robotic arm to provide force feedback and a Flock of Birds 

magnetic tracking system to trace the position of subjects’ head and upper limbs [63,64]. This 

device, provides a three dimensional workspace of 90 x 90 x 30 cm, and the robotic arm is 

capable of exercise forces along three degrees of freedom and up to 22 N of intensity. The 

tracking system and the augmented reality visual display permit a perfect coupling between the 

virtual and the real environment, providing an interesting level of immersion to the user. This 

device is better described in Section 3.1. 
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CHAPTER 3: 

MATERIALS AND METHODS 

This Chapter provides a complete description of the Materials and of the Methods used to 

perform the experiment illustrated in this document. In Section 3.1 it is described the Virtual 

Reality system used in the experiment, the Virtual Reality and Robotic Optical Operations 

Machine (VRROOM) situated at the Rehabilitation Institute of Chicago. This apparatus includes a 

3D graphic system, a robotic arm and a vibrotactile actuator which was installed specifically for 

this experiment. The experimental protocol is described in Section 3.2 and finally, in Section 3.3, 

the techniques used to analyze the data are explained in detail. 

3.1 EXPERIMENTAL APPARATUS 

The apparatus used in this experiment is the Virtual Reality and Robotic Optical Operations 

Machine (VRROOM) depicted in Figure 7. This device is a complex Virtual Reality system that 

integrates a 3D virtual reality graphic display to provide visual immersion, a robotic arm to 

provide force feedback and a magnetic tracking system to trace the position of subjects’ head 

and upper limbs. This device, in its original configuration, cannot provide the vibrotactile 

feedback required by the experiment. For this reason, it was necessary to modify the original 

version of the VRROOM device and add a vibrotactile actuator. 
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Figure 7: Components of the VRROOM apparatus. An experimental subject is seated at the 

apparatus and he is interacting with the 3D environment. The robotic arm is providing the haptic 

feedback and the PARIS display is graphically visualizing some large spheres. Not clearly visible 

are the magnetic tracking sensors that are placed on the head and limbs of the subject to detect 

the position of eyes and upper limbs in space. 

The VRROOM was chosen to be used in this experiment because it fulfills the requirements that 

were determined during a preliminary analysis. These requirements do not take into 

consideration only the immediate requirements of the experiment, but also the possible 

requirements of follow-up experiments. These requirements [63,64] can be summarized as 

follows: 

1) Data collection: it is necessary to collect at run-time the movements of subjects’ upper 

limbs and the sensory stimulations supplied to subjects. The system has to change if 

necessary the experiment’s behavior based upon the performance of each subject; 

 

2) Wide range of movements: the system must provide a wide workspace and sufficient 

degrees of freedom to allow the complex behaviors seen in everyday tasks. A subject, 
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while seated, must be able to completely extend the upper limbs in the hemispheric 

space in front of him; 

 

3) Superimposition of virtual objects onto the real world: the coordinate system of the 

graphic representation must be aligned with the coordinate system of the haptic device 

to maintain a coinciding model. For example, the virtual representation of the user’s 

hand must occupy the same position of the real hand that the user is utilizing to interact 

with the Virtual Reality environment. Once aligned, the union of graphics and haptic 

representations presents an immersive illusion to the user. In the standard 

computer/mouse paradigm there is no superimposition: the cursor on the screen is the 

virtual representation of the user’s hand, but it is not superimposed onto the hand of the 

user. The reason to have a superimposition is to avoid a mental coordinate remapping 

between the real world and the virtual world;  

 

4) Multiple feedbacks: experiments of motor learning usually involve different kinds of 

sensory stimulations. For this reason, is important to have the control over multiple 

sensory stimulations: sight, hearing and haptic. Moreover, the system must be built in 

such a way to avoid stimuli from the external environment; 

 

5) High quality graphic display: a display with low resolution and high latencies can 

hamper performance even in healthy subjects [65,66,67,68]. For this reason, it is 

important to use a visual display that will allow users to achieve their peak performance 

levels. 
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The VRROOM meets these requirements, and does not require an extensive work of building and 

calibration because it is already operational at the Rehabilitation Institute of Chicago. This 

device was built to perform motor learning and motor recovery studies on both healthy and 

impaired subjects. For this reason, it has been tested multiple times and it proved to be a reliable 

and versatile device [63,64,69,70,71]. 

3.1.1 Personal Augmented Reality Immersive System (PARIS) 

The Personal Augmented Reality Immersive System (PARIS) is the visual display system used by 

the VRROOM, and it is depicted in Figure 8. This device was developed at the Electronic 

Visualization Lab (EVL) at the University of Illinois at Chicago. It is the result of the lessons 

learned by EVL’s engineers while developing the PARIS’ predecessors: the CAVE [72] and the 

ImmersaDesk [73].  

 

Figure 8: The PARIS system. The user is utilizing an application to design pre-surgical 

cranial implants. Similarly to the VRROOM, the experience of the user is augmented 

with tactile sensations provided by a haptic device. However, the workspace is 

compact and restricted to a sphere with a diameter of about 20 cm. 
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PARIS is the highest quality see-through augmented reality system available [63,64,74,75]. A 

description of how PARIS works is given in Figure 9. This device projects stereographic images 

onto a half-silvered mirror, allowing users to view virtual objects superimposed onto the real 

world. Adjusting the lighting levels under the half-silvered mirror allows subjects to view their 

own limb and only the artificial virtual elements that are needed.  

 

Figure 9: A rendering of the PARIS. The 3D images projected by the digital projector 

(A) are reflected by two mirrors (B), then are semi-reflected by a half-silvered mirror 

(C), and finally they reach the user. A system of magnetic trackers is used to identify 

the position or the user’s head, and update accordingly the images. 

Two important depth perception cues, occlusion and accommodation, are supported by PARIS 

[74,75]. In a conventional projection-based virtual reality display, an object in front of the hand 

is obstructed by the hand itself. This occlusion causes a visual conflict because the hand, which 

should be behind the object, appears in front of the object. The half-silvered mirror in the PARIS 
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display superimposes the displayed image over the hands. The second depth cue, 

accommodation, refers to the process by which the muscles controlling the shape of the 

crystalline lens inside the eye adjust its optical power to maintain the focus on an object as its 

distance from the viewer changes. In a conventional VR display the eye will always be focus on 

the display screen. However, with a stereo image, the user’s eyes converge to look at the 3D 

point where the virtual object is located. If the virtual object is not located on the screen, these 

two cues create a conflict. In the PARIS, the virtual display is located in such a way that the 

hands and the virtual object are at the same distance.  

A cinema-quality digital projector (Christie Mirage 3000 DLP) displays the 1280x1024 pixel 

image over a five foot wide half-silvered mirror resulting in a 110° viewing angle. Infra-red 

emitters synchronize the display of separate left and right eye images through LCD shutter 

glasses.  

An Ascension Flock of Birds magnetic elements track movement of upper limbs and head so that 

the visual environment is rendered with the appropriate perspective. Multiple tests have shown 

that neither the aluminum parts of the PARIS system nor the electromagnetic radiation from the 

motors of the robotic devices distort the readings of the magnetic tracking system. 

3.1.2 PHANTOM Premium 3.0 

In Figure 10 it is depicted the PHANTOM Premium 3.0 by SensAble Technologies, a robotic arm 

located below the half-silvered mirror of the PARIS device. This device is used to provide a 

haptic feedback to increase the realism of users’ interaction. The PHANTOM Premium 3.0 
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provides six degrees of freedom of positional sensing (x, y, x, pitch, roll and yaw) and three 

degrees of freedom of force feedback (x, y, z).  

 

Figure 10: A Phantom Premium 3.0 and its encoder. The encoder is connected with 

the VRROOM workstation via a parallel port (EPP) interface, and transmits 

information back to the external computer with a frequency of 120 Hz. The range of 

movement of this robotic device is equivalent to a full arm movement pivoting at 

shoulder. 

This device provides a workspace measuring up to 900 x 900 x 300 mm and is capable of 

generating a maximum continuous force of 3 Newton (N) with transient peaks of 22 N. The 

encoder of this device runs asynchronously with a computer for stable and uninterrupted 

control. Two other robotic arms are present in the VRROOM and can be substituted to the 

PHANTOM if needed: the WAM (Barrett Technologies) for strong impedance control 

applications that require precisely controlled forces ad torques and a HapticMaster (FCS 

technologies) for strong admittance applications that require precisely controlled motions. 
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3.1.3 C-2 Tactor 

The VRROOM, in its original configuration, cannot provide the vibrotactile feedback required by 

the experiment described in this document. The workstation that controls the PHANTOM 

Premium 3.0 sends inputs to change the haptic feedback with a maximum frequency of 120 Hz. 

In previous experiments, a fast series of forces applied in opposite directions was used to 

simulate a vibrotactile feedback. However, with this technique it is not possible to control 

precisely the amplitude and frequency of the vibration. Moreover, sending commands to the 

robot with a frequency of 120 Hz impose an upper bound to the vibration frequency that is far 

below the frequency of 250 Hz required for an ideal stimulation of skin’s mechanoreceptors 

[12,30,31,76]. For this reason, it was necessary to modify the original version of the VRROOM 

apparatus, and add a vibrotactile actuator. 

This vibrotactile device, the C-2 Tactor (Engineering Acoustic, Inc.), is controlled by a mono-

channel audio signal emitted by the VRROOM’s workstation. This audio signal must be correctly 

amplified to obtain the desired vibration displacement. 

3.1.3.1 The actuator 

The C-2 Tactor is a linear actuator that has been optimized to create a strong, localized sensation 

against the skin (Figure 11a). This vibrotactile actuator is a voice coil transducer, as it is 

illustrated in Figure 11b. In this type of device a moving contactor is located outside the housing 

and is lightly preloaded against the skin. The C-2 Tactor works with a principle similar to the one 

used for audio speakers: the coil is located in a magnetic field and, when an electrical signal is 

applied, the coil is pushed along its axis with a strength proportional to the current applied. The 
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contactor oscillates perpendicular to the skin, while the surrounding skin area is shielded with a 

passive housing [77].  

 

 

Figure 11: A C-2 Tactor. Image (a) shows the actuator and the 3.5 mm jack used to 

connect this device to the VRROOM workstation. Image (b) shows a scheme with the 

components of a voice coil transducer (image adapted from [78]). 

 The C-2 is designed with a primary resonance in the 200-300 Hz range (Figure 12), to have 

optimal vibrotactile efficiency. In fact, this resonance frequency coincides with the peak 

sensitivity of Pacinian corpuscles, the skin’s mechanoreceptors that are believed to perceive 

vibration [12,30,31,79]. The C-2 Tactor’s high force and displacement levels allow the vibration 

to be easily felt in many different locations on the body, even through multiple layers of clothing. 
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Figure 12: Peak-to-peak displacement level in µm of a C2 Tactor preloaded onto the 

skin with a constant drive of 300 mA. The red curve is the displacement of the 

contactor, while the blue curve is the displacement of the actuator’s housing. The 

resonance peak of this device is between 200 and 300 Hz. (Image adapted from [80]) 

The C-2 Tactor is an extremely lightweight and portable actuator, thanks to a diameter of 3 cm 

and a weight of 17 grams. These properties grant to this device the possibility to be placed on 

the fingertips of a subject without hamper performance. 

This actuator has a nominal impedance of 7 ohms and should be driven using sine wave bursts 

with a frequency of 250 Hz and a current of 25mA RMS nominal. However, it can sustain bursts 

with a current of 50mA RMS nominal for short durations. The audio card of VRROOM’s 
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workstation does not provide an audio output strong enough to drive this device. Hence, it was 

necessary to build a high power signal amplifier to increase the signal strength. 

3.1.3.2 The Signal Amplifier 

The audio output of the VRROOM’s workstation was not strong enough to pilot the C-2 Tactor. 

This signal with the maximum power was 659.3 mV RMS (Figure 13a), a value extremely lower 

than the 3700 mV RMS required to drive the C-2 Tactor with the maximum power (Figure 13b). 

For this reason, a high-power signal amplifier was built to increase the signal.  

 

Figure 13: The effect of the signal amplifier built to control the C-2 Tactor. Figure (a) 

shows the voltage of the input audio signal, while figure (b) shows the voltage of the 

output audio signal. 

   The circuit used to amplify the signal is a standard inverting amplifier (Figure 14). To fulfill the 

voltage and current requirements of the C-2 Tactor, the operational amplifier used is the 
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OPA547 of Texas Industries. This low-cost, high-voltage/high-current operational amplifier has 

a maximum continuous current output equal to 750 mA. We have: 

    
  

   
      , and                     

Given a maximum input of 659.3 mV RMS, the maximum output is about 3700 mV RMS. The max 

current measured in the C-2 Tactor was equal to 0.35 A RMS. Such a value was chosen because it 

is halfway between the standard driving current of 0.25 A RMS and the suggested limit value of 

0.5 A RMS. 

 

Figure 14: The circuit schematic of the inverting amplifier. 

3.1.4 H3DAPI Framework 

The experiment code was written with the H3DAPI framework. H3DAPI is an open source 

development framework which uses OpenGL and X3D to control both graphics and haptics. This 

framework is independent from both the development platform and the haptic device used. 

These factors, and the fact that it supports stereographic displays, made this framework an ideal 

choice for the development of this experiment’s application. 
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The H3D framework is written in C++ and it uses OpenGL for graphic rendering and HAPI for 

haptics rendering. The front-end application is written in Python and X3D. Python is used to 

write the logic of the application, while X3D (which uses the XML syntax) handles the model of 

the world. The virtual world, including both graphic and haptic objects, is defined in X3D 

through a scene graph. 

3.2 EXPERIMENT PROTOCOL 

The experiment described in this document used a vibrotactile feedback proportional to the 

error done in a reach-and-stop task for the upper limbs. The subjects were asked to compensate 

a 60 degrees rotation of the visual field, which is a novel visuo-motor perturbation. This 

experiment was used to investigate if a system that increases the error awareness can enhance 

motor adaptation in healthy subjects. 

3.2.1 Rationale 

As it is described in Chapter 2, a recent study [6] suggests that motor adaptation is nothing else 

than a greedy optimization between the errors occurred while performing a task and the effort 

required to perform it (Figure 15). According to this hypothesis, people try to find the right 

balance between error and effort, and the weights associated to these variables are subjectively 

decided. The basic idea underlying Error Augmentation is that the weight associated to the error 

is artificially increased to increase the effort of the subject in performing the task. 
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Figure 15: Motor Adaptation is a greedy optimization of error and effort. 

Many studies [4,7,8,10,69,81] suggest that Error Augmentation can successfully enhance motor 

learning. But how can Error Augmentation (EA) be defined? In Section 2.2 two kinds of Error 

Augmentation are described: Force EA [5,7,8,22] and Visual EA [7,8,9,10,69]. Force EA actively 

worsens the performance of the subject; it amplifies the errors that the subject would normally 

make and it modifies the task to be more challenging. On the opposite side, Visual EA deceives 

the subject making him believe that his performance is worse than what it is in reality. It is 

possible to assume that a “black box” exists in our mind which takes as input all our sensory 

perceptions and our experience, and calculates a subjective representation of the error made 

while performing a task. Hence, it is possible to define Error Augmentation as a technique that 

alters a subject’s sensory perception to artificially increase his subjective perception of error 

(Figure 16). 
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Figure 16: Error Augmentation alters a subject’s sensory perception to artificially 

increase his subjective perception of error. 

The basic idea of the experiment described in this document can be described as follows. Let’s 

take, as example, a person who is speaking a language he is not proficient in. While this person is 

speaking, he is able to evaluate his speech performance. However, he is not likely able to notice 

all the errors he is committing. This person will be aware of more errors if he is using an ideal 

device that alerts him every time he makes a mistake. The direct consequence is that, most 

likely, the person will evaluate his performance being poorer than without this feedback. Is the 

increase of error awareness a kind of Error Augmentation? In fact, the device of the example is 

increasing the subjective perception of error. It is difficult to say in the specific case of the 

speaker, because there are complex psychological implications. However, it is a reasonable 

hypothesis in the case of quick reaching movements with the upper limbs. 

The experiment described in this document tries to clarify if it is possible to enhance learning by 

increasing the subjects’ awareness of their error. To accomplish this goal, the protocol applied is 
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similar to the one used to show the advantages of Error Augmentation in reaching tasks. 

Typically, in an Error Augmentation experiment the error is actively increased with Force EA or 

forged with Visual EA. Instead, in this experiment, a vibrotactile feedback emphasizes the 

subjects’ errors. 

A vibrotactile feedback is suitable for this task because, if used properly, is capable of 

successfully transmit information without hampering performance [11,23,79,82,83]. For 

example, in [11] not only a buzzer was successfully used to substitute the force feedback in a 

tele-operated task, but it also led to better performances than the use of a standard force 

feedback. The experiment performed by Massimino is particularly interesting because it shows 

that it is possible to successfully substitute the effect of a force feedback with a vibrotactile 

feedback. For this reason we hypothesized that it is possible to successfully apply the protocol 

used for an Error Augmentation reach-and-stop task, and substitute the force feedback with a 

vibrotactile feedback. The advantages of using a vibrotactile feedback are multiple. First of all, 

the use of vibration does not have the risk of instability that the force feedback has. For this 

reason it is possible to increase at will the gain used to provide the error feedback [11]. 

Moreover, the perception of vibration is typically underused in reaching tasks [30]. Hence, it is 

reasonable to hypothesize that the amount of information sent to the brain can be increased 

using this channel. Finally, studies suggest that vibrotactile perception can be elaborated quicker 

[11,84] and with less cognitive workload [82] than other sensory perceptions, such as force 

perception or vision. 
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The main challenges approached to accomplish this experiment were two: finding a way to make 

a reaching task novel to healthy subjects and finding a way to evaluate the learning process of 

the subjects.  

A 60 degrees rotation of the visual field with respect to the center of the workspace was applied 

to make the task novel. This visual deformation was chosen because it was previously used in 

multiple studies about dynamic adaptation [7,8,9,10,69], and these studies suggest that healthy 

subjects can adapt to this deformation after some hundreds of repetitions.  

Learning is a difficult parameter to evaluate because it cannot be directly measured; it is only 

possible to measure the consequences of learning. When a disturbance is introduced in a task, 

such as a visual distortion, a subject can use different strategies to compensate the perturbation, 

and increase his performance. For example, a subject could learn the trajectory which his hand 

should follow to have an optimal performance. Alternatively, another subject could understand 

the nature of the distortion which is hampering the performance and then move his hand 

accordingly to improve his performance. These two strategies could have similar results, 

however it is easy to see that the second subject was able to understand more deeply the nature 

of the distortion, and consequently he could be able to transfer this knowledge to other similar 

situations. For this reason, it is important to not take any assumption about how the subjects 

adapted. A deeper understanding of the environment dynamics corresponds to the creation of a 

good internal model of this dynamics. This internal model of the perturbation is used to predict 

the muscular activation pattern that should be used do reach a given location in space 

[4,20,81,85]. For this reason, it is not enough to measure how the error decreases while the task 

is repeated over time in the attempt to infer the presence of learning. A way to infer learning is 
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to analyze what happens if suddenly the perturbation is removed. For example, in [5] the 

subjects have to reach a target with a force pushing their arm. If a subject is compensating the 

force only by increasing the stiffness of his arm (feedback control), then when the force is 

removed the error disappears instantaneously. On the other hand, if the subject learns how the 

force is applied and he uses this knowledge to push against this force, then when the force is 

removed the prediction is wrong and he will make errors until he will correct the prediction. For 

this reason, it is necessary to introduce in the experiment some “catch-trials” where the visual 

deformation is removed, and these catch-trials are used to show the presence of learning.  

3.2.2 Subjects 

A total of sixteen healthy subjects participated in this study, and all of them signed a consent 

form that conformed to federal and University guidelines as approved by the Institutional 

Review Boards of both University of Illinois at Chicago and Northwestern University. Their ages 

ranged between 19 and 35 years, and seven  of them were females. All the subjects had a normal 

or corrected-to-normal vision, and no history of significant neurological or orthopedic disorders. 

Each subject used his dominant hand; two subjects were left handed. 

Two subjects were not naïve to motor adaptation experiments, but no one had previously done 

experiments that require adaptation to a rotation of the visual field. The subjects were randomly 

and evenly divided into two groups. Each subject participated only in one experiment to prevent 

crossover effects.  
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3.2.3 Task 

A standard reach-and-stop experiment with adaptation to a rotation of the visual field 

[7,8,9,10,69] was done on healthy subjects using the equipment described in the previous 

sections.  

The subjects sat in the VRROOM in front of the PARIS. They held the handle of the PHANTOM 

Premium 3.0 with their dominant hand, and a C-2 Tactor was attached firmly to the index 

fingertip of this hand. The C-2 Tactor was attached not only to the subjects of the vibration 

group, but also to the subjects of the control group. A small green sphere with a radius of 1 cm 

indicated the position of the subject’s hand, while the real hand was hidden behind a black 

curtain and not visible to the subject. The subjects were instructed to reach targets that 

appeared on the screen with a movement as quick and straight as possible, and then return to 

the start position. Three targets appeared on the screen in a random order. This order was 

random within a session, but unvaried between different subjects. The three targets were 

equidistant on a 10 cm radius circumference, while the start position was located at the center 

of the circle (Figure 17a). The three targets and the start position were represented by a light 

blue sphere with a radius of 2 cm. The circle was located on a plane tilted 30 degrees with 

respect to the plane orthogonal to the subject’s chest (Figure 17b). The rotation of the plane and 

the position of the circle on the plane were chosen in such a way to make the reaching 

movements comfortable to subjects with a short range of reaching.  
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Figure 17: The position of the targets in the workspace; during the experiment, the 

targets are represented by green spheres, and the cursor is represented by a red 

sphere. Figure (a) shows that the three external targets are equidistant on a 10 cm 

radius circumference. The first external target was correspondent to a 30° angle, and 

the others targets are 120° apart from each others. Figure (b) shows that the circle is 

on a plane tilted by 30°. This inclination granted comfortable reaching movements. 

The movements of the hand were constrained to the plane where the targets were lying to 

reduce the influence of errors caused by a lack of depth cues. An example of the effect that this 

lack of cues can have is shown in Figure 18. This image depicts typical trajectories of a subject 

who had to reach four targets in a virtual environment with weak depth cues; it is possible to 

entail from these trajectories that the subject had problems to identify the exact position of the 

targets. In fact, the trajectories are split into two movements: a first quick movement to reach 

the position where the subject believed that target was, followed by a second movement to 

reach the real position of the target. For this reason, the experiment can be considered as a two 

dimensional reach-and-stop experiment in a three dimensional workspace. 
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Figure 18: A pilot study to analyze the effect of movements in a 3D environment with 

few depth cues. The subjects had to reach four targets (red dots) that were shown in a 

random order. No visual distortions were applied. Analyzing the trajectories of the 

subjects it is evident that the subjects had problems to calculate the real position of 

the targets. The trajectories were split into two movements: a first quick movement to 

reach the position where the subject believed that target was, followed by a second 

movement to reach the real position of the target. 

A trial was defined as a reaching movement from one target to another. Each subject, every time 

that a target was displayed, had to reach the new target as soon as possible and to stay in that 

position until the next target was displayed. Trials where the hand starts moving before the 

target is displayed were discarded, and a new trial was started. The targets were shown in a 

random order to avoid predicting the location of subsequent targets. Each movement from the 

central target to a target on the circumference is called outward movement, is followed by an 

inward movement that takes the hand back to the central position. Only the outward 
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movements were considered for this experiment, because the inward movements were more 

prone to automatic movements. To successfully reach a target the cursor had to stay for at least 

200 milliseconds inside the radius of the target.  

The target changed its color to red if the subject took more than 0.7 seconds to reach it to signal 

a particularly slow movement [85]. The subjects were instructed to reach the target as soon as 

possible. This quick movement requirement was used to minimize subjects’ intra-trials learning. 

In fact, the slower the movement the easier it is to reach the target thus reducing drastically the 

error done. 

A reach-and-stop task without perturbation is a trivial task for healthy subjects. Hence, learning 

is minimal or absent in such a task. For this reason, a 60 degrees counterclockwise rotation of 

the visual field centered on the central target was applied on the cursor to make the task novel 

(Figure 19). However, the unperturbed task was still used at the beginning and at the end of the 

experiment to compare the performance of the unperturbed task with the perturbed one. The 

rotation of the visual field is applied only to the cursor, and not to the targets. Consequently, 

subjects could understand that the visual distortion was present only by moving their hand.  

Figure 19 shows what happened to the cursor and the subject’s hand in the first movement of 

the learning phase. This figure shows the subject moving his hand from the central target, where 

the hand was, to the only visible target. Because the subject is not aware of the visual distortion, 

his central nervous system (CNS) applies the standard strategy to reach the target, and the 

subject moves his hand directly towards the green target. However, the position of the red 

cursor is rotated by 60 deegrees counterclockwise, therefore the cursor does not move towards 
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the target. To reach the target, the subject must move his hand along a trajectory that is rotated 

60° clockwise.  

 

Figure 19: Effect of the visual rotation. In the early trials of the learning phase, when a 

subject tries to reach the only visible target (green), he moves his hand (blue) directly 

towards the target. However, the cursor (red) moves along a completely different 

trajectory due the visual counterclockwise rotation of 60°. 

The subjects are equally distributed into two groups: vibration group and control group. The 

difference between these two groups is that a vibrotactile feedback proportional to the error is 

provided to the vibration group by the C-2 Tactor. The error is defined as the vector that 

connects the position of the cursor to its orthogonal projection on the ideal line which connects 

the starting target with the target that the subject is trying to reach (see Section 3.3.2.1: 

Maximum perpendicular distance). The vibration is a value proportional to the magnitude of the 

vector      , and it is defined as: 
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with                . Hence, the vibration is a value between 0 and 1, with 0 

corresponding to no vibration and 1 corresponding to the maximum possible amplitude of 

vibration. The maximum value of vibration is reached when the error is greater than 3 cm. 

Figure 20 shows the result of a pilot test done to choose the saturation value of the vibration. 

This value is chosen so that saturation would occur only in the early learning phase where larger 

errors were made, but also so that the vibration was not too small in the late learning phase. 

 

Figure 20: A pilot study performed to identify an optimal saturation value for the 

vibration. The dots represent the average error during a trial, and the red dotted lines 

represent the saturation value equivalent to an error magnitude of 3 cm. The 

saturation value should guarantee saturation only in the very early learning phase, 

and should avoid having a too small vibration in the late learning phase. 
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The experiment was divided in blocks of usually eighty movements, and the time required to 

finish a block of movements varied from 2 to 5 minutes. To avoid fatigue, subjects were obliged 

to rest after finishing each block. There were twelve rests of 40 seconds, and two rests that were 

120 seconds long. The subjects were not allowed to skip the rests, and during the two long rests 

they were allowed to stand up and move around the experiment room. 

The experiment can be subdivided into five phases: 

1. Familiarization: in this phase the subject gets familiar with the characteristics of the 

devices used for this experiment and with the unperturbed reach-and-stop task. This 

phase was necessary because the goal of the experiment was to observe how subjects 

adapt to the visual distortion, and the lack of familiarity could introduce some noise in 

the first measurements. At the beginning of this phase, the subject was exposed to the 

whole range of possible vibrations, and the experimenter checked if the subject was 

annoyed by this stimulus. The vibration was not above the pain threshold for none of the 

subjects. After the familiarization with the vibrotactile device, the subject had to perform 

60 trials of the reaching task (30 outward and 30 inward) with no vibration and no 

visual rotation. During these movements the subject had to become familiar with the 

workspace, the graphic elements and the task. 

 

2. Baseline:  this phase is used to evaluate the baseline of the unperturbed reach-and-stop 

task. During the 80 trials of this phase (40 outward and 40 inward), neither the vibration 

nor the visual distortion is present. The features extracted from this phase are 

particularly interesting because they can provide precious information about how the 
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subjects perform when the distortion is not present. The error in this phase is expected 

to have a small variance and to be close to zero, because reach-and-stop movements are 

usually accurate for healthy subjects. The mean error of this phase is typically defined as 

the subject-dependent bias of the task, and it is used to adjust the data collected in the 

other phases [85]. However, in this experiment the baseline phase is not long enough to 

ensure convergence of the error. For this reason, the subject-dependent bias was not 

used to correct the data of the other phases.  

 

3. Learning: in this phase the visual rotation of the targets was applied and the subject had 

to adapt to this perturbation. With its 800 trials (400 outward and 400 inward), this was 

the longest phase of the experiment. For this reason, this phase was divided into ten 

blocks of 80 trials each to reduce fatigue. In this phase, the visual rotation was applied to 

all the subjects and the vibrotactile feedback was applied to the subjects in the vibration 

group. The data from these trials, called RV (Rotation Vibration) trials, gave us 

information about how quickly subjects improve their task performance. These trials 

alone were not enough to infer that the subject was learning an internal model that 

compensates the visual distortion. For these reason, two kinds of catch-trials were 

randomly but uniformly distributed across this phase of testing with a density of about 

one catch-trial every five trials. The first kind of catch-trials had the visual distortion but 

not the vibrotactile feedback (in the control group these catch-trials were exactly 

equivalent to normal trials) and they are called RnV (Rotation no Vibration) catch-trials. 

In the experiment there was a RnV trial every nine trials, and they were used to see if the 

information transmitted by vibration is an important cue for the subjects. In fact, if in the 
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vibration group there is no significant difference between the error in the RV trials and 

the error in the RnV trials, then the information given by the vibrotactile feedback is not 

really useful to the subject to compensate the visual distortion. The second kind of catch-

trials had neither the vibrotactile feedback nor the visual distortion, and they are called 

nRnV (no Rotation no Vibration) catch-trials. In this experiment there is a nRnV catch-

trial every twenty trials, and they were used to measure the formation of an internal 

model. In fact, learning an internal model that predictively compensate for the visual 

distortion will produce the same motor output on these appearance of these catch-trials 

because the catch-trials cannot be predicted. For this reason, the expected output of 

nRnV catch-trials is an error that gradually increases proportionally to the error 

decrease in RV trials. 

 

4. Generalization: this phase was used to understand if the subject was able to generalize 

the internal model consolidated in the learning phase. In this phase each subject had to 

do 80 movements (40 inward and 40 outward) towards three outer targets whose 

positions were still on the circumference, but different from the positions used in the 

previous phases (Figure 21). These new targets give us the possibility to understand if a 

subject learned only a precise trajectory, or if he was able to learn the “structure” of the 

impairing visual deformation and if he was consequently able to compensate that 

deformation to reach any possible target. 
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Figure 21: The targets of the generalization phase (blue) compared with the targets 

of the other phases (green). The targets of the generalization phase were equidistant 

and the angle of the first target was chosen equal to 75 degrees.  

 

5. Washout: this is another phase that was used to understand if the subjects built an 

internal model to compensate the visual distortion. During the 160 movements of this 

phases (80 inward and 80 outward, divided into two blocks of 80 movements each) both 

the visual distortion and the vibrotactile feedback were removed. In this phase, if an 

internal model had been developed in the learning phase, it was possible to observe how 

the internal model was gradually readapted to the unperturbed reach-and-stop task. 

Ideally, the aim of this phase was to analyze how the effect of the nRnV catch-trials 

evolves when subjects were exposed for prolonged periods of time. 



52 
 

 
 

3.3 DATA ANALYSIS 

In this section it is described how the data collected during the experiment was used to extract 

useful information. A huge amount of data was collected with a frequency of 100 Hz while each 

subject performed the experiment. A file of a typical experiment takes up about 30 Megabytes 

and it is in average 180,000 lines long. Each entry of these files contains the timestamp, the 

position of the subject’s hand in the 3D workspace, the sensory feedback used and their 

intensities, and the error vector. In this section is described, at first, how this data are 

preprocessed to reject the outliers and some specific trials. Then, the features used to study the 

learning process are described. And finally the techniques used to perform the statistical 

analysis are described. 

The data of the experiment was analyzed with MATLAB R2011a, R 2.14.1 and some custom 

applications written with Python 2.7.2. 

3.3.1 Data preprocessing 

The raw data collected during several sessions of the experiment contained information that 

needed to be rejected. Moreover, it was necessary to process this raw data to obtain more high 

level information, such as the movement velocity. In this section the criteria to clean the data 

and the methods to obtain more high level information are described.  
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3.3.1.1 2D Transformation 

The coordinate system of the data collected during the experiment reflects the three-

dimensional nature of the workspace. However, in Section 3.2 it is described that the subjects 

were performing a reach-and-stop task on a 2D plane, and the movements of the subjects were 

constrained to this plane by the robotic arm. For this reason, the component of the movement 

vector orthogonal to the plane can be ignored.  

The unit of measurement of the original 3D coordinate system is in meters. Hence, if the distance 

between two points is equal to one, then in real world that distance is equal to one meter. This 

can be done because the VRROOM system was properly calibrated. It is suitable, during the 

transformation from the 2D system to the 3D system, to not modify this mapping between 

virtual world coordinates and real world coordinates. Instead, it is useful to change the origin of 

the coordinate system because in the 3D system it is far from the area where the targets are 

displayed. 

Figure 22 describes the transformation from the 3D coordinate system         to the 2D 

coordinate system      . The origin of the 2D system overlaps the center of the central 

target              and does not have the component of the vector orthogonal to the plane.  
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Figure 22: Transformation from the original 3D coordinate system         to a 2D 

coordinate system      . In the original 3D coordinate system the origin is far from 

the area where the targets are displayed, and the unit of measurement is in meters. 

This 3D system is transformed into a 2D system with the origin centered on the 

central target, and with the same unit of measurements of the 3D system. This 

transformation is obtained by eliminating the component orthogonal to the plane in 

the 3D system. 

To perform the transformation from the 3D system to the 2D system, the following operations 

are performed:  

1. The central target C is translated to the origin with the translation matrix      

2. The axes of the 3D system are rotated to align with the 2D system using the rotation 

matrix R; 

3. The component orthogonal to the plane is discarded. 

With      

      
      
      
    

   and   

 
 
 
 
       

       

       

     
 
 
 
, where   and   are properly chosen 

orthogonal vectors from the center to the circumference and   is the normal of the plane.  
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Given a generic point              in the 3D space, the point            in the 2D space is 

calculated as follows: 

                                  

And the component     is discarded.  

3.3.1.2 Resampling 

The VRROOM workstation collected data with a sampling frequency of 100 Hz. However, an 

analysis of the raw data showed that the sampling time is not constant (Figure 23). 

 

Figure 23: The VRROOM workstation is supposed to collect data with a constant 

sampling frequency of 100 Hz. However, the analysis of the raw data shows that the 

sampling frequency is not constant. This image shows how the frequency changes 

during the sampling of about 2,000 samples.  
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For this reason, it was necessary to resample the raw data at the average frequency of 100 Hz. 

This process was done with the method of linear interpolation. 

3.3.1.3 Velocity 

After the coordinate system transformation and the resampling, it is possible to use the data to 

calculate the velocity of the hand. This velocity is used to understand which parts of a movement 

should be used to extract features. 

The velocity is calculated as the difference between consecutive positions of the hand divided by 

the time elapsed between these two positions. Figure 24 shows that the velocity calculated with 

this technique is quite noisy, with huge spikes that increase the variance of the data. To reduce 

the sampling noise a Gaussian Mobile Filter is applied. 

 

Figure 24: Movement velocity calculated from the data without the use of any 

technique to reduce the noise. 
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It is possible to obtain better results if a low-pass filter is applied. In fact, it is commonly 

accepted that the human component in the hand velocity occupy frequencies not higher than 7 

Hz. For this reason, it is possible to clean the velocity data without the risk of removing useful 

information with a Gaussian Mobile Filter whose cut-off frequency is 21 Hz. A Gaussian Mobile 

Filter substitutes the value of each point with a weighted sum of the values of all its neighbors 

inside a given window. The weights are given by a Gaussian distribution centered on the point 

whose value is going to be substituted. Figure 25 shows the result obtained by applying the 

Gaussian Mobile Filter on sample data. 

 

Figure 25: The velocity data cleaned with a Gaussian Mobile Filter whose cut-off 

frequency is 21 Hz. The cut-off frequency was chosen to be three times 7 Hz, because 

all the human components in the hand movements are below this threshold.   
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3.3.1.4 Data rejection 

The criteria to reject data collected during an experiment session can be divided into two level of 

granularity: criteria to reject all the data of an entire movement and criteria to reject part of a 

valid movement’s data. In the former case, a whole movement was removed because it was not 

useful to extract data or it could introduce relevant noise into the results. In the latter case, some 

parts of a movement did not contain useful information, and for this reason they were removed. 

If we consider the data at the granularity of whole movements, then a movement was rejected if: 

1. The movement is an inward movement: all the movements from the external targets 

to the central one are not used. The inward movements are easier that the outward one, 

and for this reason the performance for these two kinds of movements cannot be 

evaluated together; 

 

2. The movement is after a catch-trials or a rest: movements after catch-trials and rest 

are significantly different from other movements [86]. For this reason, six movements 

(three outward and three inward) after each catch-trial and four (two outward and two 

inward) after each rest are rejected.  

 

3. The subject started moving in the direction of a wrong target: the targets were 

displayed in random order to the subjects to avoid predicting the location of subsequent 

targets. However, the subjects still tried to predict target locations, and this lead to “false 

starts” in the direction of the target that the subject believed to be the next. These 

movements were discarded because the subjects, when they realize that their movement 
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is towards a nonexistent target, introduce a huge error in their attempt to correct the 

trajectory (Figure 26). 

 

Figure 26: Examples of trajectories where the subject started moving towards the 

wrong target. These trajectories were rejected because the error done by the subject 

is higher of the error that normally is done. The color of the trajectory indicates the 

velocity of the hand and goes from dark blue (0.0 m/s) to dark red (0.6 m/s). 

  

4. The movement is extremely slow: a movement was rejected if the velocity was below 

0.1 m/s for the whole movement. This threshold defined a slow movement, and it is 

possible to assume if this velocity was never exceeded that the movement was almost 

entirely dominated by the feedback component. Hence, the error in this movement is 

lower than the average.  

After the rejection of invalid trajectories, it was necessary to extract from the valid ones the 

movement part that was significant. Fast reach-and-stop movements, like the ones done in this 
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experiment, are ballistic movements. A ballistic movement is defined as muscle contractions that 

exhibit high velocities over a short period of time. A velocity vs. time graph, such as Figure 27, 

shows these movements as having a bell-shaped form.  

 

Figure 27: Decomposition of two reaching movements (blue) into ballistic 

movements (red).  Trajectory (a) is formed by only one ballistic movement, while 

trajectory (b) is formed by the overlapping of three ballistic movements. Multiple 

ballistic movements in a single trajectory imply that in between the subject’s CNS is 

correcting the movement, and it is not possible to exclude that it is using a feedback 

control system.  

A typical reach-and-stop movement of a healthy subject is made up of a single ballistic 

movement. In fact, this is a simple task and the central nervous system (CNS) is able to calculate 

the muscle activation pattern needed to reach the target without the need of on-line corrections. 

Instead, the CNS requires some corrections of the trajectory when the subject must deal with a 

perturbation that cannot be predicted well.  In this case, the CNS uses the activation pattern that 

is believed to be optimal; subsequently, when the first sensory stimuli arrive in the CNS, it will 

evaluate the performance and transmit a new and activation pattern. For this experiment, it is 
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more interesting to analyze the data of the first activation pattern or initial ballistic movement, 

because it is likely determined only by the internal model and not by on-line corrections. 

The algorithm used to robustly extract the first ballistic movement is described as follows: 

1. Set a static threshold           which indicates a low level of velocity that is above the 

initial high frequency noise. The threshold          was chosen equal to 0.1 m/s. 

 

2. Find the first local maximum      above           and the first local minimum      

below         . A local maximum is preferred to a global maximum because one of the 

follow-up ballistic movements could have a peak velocity higher than the one of the first 

ballistic movement. 

 

3. Calculate the dynamic threshold                                  . This 

threshold is equal to the 20% of the distance between      and     . 

 

4. The first ballistic movement is made up of all the samples from      going backwards 

until the first sample below            and from       going forward until the first 

sample below            is reached. 

 

Figure 28 shows the output of the algorithm applied to two trials of the dataset. 
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Figure 28: Algorithm to extract the first ballistic movement (cyan) from an entire 

trajectory (blue). The red dot is the local maximum above the static threshold, the 

yellow dot is the local minimum below the threshold and the red dotted line is the 

dynamic threshold. 

3.3.2 Features 

Once the trajectory had been successfully cleaned, the next step was to extract some relevant 

features which allowed us to compare the learning process between different subjects. The 

features used were four and are described in the following sections: maximum perpendicular 

distance, error in the initial direction of movement, learning index and execution time. Among 

these four features, the most interesting one is the maximum perpendicular distance, because it 

indicates how far the movement is from the ideal. The initial direction of movement was 

extremely useful to identify trajectories that should have been rejected. The learning index is a 

useful indicator that returns a normalized value which is independent from perturbation 

intensity and subject. Lastly, the execution time gives information about the time required to 

perform a reaching movement.  
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3.3.2.1 Maximum perpendicular distance 

Given a trajectory AB that travels from point A to point B and a position H along the trajectory, 

then the error vector ē, which connects point P to point H, is called perpendicular distance; 

where P is the orthogonal projection of H on the straight line that connects A with B (Figure 29).  

 

Figure 29: Perpendicular distance of a point H along a trajectory from the point A to 

the point B. The perpendicular distance of the point H (vector ē) is the vector between 

H and its orthogonal projection P on the straight line that connects A with B. The 

maximum perpendicular distance of a trajectory is the maximum perpendicular 

distance along that trajectory. 

Given the unit vector    
   

     
 and the vector      , the projection of   onto the unit 

vector     is equal to         . Hence, the orthogonal projection of point P onto AB is     

        , and the perpendicular distance is the magnitude of the vector      . 

The maximum perpendicular distance (known also as uniform norm or Chebychev norm) 

along a given trajectory is the maximum value of perpendicular distance along that trajectory.  
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It is important to point out that the magnitude of the perpendicular distance is the value used to 

modulate the vibration amplitude during the learning phase of the experiment. 

3.3.2.2 Initial direction error  

It is particularly interesting for the aim of this experiment to analyze the first phase of the 

movement, because it best reflects the operation of a feedforward controller based on an 

internal model of the environment dynamics. The initial path of movement reflects this early 

movement phase by forming a vector from the start point to the position of the hand after 100 

milliseconds (Figure 30a). 

 

Figure 30: The initial direction error between the initial direction of movement and 

the ideal one. Figure (a) shows that the point P selected to calculate the initial 

direction is 100 milliseconds after the movement’s starting point S. S is the beginning 

of the first ballistic movement. (b) shows that the initial direction error is the angle 

between the initial direction vector P-V and the vector that connects the end target 

and the start target. 
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The initial direction error is the angle between the initial direction vector and the vector that 

connects the end target with the start target (Figure 30b). The convention chosen for this 

feature assigns a positive value for counterclockwise errors, for this reason the range values for 

these errors is ±180°. 

3.3.2.3 Execution Time 

The Execution Time (ET) is calculated as the time required to execute the first ballistic 

movement. In this way, it is not taken in consideration an eventual delay at the beginning of the 

movements.  

3.3.2.4 Learning index 

As previously discussed, the CNS can reduce the error caused by the perturbation at least in two 

different ways. The first method is a feedback control which uses the sensorial inputs. Ideally, 

this stabile feedback system will reduce the errors in the RV trials. However, in such a system 

errors will not be present when the disturbance is removed during the nRnV catch-trials. 

Alternately, learning an internal model of the perturbation will also result in a reduction in 

errors during the RN trials. However, this strategy will produce large errors in the nRnV catch-

trials, and these errors should be proportional to the amount of time spent to update the 

internal model [85,87]. 

The distance between the nRnV error curve and the RV error curved correspond to the effect 

size of perturbation on the error (Figure 31). This effect size depends on the magnitude of the 

perturbation and on subject-specific characteristics, such as the length of the arm. In the 

experiment described in this document, the magnitude of the perturbation (the angle of 
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rotation) is held constant across subjects. However, the subject-dependent characteristics are, 

by definition, different from subject to subject. Hence, it is interesting to use the effect size as 

normalization value to obtain a measure of learning independent from the effect size. This 

normalized value is called learning index [85,87]. 

 

Figure 31: The learning index is used to calculate a feature that is invariant to the 

effect size. This size depends on the perturbation’s magnitude and on the subject 

dependent variables. The effect size is equivalent to the distance between the nRnV 

and the RV error curves; in this case, the error used is the maximum perpendicular 

error.  The learning index is defined as the normalization of the error with the effect 

size.     

For example, in Figure 31 it is shown a plausible drawing of the RV and nRnV error curves with 

the error calculated as maximum perpendicular error. Because the nRnV curve is always above 

the other one, the effect size can be calculated for each trial T with the following formula: 
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Now, it is possible to calculate the learning index of the error. For example: 

                        
              
            

 
              

                             
 

It is important to point out that in the experiment described in this document, the learning index 

should not be considered as the main measure of learning due to the small number of nRnV 

catch-trials. This limited number of trials entails a too high granularity in the nRnV curve, which 

leads to an higher sensibility to noise especially at the beginning of the curve. It was not possible 

to increment the number of nRnV catch-trials because a second set of catch-trials (RnV trials) is 

present in the learning phase, and a higher number of catch-trials hampers the normal trials. 

3.3.3 Learning model  

The features of each subject’s learning phase were fitted to an exponential model, to study how 

the subjects of the vibration group are affected by the vibrotactile stimulation. The exponential 

curved used is 

     
 
  

where A is a plateau reached during the learning phase, B is how much the error changed from 

the beginning of the learning phase to the end and C is the dominant time constant for the error 

to decrease. This model has been used multiple times in the literature [5,7,8,9,10,20,69,85], and 

typically A is called learning offset, B is called amount of learning and C is called learning rate. 
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The learning rates and the learning amounts for the vibration treatment group will be compared 

to the control group to test the hypotheses that vibration speeds up and enlarges the amount of 

learning over controls. Moreover, it is possible to use this exponential model to verify some 

secondary hypothesis, such as that vibration became an important cue for the control group. 

3.3.4 Statistical analysis  

To compare the effects of vibration, two general methods were used. The first approach is to 

calculate the average of a subject’s performance feature (e.g. Maximum Perpendicular Error) 

over some consecutive trials. This approach was typically used to estimate the difference 

between two distinct points onto the learning curve; for example the difference between the 

Maximum Perpendicular Error (MPE) that a subject’s trajectory produced at the beginning and 

end of the learning phase. The second method was used to compare entire learning curves. The 

trial-by-trial data along each curve was regressed into an exponential function      
 

 , where 

A is the plateau, B is the amount of change and C is the dominant time constant. The advantage 

of this approach is that it summarizes the properties of a learning curve in only three 

parameters, but the drawback is the intrinsic error of the regression. This fitting imprecision is 

particularly evident if there is a high variance in the dataset. 

T-tests were performed to calculate the significance of an effect. These tests were run assuming 

an unknown distribution’s mean and variance. If the tests were run between two different 

independent distributions, then the variances of these distributions were assumed distinct from 

each other and unknown. Accordingly with the kind of effect, either a two tailed or a one tailed t-

test was run. It was not necessary to run ANOVA tests because it had never been necessary to 

compare more than two independent populations. The significance for all statistics is       . 
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Lilliefors tests were run when it was necessary to check if a set of data was significantly different 

from an unknown Gaussian distribution. 

The effect size between two populations was estimated with the Cohen’s effect size d, which is 

defined as the difference between the means of the two populations divided by the standard 

deviation of the data: 
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CHAPTER 4: 

RESULTS 

In this Chapter are described the results of the data analysis. First, a general description of the 

trajectories and of the learning curves during the different phases of the experiment is 

discussed. This general description is used to give a high level overview to the reader. Then, the 

data of each phase is analyzed to extract relevant information. This information is used in 

Chapter 5 to discuss the results. 

4.1 TRAJECTORIES AND LEARNING CURVES 

In this section a description is given of the learning curves and of the trajectories of typical 

subjects. This section is used to give an overview of their general structure. A more detailed and 

technical description is provided in the following sections. 

To provide a general view of the trajectories that were usually found in each of the experiments 

the reader is directed to Figure 32 which shows the trajectories of two typical subjects (one 

subject of the vibration group and one subject of the control group) in the six distinct 

experimental conditions. Baseline shows the first ten outward movements performed during 

the baseline phase, where subjects had to reach the targets without the vibrotactile feedback 

and the rotation of the visual field: the trajectories are straight and the perpendicular error is 

minimal. Early Learning and Late Learning shows, respectively, the first ten movements and 

the last ten movements of the learning phase, where the visual distortion is applied and the 

vibration group receives the vibrotactile feedback. At the beginning of this phase the trajectories 
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are extremely biased by the visual rotation, but gradually the subjects corrects the movements 

until reaching a nearly straight movement. Generalization shows the first ten movements of the 

generalization phase, where the vibration group did not have any more the vibrotactile 

feedback, the visual distortion is still present but the targets are in naïve locations. Finally, Early 

and Late Washout shows, respectively, the first ten and the last ten movements of the washout 

phase, where neither the vibration nor the visual distortion are present. The subjects show a 

high error at the beginning of this phase that is gradually reduced. 

The perpendicular error of the trajectories plotted in Figure 32 is high at the beginning of the 

learning phase, but it decrease as the number of trials increase. During the generalization phase 

the error remains relatively small. The error increases when, in the washout phase, the 

perturbation is removed; notice that the error in the Early Washout is in the opposite direction 

of the error in the Early Learning phase. 
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Figure 32: Cursor’s trajectories of different phases for two typical subjects. With 

“early” is intended the first ten trajectories of a phase, and with “late” is intended the 

last ten trajectories of a phase. 
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Figure 33: Plot of the Maximum Perpendicular Error of a typical subject. Each subject 

had a plot which resembles this one. In the learning phase are plotted the MPE of both 

RV trials and nRnV catch-trials. 

A similar trend in the perpendicular error is observed in all the subjects, and it is better depicted 

in Figure 33. This plot shows the time course of these error changes. The error decrease during 

the learning phase follows a rising exponential curve which reaches its asymptote at the end of 

this phase. While the error of the RV trials decreases, the error of the nRnV catch-trials increase. 

Finally, in this Figure the error of the washout phase is opposite to the error found in the 

learning phase and is almost the same initial magnitude, but in the opposite direction, as found 

in the beginning of the learning phase. 

In the following sections, each phase is analyzed to show the statistical results of this 

experiment.  
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4.2 BASELINE 

During the baseline phase the subjects of both groups were exposed to the same conditions: no 

distortion and no vibrotactile feedback. Moreover, healthy subjects are supposed to easily 

perform the task of this phase. For these two reasons, it was expected to have in both groups a 

constant performance along the entire phase and no difference between the performance of the 

two groups. 

4.2.1 Maximum Perpendicular Error 

Figure 34 shows the Maximum Perpendicular Error (MPE) in the baseline phase of both the 

vibration group and the control group. The dark green line represents the trial-by-trial mean of 

each group and the light green area represents the standard deviation of this mean. The red 

dotted line represents the mean of all the trials’ MPE of each group.  

For each subject, the difference between MPE of the first ten trials and of the last ten showed no 

significant difference from 0. Hence, in both groups the MPE is stationary during the entire 

baseline phase. Because the MPE is stationary, the overall MPE during the baseline phase of each 

subject was calculated; no significant difference between the means of the two groups was 

found.  
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Figure 34: Maximum Perpendicular Error (MPE) in the baseline phase of each group. 

The light green area is the standard deviation, and the red dotted line is the average of 

the group  

However, the overall means of each group were both significantly different from 0 (p<0.05). The 

mean of the vibration group is -0.2323 cm and the mean of the control group is -0.2776. 

4.2.2 Execution Time 

Figure 35 shows the Execution Time (ET) in the baseline phase for each group. The green line 

represents the trial-by-trial mean of each group and the light green area represents the standard 

deviation of this mean. The red dotted line represents the means of all the trials’ ET for the two 

groups, with the mean of the vibration group equal to 0.3629 seconds and the mean of the 

control group equals to 0.3717 seconds. 
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Figure 35: Execution Time (ET) in the baseline phase of each group. 

 

For each subject, the difference between the first ten trials and the last ten trials of the baseline 

is not significantly different from 0. Hence, in both groups the ET is stationary along the whole 

phase but there is no significant difference between these means. 

4.2.3 Initial Direction of Movement 

Figure 36 shows the Initial Direction of Movement (IDM) in the baseline phase of each group. 

The green line represents the trial-by-trial mean of each group and the light green area 

represents the standard deviation of this mean. . The red dotted line represents the means of all 

the trials’ IDM for the two groups, with the mean of the vibration group equal to 1.025 degrees 

and the mean of the control group equals to 1.207  degrees. 
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Figure 36: Initial Direction of Movement (IDM) in the baseline phase of each group. 

For each subject, the difference between the first ten trials and the last ten trials of the baseline 

showed no significant difference from 0. Hence, in both groups the IDM is stationary along the 

whole phase but there is no significant difference between the these means. 

4.3 LEARNING PHASE 

As previously mentioned in Chapter 3, in this phase there were three kinds of trials. Figure 37 

depicts the Maximum Perpendicular Error of each of these trials. The RV trials are the main 

trials of this phase: the vibration group has the visual distortion and the vibrotactile feedback, 

while the control group has only the visual distortion. The nRnV catch-trials are used to evaluate 

the amount of learning: in these trials there is neither vibration feedback nor visual distortion. 

Finally, in the RnV catch-trials there is the visual distortion but not the vibrotactile feedback. 

Obviously the RnV catch-trials are equivalent to the RV trials for the control group. This figure is 



78 
 

 
 

useful to show the trend found in each kind of trial. In the following sections each kind of trial is 

analyzed. 

 

Figure 37: Maximum Perpendicular Error of the learning phase subdivided into the 

three distinct kinds of trials. The light colored areas are the standard deviation. 

Due to the high number of observations that can be done on the learning phase’s data, this 

section is divided into two main sub-sections. First, it is analyzed the performance within group, 

and after is analyzed the performance between groups. 
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4.3.1 Performance within groups 

4.3.1.1 RV trials 

Figure 38 depicts how the RV trials’ MPE changes during the learning phase. In this figure, the 

blue line represents the variation in mean performance for subjects of the same group on a trial-

by-trial basis, while the light blue area represents the standard deviation of this mean. For both 

groups, the difference between the average of the last ten RV trials and the average of the first 

ten RV trials of this phase is significantly greater than 0 (p < 0.001). Hence, the RV trials’ 

performance significantly improved during this phase in both groups. 

 

Figure 38: RV trials’ Maximum Perpendicular Error (MPE) of each group in the 

learning phase. The light colored areas are the standard deviations. 
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Similarly to the previous figure, Figure 39 illustrates how the RV trials’ ET changes during the 

learning phase. For both groups, the difference between the average of the last five RV trials and 

the average of the first five RV trials of this phase is significantly greater than 0 (p < 0.05). 

Hence, the RV trials’ execution time significantly decreased in both groups during this phase. 

 

Figure 39: RV trials’ Execution Time (ET) of each group in the learning phase. The 

light colored areas are the standard deviations. 
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4.3.1.2 RnV trials 

Figure 40 shows the RnV catch-trials’ MPE. Similarly to the previous test, an analysis was done 

on the difference between the first five trials and the last five trials. This difference was 

significantly greater than 0 (p < 0.001). Hence, also the RnV catch-trials’ performance 

significantly improved during the learning phase. 

 

Figure 40: RnV catch-trials’ Maximum Perpendicular Error (MPE) of each group in 

the learning phase. The light colored areas are the standard deviations.  
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Similarly to the previous image, Figure 41 illustrates how the RnV catch-trials’ ET changes along 

the learning phase. For both groups, the difference between the average of the last five RnV 

trials and the average of the first five RnV trials of this phase is significantly greater than 0 (p < 

0.05). Hence, the RnV catch-trials’ Execution Time significantly decreased in both groups along 

this phase. 

 

Figure 41: RnV catch-trials’ Execution Time (ET) of each group in the learning phase. 

The light colored areas are the standard deviations. 
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An analysis was performed to examine if there is a significant difference between the RV trials 

and the RnV catch-trials. To perform this analysis, the exponential regression of each subject is 

calculated, and the RV parameters are compared with the RnV parameters (Figure 42).  

 

Figure 42: Comparison between the exponential regressions of RV and RnV trials.  

In the control group, there is no significant difference between the parameters of the RV and 

RnV exponential regressions. Differently in the vibration group, the time constant C of the RV 

curves is significantly smaller (p<0.03) from the C of the RnV curves, with a Cohen’s effect size d 

equal to 1.01; there is no significant difference between the other two parameters. 
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4.3.1.3 nRnV catch-trials 

Figure 43 depicts how the nRnV catch-trials’ MPE changes along the learning phase. In this 

figure, the trial-by-trial mean is represented by the blue line, while the light blue area represents 

the standard deviation. For both groups, the difference between the average of the last five RV 

trials and the average of the first five RV trials of this phase is significantly smaller than 0 (p < 

0.001). Hence, the nRnV catch-trials’ performance significantly worsened during the learning 

phase. 

 

Figure 43: nRnV catch-trials’ Maximum Perpendicular Error (MPE) of each group in 

the learning phase. The light colored areas are the standard deviations. 
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Similarly to the previous image, Figure 44 illustrates how the nRnV catch-trials’ ET changes 

along the learning phase. For both groups, there is no significant difference between the average 

of the last five nRnV trials and the average of the first five nRnV trials of this phase. Hence, the 

RnV catch-trials’ Execution Time did not significantly changed along this phase. 

 

Figure 44: nRnV catch-trials’ Execution Time (ET) of each group in the learning 

phase. The light colored areas are the standard deviations. 
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4.3.1.4  Performance plateau 

The exponential model used to summarize the experimental data assumes the presence of a 

plateau during the learning phase. This plateau is the interval at the end of the learning curve 

where there is no more significant learning. To identify this plateau, an application was written 

that finds the maximum trial interval where each group did not significantly improve their 

performance. This application identified for both groups the maximum interval which 

terminates at the end of the learning phase, and where the average of the first ten trials is not 

significantly different from the average of the last ten trials (i.e. the last ten trials of the learning 

phase). 

The beginning of the Maximum Perpendicular Error’s plateau starts at trial number 320 in the 

vibration group (i.e. the ten consecutive RV trials starting with trial number 320 are not 

significantly different from the last ten RV trials of the learning phase), while it starts with the 

trial number 584 in the control group (Figure 45). According to this criterion, the vibration 

group reaches its performance plateau significantly earlier than the control group. 
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Figure 45: Trial-by-trial average of the RV trials’ MPE. The light colored areas 

represent the standard deviations. The vertical dotted lines represent the beginning of 

the plateau where there is no more a significant improvement of the performance.  

Similarly, the Initial Direction of Movement’s plateau starts at the trial number 338 in the 

vibration group and at the trial number 432 for the control group. In contrast, the Execution 

Time’s plateau starts at the trial number 338 in the vibration group and at the trial number 292 

for the control group. 

Hence, it is possible to say that the two features that express a displacement error reach earlier 

the plateau in the vibration group, while the feature that expresses the execution time reaches 

the plateau earlier in the control group. 
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4.3.2 Performance between groups 

4.3.2.1 RV trials 

Figure 46 depicts the exponential regression of each subject’s MPE during the RV trials. The 

dominant time constant C of the vibration group is significantly less than the C of the control 

group (p<0.05), with                 ,                ,                   , and          

        . The Cohen’s effect size d between the parameter C of the two populations is equal to 0. 

0.9642. Instead, there is no significant difference between the B of the two groups, 

with                   ,               ,                    , and                 . Finally, 

there is no significant difference also for the parameter A, with                  ,        

       ,                    , and                . The average R2 of each regression is equal to 

0.5520 with a standard deviation equal to 0.1006. 

 

Figure 46: Exponential regression of the MPE’s data of each subject’s RV trials. 
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A Levene’s test was performed on the three variables A, B and C to check the homogeneity of 

variance between the two groups. For all three variables, there is no significant difference 

between the variance of the two groups. Hence, the assumption of homoscedasticity was met. 

4.3.2.2 RnV catch-trials 

Figure 46 depicts the exponential regression of each subject’s MPE during the RnV trials. The 

dominant time constant C of the vibration group is less than the C of the control group with a 

marginal statistic significance (p<0.1), with                  ,                ,          

         , and                . The Cohen’s effect size d between the parameter C of the two 

populations is equal to 0.8762. Instead, there is no significant difference between the B of the 

two groups, with                    ,                 ,                    , and          

       . Finally, there is no significant difference also for the parameter A, with          

        ,              ,                    , and                   The average R2 of each 

regression is equal to 0.4891 with a standard deviation of 0.1033. 

 

Figure 47: Exponential regression of the MPE’s data of each subject’s RnV catch-trials.  
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4.3.2.3 nRnV catch-trials 

Figure 46 depicts the exponential regression of each subject’s MPE during the nRnV trials. There 

is no significant difference between the three parameters A, B, and C, 

with                   ,                  ,                   , and                   , 

                  ,                ,                     , and                 ,           

       ,                ,                   , and                . The average R2 of each 

regression is equal to 0.6047 with a standard deviation of 0.2053. 

 

Figure 48: Exponential regression of the MPEs of each subject’s nRnV catch-trials. 

  



91 
 

 
 

4.3.3 Learning Index 

Figure 49 shows the exponential regression of the learning index of each subject. The subjects of 

the control group are blue, while the subjects of the vibration group are orange. The curves of 

the vibration group tends to be higher than the others, however there is no significant difference 

between the parameters of these curves.  

 

Figure 49: Exponential regression of each subject’s learning index. 

4.4 GENERALIZATION 

The analysis of the generalization phase takes into consideration two aspects. First an analysis 

to detect the presence of a discontinuity between the end of the learning phase and the 

beginning of the generalization phase was performed. Then, a test to observe if there is a 

significant improvement of the performance during this phase was performed. 
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Figure 50 shows the MPE’s average of the last learning phase’s block and of the generalization’s 

block. For both control and vibration groups, there is no significant difference between the last 

ten trials of the learning phase and the first ten trials of the generalization phase. This analysis 

was performed for the Maximum Perpendicular Error, the Execution Time and the Initial 

Direction of Movement. 

 

Figure 50: Trial-by-trial average of the Maximum Perpendicular Error at the end of 

the learning phase and at the beginning of the generalization phase. The light colored 

area represents the standard deviation. 

Moreover, there is no significant difference between the beginning and the end of the generalization 

phase, for both groups and for all the features. This means that the performance remains unchanged in 

both groups for the entire duration of the generalization phase. 
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4.5 WASHOUT 

Figure 51 shows the trial-by-trial average of the MPE error in both the baseline phase (Figure 

51a) and the washout phase (Figure 51b).  

MPE, ET and IDE are significantly higher in both groups during the first ten trials of the washout 

than during the last ten trials of the baseline (p<0.01). This indicates that the performance of the 

unperturbed task significantly worsens after the learning and generalization phases.  

MPE, ET and IDE are significantly lower in both groups during the last ten trials of the washout 

than during the first ten trials of the same phase (p<0.01). This means that the performance 

improves during the washout phase. 

 

Figure 51: Mean MPS of both groups during (a) the baseline phase and (b) the 

washout phase. The light colored areas represent the standard deviation. The vertical 

dotted line in (b) represents a 40 seconds rest that divides the washout phases into 

two blocks. 
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There is no significant difference between the values of MPE, ET and IDE during the last ten 

trials of the baseline and the ones during the last ten trials of the washout. This means that at the 

end of the washout phase the performance went back to the pre-learning phase levels. 

One last observation is about the 40 seconds rest that divides the washout phase into two 

blocks. This rest is depicted in Figure 51b by a vertical dotted line. In both groups, MPE and IDE 

are significantly higher during the first ten trials before the rest than during the last ten trials 

after the rest (p<0.01). This indicates that the performance is worst after the rest. 



 
 

95 
 

CHAPTER 5: 

DISCUSSION 

In this study, a reach-and-stop task was developed where the subjects had to adapt to a 60 

degrees rotation of the visual field. The subjects were divided into two groups: the control group 

and the vibration group, which received the same feedbacks of the control group plus a 

vibrotactile feedback of the error. The primary objective of this research is to investigate if it is 

possible to provide a vibrotactile feedback to enhance the process of motor adaptation.  

To evaluate the performance of each subject, an indicator of the time required to reach the 

targets (i.e. Execution Time) and three indicators of spatial displacement (i.e. Maximum 

Perpendicular Error, Initial Direction of Movement and Learning Index) were used. The spatial 

displacement indicators were more suitable to evaluate the performance because the 

experiment did not impose strict constraints on the execution time. The most appropriate 

indicator between the spatial displacement ones is the Maximum Perpendicular Error, because 

the other two indicators rely too much on the few nRnV catch-trials of the learning phase. In this 

Chapter the term error refers to the Maximum Perpendicular Error, if it is not specified 

otherwise. 

5.1 THE SUBJECTS ADAPT TO THE VISUAL DISTORTION 

The unperturbed reach-and-stop task can be easily performed by subjects of both groups. In 

fact, the average error of the baseline phase is not significantly different in the two groups, and it 

is between 2 and 3 millimeters. In some studies [85,87], the average value of the baseline is 
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considered as a subject-dependent bias. In these studies, all the measurements of the following 

phases are adjusted for that bias, and their values become relative to the measurements of the 

baseline phase. However, for this study the values of the each phase are absolute, not relative. 

This decision was taken because it is not possible to know if the performance of the subjects was 

converging to an asymptote with a slope that cannot be perceived in the few trials of the 

baseline. 

The error increased about 35 times (from 0.2 cm to 7-8 cm) when the visual distortion was 

introduced. This increase is not surprising, because the perturbation made the task confusing to 

the subjects. Hence, the performance during the very first few trials can be considered as the 

baseline of the perturbed task. In fact, the perturbation was applied without warnings, and the 

subjects cannot predict it. 

It is interesting that there is no significant difference between the performances of the vibration 

group and the control group at the beginning of the learning phase. If we consider the 

exponential regression of the vibration group, there is no significant difference between the 

initial error of the RV and RnV trials. These two observations suggest that the vibrotactile 

feedback did not have an immediate effect on the performance. In other words, the subjects did 

not instinctively know how to use the vibration to detect increasing or decreasing error.  This 

suggests that the subjects did not suffer significant startle reactions that could hamper 

performance. Moreover, the vibrotactile feedback is provided for the first time to the subjects at 

the beginning of the learning phase. Hence, it takes sometime before that the subjects can 

successfully apply the information from the vibrotactile feedback to counter the perturbation. 
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The error of the RV trials significantly decreased along the learning phase, and it reached a 

horizontal asymptote (called learning plateau) after some hundreds of repetitions. This implies 

that the subjects are able to compensate a constant 60 degrees rotation of the visual field. This 

result is not surprising, and it confirms the results of other studies [69,8,7,10,9]. However, it is 

important to point out that there is a significant difference between the error at the end of the 

learning curve and the error at the end of the baseline.  The learning plateau leads to a residual 

error of about 1 cm in both groups, while in the baseline there was a residual error of about 0.2 

cm. This means that the subjects were able to adapt to the visual distortion, but they were not 

able to completely compensate it. It is not possible to know if this phenomenon is due to the 

inability of the subjects to detect the error or to the motor system to correct for the detected 

error.  

A remarkable stimulus for reflections comes from the questions asked to each subject after the 

end of the experiment. In fact, four subjects out of sixteen (one from the vibration group and 

three from the control group) did not understand that the increase of the error during the 

learning phase was caused by a visual rotation. However, they managed to decrease the error. 

These subjects barely noticed that, at the end of the learning phase, they were moving their 

hands in a different direction to reach the targets. The subjects that understood the presence of 

a rotation were not able to identify correctly the magnitude of the distortion, and all of them 

underestimated it with a value from 30 to 40 degrees. These observations raise interesting 

questions about the role of unconscious learning in motor adaptation. In fact, the subjects who 

did not realize the type of perturbation had a performance not significantly different from the 

others. However, this experiment was not designed to answer such a question, and it remains a 

simple speculation. 
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5.2 THE SUBJECTS CREATE AN INTERNAL MODEL 

The data from the learning phase’s trials shows us that the subjects of both groups were able to 

adapt to the visual rotation. However, as previously described in Chapter 2, the increase in 

performance by itself does not guarantee the creation of an internal model because this is not 

the only way for the subjects to compensate the visual distortion. To reach the conclusion that 

subjects are creating an internal model, it is necessary to analyze also the nRnV catch-trials and 

the washout phase. 

The beginning of the washout phase shows a significant aftereffect which indicates a durable 

change in the controller used to perform the task. This aftereffect is characterized by an error 

significantly different from the error found in the baseline phase.  Moreover, the sign of this 

aftereffect is opposite to the error during the learning phase. 

This aftereffect indicates that the exposure to the visual distortion changed how the subjects 

executed the reach-and-stop task. This change is believed due to the adaptation of the internal 

model to the perturbation of the task, and is consistent with the hypothesis that subjects 

adapted to the distortion by using an internal model that approximate the novel dynamics of the 

environment. This phenomenon is consistent with previous studies on motor adaptation 

[6,20,87,19]. 

The error of the nRnV catch-trials is extremely useful to understand how the internal model is 

built during the learning phase. These catch-trials have neither vibration nor visual distortion, 

and the subjects cannot predict their appearance. Hence, the internal model produces the same 

motor output on RV trials and on nRnV catch-trials. We see in Figure 37 that the error in the 

catch-trials grew with practice during the learning phase. The learning index shows that most of 
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the changes in the internal model took place in the early stages of the learning phase, in 

agreement with the presence of the learning plateau. 

5.3 THE INTERNAL MODEL IS NOT TARGET-SPECIFIC 

The generalization phase gives some insight on the robustness of the internal model. In fact, it is 

interesting to see how general the internal model appears to be. In particular, this phase of the 

experiment is used to find out if the subjects learned only a specific path that their hand had to 

follow, or if they learned a more general model that permits them to predict the effect of the 

distortion along a generic path. 

In the experiment described in this document, the subjects were able to generalize the internal 

model of the visual distortion to novel trajectories. In fact, there is no significant difference 

between the error at the end of the learning phase and the error at the beginning of the 

generalization phase. Moreover, there is no significant improvement of performance during the 

generalization phase. This suggests that changing the trajectories did not help the subjects to get 

over the learning plateau. 

Finally, it is important to point out that the generalization tested in this experiment helped to 

understand the trajectory-independency of the internal model. It would have been interesting to 

investigate also the rotation-independency (i.e. is the model valid also for other degrees of 

rotation?) and the retention (i.e. are the subjects able to remember over time what they 

learned?) of the model. However, these additional experiments were not performed because it 

does not help to answer the main question of this research and it would necessitate the addition 

of other experimental blocks and sessions to the protocol. 
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5.4 THE VIBROTACTILE FEEDBACK IS AN IMPORTANT CUE 

The RnV catch-trials are extremely useful to understand how much the subjects of the vibration 

group rely on the vibrotactile feedback. In fact, in the vibration group these catch-trials did not 

provide this cue, while in the control group they are completely equivalent to the RV trials. 

According with 4.3.1.2, in the control group there is no significant difference between the 

exponential regressions of RV trials and the ones of RnV catch-trials. However, in the vibration 

group the dominant time constant C of the RV trials is significantly smaller than those of the RnV 

catch-trials, while there is no significant difference between the other parameters. In other 

words, the beginnings and the ends of these curves are not significantly different, but in between 

the RV curves presents less error than the RnV curves. 

This implies that the subjects of the vibration group, initially, did not rely on the vibrotactile 

feedback. However, after few trials, the subjects started relying more and more on the 

vibrotactile feedback. Yet, after reaching a peak, this dependence disappears the closer the 

subjects get to the learning plateau. 

It is important to consider that the subjects had never been exposed to the vibrotactile feedback 

before the beginning of the learning phase. A possible interpretation of this phenomenon is that 

the subjects needs time to understand the meaning of the information transmitted by the 

vibrotactile feedback. At the beginning of the experiments the subjects were instructed to 

associate the vibration with the error made. However, some time could be required to associate 

the amplitude of the vibration with the magnitude of the error.  
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It is extremely interesting that the vibrotactile feedback did not introduce a significant 

difference in the error at the beginning of the learning phase. In fact, this shows that vibration 

neither reduced nor increased the error, and for this reason it is possible to exclude the 

presence of startle reactions.  

However, after few trials the subjects learned to use to the vibrotactile feedback, and relying 

more on this information. In fact, the error of the RV trials became smaller than the error of the 

RnV catch-trials. This difference disappeared at the end of the learning curve because both RV 

trails and RnV catch-trials reached the same learning plateau. An explanation of this 

phenomenon is that as the error decreased so did the vibration, until the vibrotactile feedback 

reached a so small level of amplitude that it was ignored by the subjects. At the end of the 

learning curve, the subject clearly did not rely any more on the vibrotactile feedback. Evidence 

to this phenomenon comes from the performance during the generalization phase, where the 

vibrotactile feedback was not provided. In fact, the performance of this phase is not significantly 

different from the performance at the end of the previous phase. Hence, the subjects relied on 

the vibrotactile feedback only while they were learning to compensate the distortion, and after 

they become independent from it. 

5.5 VIBRATION ENHANCE LEARNING 

As previously described in Section 4.3.2.1, the parameters of the exponential regressions are 

extremely helpful to compare the performance of the two groups. It is possible to say that in the 

vibration groups the error decreased two times faster than in the control group, and that 

there is no significant difference between the initial error and the asymptotic error of the two 

groups. 
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As previously stated, the decrease of performance by itself is not sufficient to warrant a 

judgment about the learning process. Moreover, Section 4.3.3 shows that there is no significant 

difference between the learning index of the two groups. However, it is important to keep in 

mind that the learning index relies mainly on the values of the nRnV catch-trials, which are 

particularly sensitive to noise due to the small number of samples. The purpose of these trials is 

to show the growth of the internal model, and not to quantify this growth. In fact, as previously 

described in Section 3.2, the presence of a high number of catch-trials alters the task and 

hampers the performance. 

The faster reduction in performance, the generation of an internal model, and the target-

independence of the internal model give us enough evidence to conclude that the use of a 

vibrotactile feedback enhances motor adaptation to a 60 degrees rotation of the visual field.  

5.6 THERE IS OBLIVION AFTER THE RESTS 

One last observation is about how performance is influenced by rests. Figure 51b depicts a 

significant increment of the error after the rest between the two blocks of the washout phase. 

The washout is particularly indicated to observe this effect thanks to the steep decrease of the 

error and the trivial nature of the task. In the learning phase it is not possible to observe this 

phenomenon, probably due to the high level of noise and variance that is present in this phase. 

This observation confirms that it is necessary to reject the trial’s data which follows rests and 

catch-trials. The rejection of this data is useful to reduce the noise and the variance of the data. 

  



 
 

103 
 

CHAPTER 6: 

CONCLUSIONS 

In this document, a new training strategy for motor adaptation was evaluated: a vibrotactile 

feedback which encodes the magnitude of the error made by the subjects. The results of this 

experiment suggest that such a vibrotactile feedback has the potential to increase the speed of 

adaptation.  

In this experiment, the subjects had to adapt to a 60 degrees rotation of the visual field in a 

reach-and-stop task for the upper limbs. The subjects of both the vibration group and the control 

group managed to compensate this perturbation by updating the internal model of the 

environment dynamics. Despite some subjects were not able to explain the nature of the 

perturbation, all the subjects were able to apply the updated internal model to a generalized 

task with novel targets’ positions. 

The time required by the vibration group to compensate the visual rotation was significantly 

shorter than the one required by the control group. The learning curve was regressed to an 

exponential model, and the dominant time constant of the vibration group was almost two times 

smaller than the one of the control group. This phenomenon was confirmed by the learning 

plateau. In fact, both the vibration group and the control group reached the same learning 

plateau, but the vibration group reached this plateau significantly earlier than the control group. 

The result of this experiment suggests that a vibrotactile feedback can be successfully used to 

enhance motor adaptation. Three arguments are particularly interesting for future works. First 
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of all, the vibrotactile feedback should be properly compared with other Error Augmentation 

techniques. Then, it is interesting to investigate if the beneficial effect of vibration is present 

with other kinds of perturbations. Finally, new ways to encode the vibrotactile feedback to 

maximize its beneficial effect should be studied.  

Despite the protocol used in this experiment was different by the ones used in the literature, it is 

possible to perform a preliminary comparison between the results of this experiment and the 

results of other studies. In fact, in [7,8,69,10,38] the Error Augmentation (EA) groups presented 

a time constant which was significantly smaller than the one of correspondent control groups. 

The groups with Force EA presented also an increased amount of learning. However, it is 

important to notice that Force EA, differently from Visual EA and vibration, changes the 

dynamics of the environment and causes a higher initial error.  

The vibrotactile feedback presents some interesting advantages compared to Visual and Force 

Error Augmentation: 

 devices requirements: if the only error-encoded feedback provided to the users is a 

vibrotactile feedback, then it is no longer necessary to use the complex virtual reality 

system required by both Visual EA and Force EA. In fact, it could be possible to design a 

system composed by a vibrotactile actuator and a tracking system to detect the position 

of the user’s hand and of the targets. The targets could become physical targets moved 

by either a robotic device or a therapist. 

 

 risk of instability: the main issue of Force EA is that this technique alters the task’s 

dynamics and introduce an high risk of instability. For this reason, there are strong 
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limitations to gain used encode the error into a force [5]. Moreover, a physical increase 

(and not only a virtual one) of the error done by the user could become dangerous in 

some applications (e.g. driving, rehabilitation of severe impaired patients). The 

vibrotactile feedback, similarly to Visual EA, does not have this problem because it does 

not change the task’s dynamics. 

 

 rejection: studies done on Visual EA [7,8] shows that there is no significant 

enhancement if an high gain is used to encode the error into a visual displacement. A 

possible explanation of this phenomenon is that high gains deforms too much the 

trajectories, and the users rejects this information because they do not recognize in this 

altered trajectory the movement that they are doing. In fact, the subjects are used to 

perceive both the visual feedback of their movements and the proprioceptive perception 

of their limbs’ position. Most likely, the vibrotactile feedback does not have this issue 

because there are no predefined relationships between the amplitude of the vibration 

and the movement done with the hand. The users create this relationship at the 

beginning of the learning phase by associating the error that they are doing with the 

magnitude of the vibration.  

 

The objective of this experiment was to perform an explorative analysis to understand if 

vibrotactile feedbacks could be used to enhance motor adaptation. To avoid the introduction in 

the experiment of not necessary variables, the encoding of the vibrotactile feedback was kept as 

simple as possible. Future works could analyze new ways to provide this feedback to maximize 
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its beneficial effect on motor adaptation. The following are some examples of possible 

experiments: 

 encoding of direction: in this experiment the vibration is proportional only to the 

magnitude of the error. However, it is possible to encode also the direction of the error 

using multiple vibrotactile actuators. 

 

 different positions of vibrotactile display: in this experiment the vibrotactile actuator 

is located on the index of the dominant harm. It is interesting to analyze if it is possible to 

obtain similar results positioning the actuator in other positions on the subjects’ body. In 

this way, it could be possible to stimulate more accessible or more sensible areas. For 

example, a hemi-paretic stroke survivor could have problems to perceive vibrations in 

the arm that needs to be rehabilitated. 

 

 different encoding technique: in this experiment the vibration was linearly 

proportional to the magnitude of the error. However, this is not the only way to encode 

it.  For example, in [11] the gain used to encode the error of a tele-operation task into a 

vibrotactile feedback was increased during the experiment to break the learning plateau. 

The result of this study suggests that it is possible to dynamically change the proportion 

between error and vibration to obtain more precise trajectories. Another way to encode 

the error could keep in consideration that, according to [88], the relationship between 

the amplitude of the vibration and the subjective perception of this vibration is not 

linear. In other words, if vibration amplitude of 100 µm in a subject is equivalent to a 
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subjective perception of 1, then a vibration amplitude of 200 µm is not equivalent to a 

subjective perception of 2. According to Stevens’ Power Law this relationship is 

exponential, and the encoding of the error could keep in consideration this aspect.  

 

 pseudo-random vibrotactile feedback: it would be interesting to add a group exposed 

to a pseudo-random vibrotactile feedback. This feedback would have the same 

distribution of vibration intensity and the same frequency spectrum as in the 

experiments for the vibration group. If performance of this group was similar to the 

vibration group, then one might infer that motor adaptation process is enhanced by 

adding an alerting feedback. In other words, this could show that we need not add a 

vibrotactile feedback proportional to the error to enhance learning, but merely the 

addition of a novel feedback which increase the subjects’ level of attention. However, if 

this group showed a worse performance, then it is clear that the enhancement is 

correlated with the addition of a feedback proportional to the error.   

Thanks to the flexibility of the device used to perform the experiment described in this 

document, all the examples of future experiments described in this Chapter can be easily 

obtained with small modifications of the current experiment.  
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