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SUMMARY

In recent years, the advancement in neuroimaging technology has given rise to various modal-

ities of brain imaging data, which provides us with unprecedented opportunities for investigating

the inner organization and activity of human brain for neurological disorder analysis. These

brain data can be acquired in different forms, such as the spatio-temporal tensor data (e.g.,

fMRI 4D tensor image), graph data (e.g., fMRI brain connectivity networks) and multi-view

graph data (e.g., fMRI and DTI brain networks). Learning from these brain data and lever-

aging the information for neurological disorder analysis can potentially facilitate the clinical

investigation and therapeutic intervention of many brain diseases.

In this dissertation, I will introduce our recent works on modeling and learning from brain

data in multiple perspectives for neurological disorder analysis. In the first part, I focus on

the spatio-temporal tensor modeling of fMRI image data for whole-brain classification. In the

second part, I present an approach based on interior-node topology of graphs for the clustering

of brain networks. In the third part, a multi-view clustering framework is proposed with graph

embedding for the clustering of multi-view brain networks. In the fourth part, I introduce a

multi-view graph embedding approach for jointly learning the multi-view representation and

detecting hubs from multi-view brain networks.

ix



CHAPTER 1

INTRODUCTION

1.1 Dissertation Outline

With the development of neuroimaging technology, various modalities of brain imaging

data have become available. These brain data encodes tremendous information about the

inner organization and activities of human brain. For example, functional magnetic resonance

imaging (fMRI) can be used to study the functional activation patterns of human brain based

on the cerebral blood flow and the BOLD response, while diffusion tensor imaging (DTI) can be

used for examining the tractograph of the white matter fiber pathways and thus for exploring

the structural connectivity in the brain. These structural and functional information could

reflect the neurological health status of individuals, thus could be used for neurological disorder

diagnosis. However, the brain data can be acquired in different forms, such as the spatio-

temporal tensor data (e.g., fMRI 4D tensor image), graph data (e.g., fMRI brain connectivity

networks) and multi-view graph data (e.g., fMRI and DTI brain networks). How to learn

discriminative and meaningful representations from the different forms and modalities of brain

data for neurological disorder analysis is a critical problem.

This dissertation focuses on modeling and learning from brain data in multiple perspectives

for neurological disorder analysis. Specifically, it involves analysis on spatio-temporal fMRI

1
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tensor images and brain connectivity networks derived from multiple modalities of brain imaging

data. Four different learning tasks related to the above analysis are covered in this dissertation:

• To learn discriminative representations from spatio-temporal fMRI data, we propose a

spatio-temporal tensor kernel (STTK) approach with time series extraction and tensor

factorization for whole-brain fMRI image classification.

• We provide a framework for clustering brain networks based on interior-node topology,

where the topological structure of each brain network is extracted through a sparsity-

inducing interior-node clustering procedure.

• To integrate multiple views of brain networks and take advantages of their consensus

and complimentary information, we incorporate multi-view graph embedding into the

clustering problem and propose an approach for multi-view clustering of brain networks.

• We propose an auto-weighted framework of multi-view graph embedding with hub Detec-

tion (MVGE-HD) for multi-view brain network analysis.

1.2 Spatio-Temporal Tensor Analysis

(Part of this chapter was previously published in (Ma et al., 2016).)

Owing to prominence as a research and diagnostic tool in human brain mapping, whole-

brain fMRI image analysis has been the focus of intense investigation. Conventionally, input

fMRI brain images are converted into vectors or matrices and adapted in kernel based clas-

sifiers. fMRI data, however, are inherently coupled with sophisticated spatio-temporal tensor

structure (i.e., 3D space × time). Valuable structural information will be lost if the tensors are
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converted into vectors. Furthermore, time series fMRI data are noisy, involving time shift and

low temporal resolution. To address these analytic challenges, more compact and discriminative

representations for kernel modeling are needed.

In Chapter 2, we propose a novel spatio-temporal tensor kernel (STTK) approach for whole-

brain fMRI image analysis. Specifically, we design a volumetric time series extraction approach

to model the temporal data, and propose a spatio-temporal tensor based factorization for feature

extraction. We further leverage the tensor structure to encode prior knowledge in the kernel.

1.3 Multi-graph Clustering

(Part of this chapter was previously published in (Ma et al., 2016))

From brain images such as the functional magnetic resonance imaging (fMRI) data of mul-

tiple subjects, we can construct a brain connectivity network for each of them, where each

node represents a brain region, and each link represents the functional/structural connectivity

between two brain regions (Kong and Yu, 2014). These multiple brain networks indicate the

activity patterns of each brain regions and also reflect the collaborations among different re-

gions of the human brain, serving as valuable supportive information for clinical diagnosis of

neurological disorders (Ragin et al., 2012a).

In Chapter 3, we investigate the unsupervised scenarios by exploring the multi-graph clus-

tering for brain network clustering analysis. A multi-graph clustering approach (MGCT) is

proposed based on the interior-node topology of graphs. Specifically, we extract the interior-

node topological structure of each graph through a sparsity-inducing interior-node clustering.

We merge the interior-node clustering stage and the multi-graph clustering stage into a unified
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iterative framework, where the multi-graph clustering will influence the interior-node clustering

and the updated interior-node clustering results will be further exerted on multi-graph clus-

tering. This framework enables both the subject clustering analysis and the group-contrasting

interior-node structural analysis.

1.4 Multi-view Clustering with Graph Embedding

(Part of this chapter was previously published in (Ma et al., 2017).) Multi-view clustering

has become a widely studied problem in the area of unsupervised learning. It aims to integrate

multiple views by taking advantages of the consensus and complimentary information from

multiple views. Most of the existing works in multi-view clustering utilize the vector-based

representation for features in each view. However, in many real-world applications like brain

network analysis, instances are represented by graphs, where those vector-based models cannot

fully capture the structure of the graphs from each view.

To solve this problem, in Chapter 4 we propose a Multi-view Clustering framework on graph

instances with Graph Embedding (MCGE) for multi-view brain network analysis. Specifically,

we model the multi-view graph data as tensors and apply tensor factorization to learn the multi-

view graph embeddings, thereby capturing the local structure of graphs. We build an iterative

framework by incorporating multi-view graph embedding into the multi-view clustering task

on graph instances, jointly performing multi-view clustering and multi-view graph embedding

simultaneously. The multi-view clustering results are used for refining the multi-view graph

embedding, and the updated multi-view graph embedding results further improve the multi-

view clustering. We apply this framework to study the connectome of fMRI and DTI brain
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networks, which enable us to cluster the subjects with similar neurological status into the same

group according to their brain connectivity in both views.

1.5 Multi-view Graph Embedding with Hub Detection

(Part of this chapter was previously published in (Ma et al., 2017).)

Multi-view graph embedding, as a hot topic in multi-view graph learning, has drawn exten-

sive attentions in the past decade. Most of the existing works in multi-view graph embedding

aim to combine the information from all the views and obtain a lower dimensional but better

feature representation of the nodes for the spectral clustering problem (Kumar et al., 2011; Pa-

palexakis et al., 2013; Cai et al., 2011). Although these works can be used to obtain the graph

embeddings from multiple views, none of them has considered the hubs when learning the

multi-view graph embedding, making them less capable for the scenarios where hubs are also

important for the clustering of nodes in graphs. Specifically, in neuroscience studies, the hubs

of brain networks have been proven to be more biologically costly due to higher blood flow or

connection distances, thus they tend to be more vulnerable to brain injuries (Crossley et al.,

2014). As a result, the hubs will differ in the brain networks of normal people and those of the

subjects with neurological disorder, which means the corresponding brain network embeddings

of normal people and disordered subjects also tend to be different. Therefore, it is desirable

to consider the hubs when learning multi-view graph embeddings of brain networks, such that

the resulted embeddings could better facilitate the group-contrasting analysis between brain

disordered subjects and normal controls.
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In Chapter 5, we propose to incorporate the hub detection task into the multi-view graph

embedding framework so that the two tasks could benefit from each other. Specifically, we

propose an auto-weighted framework of Multi-view Graph Embedding with Hub Detection

(MVGE-HD) for brain network analysis. The MVGE-HD framework learns a unified graph

embedding across all the views while reducing the potential influence of the hubs on blur-

ring the boundaries between node clusters in the brain networks, thus leading to a clear and

discriminative node clustering structure for the brain networks.



CHAPTER 2

SPATIO-TEMPORAL TENSOR ANALYSIS

(This chapter was previously published as “Spatio-Temporal Tensor Analysis for Whole-

Brain fMRI Classification”, in SDM’16 (Ma et al., 2016). DOI: https://doi.org/10.1137/1.

9781611974348.92.)

2.1 Introduction

Many neurological disorders (e.g., Alzheimer’s disease (Ye et al., 2008), neuro-AIDS (Ragin

et al., 2012b)) are characterized in the early stages by latent ongoing brain injury. As a forefront

Neuroimaging technique, functional Magnetic Resonance Imaging (fMRI) has been widely used

for noninvasive interrogation of the brain. During the course of an fMRI experiment, a series of

brain images are obtained in the resting state or while the subject performs a task tailored to

activate a specific cognitive function. Over the last decade, machine learning classifiers, espe-

cially kernel method, e.g., Support Vector Machines (SVM), have been successfully employed

on fMRI images for analysis of neurological status and diagnosis (Koch et al., 2012; Matthews

et al., 2006).

In this work, we study the fMRI classification problem in the context of kernel modeling.

Most work on fMRI classification focuses on analysis of specific brain regions of interest(ROI)

(McKeown et al., 2007). However, ROI analysis is usually based on certain assumptions and

may ignore additional valuable information in the image. Comparatively, whole-brain fMRI

7
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spatial domain

temporal domain

Tim
e

(a) Spatial-temporal structure of fMRI data

(b) Spatial volume of voxels

 

(c) Time series of voxels 

Figure 1: Example of fMRI brain images, which are inherently coupled with sophisticated spatio-
temporal structure. Voxels are highly correlated with surrounding voxels in the spatial volume, and
their signals are often very noisy in the time series.

images provide comprehensive structural and functional information of the human brain, thus

having higher exploratory power and lower bias (Ecker et al., 2010; Song et al., 2015). Typically,

as shown in Figure 1(a), a whole-brain fMRI image sample consists of a discrete time series of

3D image volumes (scans), where each volume consists of hundreds of thousands of voxels. Each

voxel contains an intensity value that is proportional to the strength of the Nuclear Magnetic

Resonance (NMR) signal emitted at the corresponding location in the brain volume (De Graaf

and Koch, 2011). Therefore, an fMRI brain image sample can be naturally represented as a

fourth-order tensor with 3D space × time. For example, if a fMRI brain scan acquired at a

specific time point is a brain volume of dimensions 61 × 73 × 61, then a sequence of 130 such

scans collected at 130 separate time points would result in a discrete time series of length 130

for 61× 73× 61 (i.e., 271, 633) voxels, which can be represented as a 61× 73× 61× 130 tensor.

How to appropriately utilize the information from such sophisticated spatio-temporal structure

is a main issue in the kernel modeling task.
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Most of conventional kernel methods convert a tensor to a vector (or a matrix), which is

then adapted in the kernel modeling (Signoretto et al., 2011; Zhao et al., 2013). However, voxels

are often highly correlated with the surrounding voxels in the brain volume. For example, the

adjacent voxels, marked with red and blue colors in Figure 1(b), exhibit similar patterns in

Figure 1(c). This kind of tensor-to-vector (or tensor-to-matrix) conversion would cause the loss

of structural information such as the spatial arrangement of voxel-based features, particularly

given that fMRI data has high spatial resolution (Lindquist and others, 2008).

A common solution is to focus on the 3D spatial domain of the fMRI brain images (Song et

al., 2015; He et al., 2014a). For instance, in (He et al., 2014a), the original 4D tensor of fMRI

data is converted to a 3D tensor by averaging over the time dimension. Then the obtained 3D

tensor is utilized in the kernel for classification. However, as shown in Figure 1(c), the signal

in each voxel of the brain volume changes along with time. If the time series is averaged, the

varying trend in the time series that reflects the brain activity will be lost. Some studies (Mørup

et al., 2008; Deng et al., 2013) have focused on analyzing the fMRI time series of each individual

voxel while ignoring structural information in the spatial domain. For instance, the multilinear

decomposition model (Mørup et al., 2008) analyzes the time profile of the voxel vector converted

from the 3D tensor in the spatial domain.

Although leveraging the spatio-temporal information is desired in building a predictive

kernel method, it is very challenging due to the following three reasons:

Noisy fMRI time series analysis: Due to hardware reasons and subject factors (e.g.,

thermal motion of electrons), there are often various nuisance components and random noise in
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fMRI signals, leading to a low signal-to-noise ratio (SNR) (Lindquist and others, 2008). Since

fMRI data has low temporal resolution, the signal of each voxel would not discriminatively

change within a session of several time points, limiting ability to identify brain events in time

frame. Furthermore, time shifts (delays), which occur naturally during the fMRI image acquisi-

tion process, should be taken into account while analyzing the data. How to filter the noise and

extract discriminative information from the time series is critical in fMRI time series analysis.

Spatio-temporal feature extraction: Since fMRI data reflect brain activity from the

spatial domain and temporal domain, a good feature extraction method should be able to

extract a compact and informative representation from both domains while considering their

correlations. Note that the time shift factor discussed previously should also be taken into

consideration.

Kernel modeling: As discussed above, the existing works do not differentiate the spatial

domain and temporal domain. How to incorporate both the correlation and the discrepancy

between both domains into knowledge encoding is crucial for kernel modeling.

To deal with the above challenges, in this work, we propose a Spatio-Temporal Tensor

Kernel (STTK) framework for whole-brain fMRI image analysis. Specifically, we first perform

time series extraction to reduce the noise and filter out the less informative time points in

the original volumetric time series. Then we utilize the shifted CANDECOMP/PARAFAC

(SCP) (Harshman et al., 2003) factorization for feature extraction of the spatio-temporal data.

Finally, spatio-temporal structure mapping is performed for kernel generation. Empirical stud-

ies on real-world resting-state fMRI brain images demonstrate that our proposed approach
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can significantly boost the fMRI classification performance on divergent disease diagnosis (i.e.,

Alzheimer’s disease, ADHD and HIV).

2.2 Preliminaries

In this section we define some necessary notions and notations related to tensors and then

present the problem formulation. Before proceeding, we introduce some basic notations that

will be used throughout this work. Tensors (i.e., multidimensional arrays) are denoted by

calligraphic letters (A, B, C, · · · ), matrices by boldface capital letters (A, B, C, · · · ), vectors

by boldface lowercase letters (a, b, c, · · · ), and scalars by lowercase letters (a, b, c, · · · ). The

columns of a matrix are denoted by boldface lower letters with a subscript, e.g., ai is the ith

column of matrix A. The elements of a matrix or a tensor are denoted by lowercase letters

with subscripts, i.e., the (i1, · · · , in) element of an n-th order tensor A is denoted by ai1,...,in .

Z+ is denoted by the set of positive integers. Additionally, we will often use Gothic letters (A,

B, C, · · · ) to denote general sets or spaces, regardless of their specific nature.

2.2.1 Tensor Algebra

Definition 1 (Tensor). An nth-order tensor is an element of the tensor product of n vector

spaces, each of which has its own coordinate system.

Definition 2 (Tensor product). Given order n andm tensorsA ∈ RI1×···×In and B ∈ RI′1×···×I′m ,

their tensor product A⊗ B is a tensor of order n+m with the elements

(A⊗ B)i1,...,in,i′1,...,i′m
= ai1,··· ,inbi′1,··· ,i′m (2.1)
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Note that a rank-one tensor of order n is the tensor product of n vectors. Clearly, an

important operation applicable to our analysis is the tensor product (also called the outer

product). The tensor product generalizes from the Kronecker product, but results in another

tensor rather than a block matrix (Barnathan et al., 2010), which naturally endows tensor

with the structure of tensor product representations and tensor product spaces. The space is

equipped with inner product and norm.

Definition 3 (Inner product). The inner product of two same-sized tensors A,B ∈ RI1×···×In

is defined as the sum of the products of their elements:

〈A,B〉 =

I1∑
i1=1

· · ·
In∑
in=1

ai1,...,inbi1,...,in (2.2)

Clearly, for rank-one tensors A = a(1) ⊗ · · · ⊗ a(n) and B = b(1) ⊗ · · · ⊗ b(n), it holds that

〈A,B〉 = 〈a(1),b(1)〉 · · · 〈a(n),b(n)〉 (2.3)

For brevity, we denote x(1) ⊗ · · · ⊗ x(m) by
∏m
i=1⊗x(i).

Definition 4 (Norm). The norm of a tensor A is defined to be the square root of the sum of

all elements of the tensor squared, i.e.,

‖A‖ =
√
〈A,A〉 =

√√√√ I1∑
i1=1

· · ·
In∑
in=1

ai1,...,inai1,...,in (2.4)
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2.2.2 Problem Formulation

In a typical fMRI classification task, we are given a collection of n training examples

{Xi, yi}ni=1 ⊂ X × Y, where Xi ∈ RI×J×K×T is the input fMRI sample with 3D space ×

time tensor form, and yi is the class label of Xi. The goal is to find a function f : X→ Y that

accurately predicts the label of an unseen example in X. In the kernel learning scenario, this

problem can be formulated into the following optimization task:

f∗ = arg min
f∈H

(
C

n

n∑
i=1

V (yi, f(Xi)) + ‖f‖2H

)
, (2.5)

where C controls the trade-off between the empirical risk and the regularization term ‖f‖2H, H

is a set of functions forming a Hilbert space (the hypothesis space), and V is loss function that

indicates how differences between yi and f(Xi) should be penalized.

The attractiveness of kernel methods lies in its elegant treatment of nonlinear problems and

its efficiency in high dimension. Different kernel methods or kernel machines arise from using

different loss functions. In this work, we use the hinge loss function max{0, 1 − yif(Xi)} for

support vector machine (SVM).

2.3 Kernel Modeling

Two components of kernel methods need to be distinguished: the kernel machine and the

kernel function. The kernel machine encapsulates the learning task, which usually can be formu-

lated as an optimization problem (Jordanov and Jain, 2010). The kernel function encapsulates

the hypothesis language, i.e., how to perform data transformation and knowledge encoding. By
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restricting to positive definite kernel functions, the optimization problem will be convex and

solution will be unique. Throughout the work, we take “valid” to mean “positive definite”.

Definition 5 (Positive Definite Kernel). A symmetric function κ : X × X → R is a positive

definite kernel on X if, for all n ∈ Z+, X1, · · · ,Xn ∈ X, and c1, · · · , cn ∈ R, it follows that∑
i,j∈1,··· ,n cicjκ(Xi,Xj) ≥ 0.

A kernel function κ corresponds to the inner product in some feature space (a Hilbert space),

which is in general different from the representation space of the instances. The computational

attractiveness of kernel methods comes from the fact that quite often a closed form of ‘feature

space inner products’ exists (Gärtner, 2003). Instead of mapping the data explicitly, the kernel

can be calculated directly. According to Mercer’s theorem (Vapnik, 2013), any valid kernel

corresponds to an inner product in some feature space, and we can verify whether a kernel

function is valid by the following Theorem (Berlinet and Thomas-Agnan, 2011).

Theorem 1. A function κ defined on : X × X is a positive definite kernel of H if and only if

there exists a feature mapping function φ : X 7→ H such that

κ(X ,Y) = 〈φ(X ), φ(Y)〉 (2.6)

for any (X ,Y) ∈ X× X.

In particular, an important property of positive definite kernels is that they are closed under

sum, multiplication by a scalar and product (Cristianini et al., 2000).
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By the representer theorem (Schölkopf et al., 2001), the solutions of Equation 2.5 can be

given by

f∗(X ) =
n∑
i=1

ciκ(Xi,X ), (2.7)

where ci ∈ R are suitable coefficients, and κ is a valid kernel of H.

2.4 Spatio-Temporal Tensor Kernel framework

From the above discussions, it is clear that a good kernel should be data dependent. As noted

in the introduction, fMRI data are inherently coupled with spatio-temporal tensor structure,

involving time shift and have very low temporal resolution and SNR. To facilitate kernel learn-

ing for fMRI data, we propose a spatio-temporal tensor kernel (STTK) framework that takes

both the correlation and discrepancy between spatial and temporal domains into account. This

framework consists of three steps: (1) volumetric time series extraction for extracting discrim-

inative information from the time series, (2) spatio-temporal feature extraction for obtaining

a more compact and informative representation, and (3) tensor structure mapping for kernel

generation.

2.4.1 Volumetric Time Series Extraction

In fMRI time series extraction, a key issue is to determine the energy level for different

time points. Most of existing work focus on single-voxel analysis (Mørup et al., 2008), while

they ignore the spatial correlations between voxels, which may lead to suboptimal outcomes.

In this section we develop a volumetric time series extraction approach for fMRI time series.

In particular, we show how the volumetric (spatial) correlations and the temporal varying

properties can contribute to the energy levels.
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Given an fMRI example X ∈ RI×J×K×T , let xi,j,k[t] = {xi,j,k, t = 1, · · · , T} be a T -element

time series of voxel xi,j,k, and X [t] is a volume of X at time point t. {E(t,X [t]), E(t, xi,j,k,t)} is

the energy function of time point t, where E is separated by volume and voxel for computational

purposes and E(t,X [t]) = {Emin(t,X [t]), Emax(t,X [t])} correspond to the minima and the

maxima to be defined later.

The choice of energy function plays a critical role in explaining how the knowledge transforms

into meanings and contexts. The success of time series extraction strongly depends on the

data knowledge encoded into the energy function. Two important points must be emphasized.

First, in order to reduce the noise present in the measurement, new features should be used

to describe voxels, rather than using the noisy voxel intensities as features. Second, due to

the low temporal resolution, each voxel signal would not experience a discriminative changing

within a short measurement time period. It is necessary to make a discriminant analysis along

time prior to the volume measurements. Based on these two points, we propose the following

three-step procedure:

Voxel Energy Measurement: We first extract the maxima and minima (extrema) points

for each voxel’s time series using the extrema extraction method (Fink and Gandhi, 2011), which

is an effective and efficient technique for single-voxel time series extraction and noise removal

(Deng et al., 2013). Let {(pt,xi,j,k[pt]), t = 1, · · · , Tp} and {(qt,xi,j,k[qt]), t = 1, · · · , Tq} be the

maxima series and minima series of xi,j,k[t], where pt and qt are the time indexes, Tp and Tq

are the number of maxima and minma, repsectively. Then, for each voxel xi,j,k,t, we measure

its energy by
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E(t, xi,j,k,t) =



1, if t ∈ pt

− 1, if t ∈ qt

0, otherwise

(2.8)

where the values of 1 and −1 mean ‘importance’, and 0 means ‘no importance’.

Volumetric Energy Measurement: We measure the energy of each volume by summing

up the energies of all the voxels in it. In particular, we separately consider the maxima and

minima voxels by

Emax(t,X [t]) =
∑
i,j,k

max(E(t, xi,j,k,t), 0) (2.9)

Emin(t,X [t]) =
∑
i,j,k

max(−E(t, xi,j,k,t), 0) (2.10)

Volumetric Time Series Extraction: We extract the time series from measured volumes

based on Emax and Emin. Let ERt be the time series extraction rate defined by N/T , where

N is the number of extracted time points. Given an extraction rate ERt, we first rank all the

volumetric time points according to Emax and Emin respectively. Then we select the top-k

time points from each of the two ranked time point sets and concatenate them, which forms

the extracted time series, where k equals to ERt × T/2.

As an illustration, Figure 2 shows the time series of a voxel with different time series

extraction techniques. From the original time series (a), we can see that it is nontrivial to

distinguish activation fluctuations from the background noise if no time series extraction is
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Figure 2: Illustration of the time series of a voxel with different time series extraction techniques. Each
circle stands for an extracted time point. (a) is the original time series, (b) is the sequence extracted
using single-voxel technique, where the time points with top 20% absolute values are extracted, and (c)
is the sequence extracted using our approach, with ERt = 0.2. Significant changes of signal occur in the
interval between red lines.

performed. Comparing with the time series (b) extracted using single-voxel technique, the time

series (c), with the same amount of sampling time points as (b), extracted by our volumetric

approach can better capture the significant changes of signal over time. For example, during

the time interval [70, 105] (between red lines), the signals in (c) experience notable irregular

changes, which can also be observed from (a). Comparatively, (b) only captures the most

distinct changes within this period. For the period [0, 70], the original series shows slightly
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Figure 3: CP factorization is a generalization of matrix factorization to tensors. The SCP model allows
shifts to occur over the second mode such that for each index of the third mode the component of the
second mode is shifted a given amount.

fluctuated changes, which can also be reflected by (c), while the time series (b) has much more

changes.

This is majorly because the single-voxel technique chooses time points only based on the

extrema of the single-voxel time series. In contrast, our approach performs the extraction based

on the time varying volume series. Since the voxels of different regions in human brain are highly

correlated and they usually collaboratively participate in a brain activity, their overall changing

trend could better reflect the brain activity. By considering the time series of all the voxels in

the volume, our extraction method incorporates both the spatial correlation of the volumetric

voxels and the varying properties in the temporal domain into the analysis. Therefore, it can

bring us more discriminative time series for fMRI brain image analysis.

2.4.2 Spatio-Temporal Feature Extraction

Tensors provide a natural representation for fMRI data, but there is no guarantee that such

representation will be good for kernel learning. From the characteristics of tensor, we know

that the essential information in the tensor is embedded in its multi-way structure. Thus,
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one important aspect of kernel learning for such complex objects is to represent them by sets

of key structural features which are easier to manipulate. Most of the previous work use

CANDECOMP/PARAFAC (CP) factorization (as shown in Figure 3) for fMRI data analysis,

but it cannot well capture the structural information of a spatio-temporal tensor. Recently,

it was found that shifted CP (SCP) factorization (Mørup et al., 2008) is particularly effective

for extracting such spatio-temporal structure. It can simultaneously consider the inter-mode

correlations and the time shift in fMRI data, yielding a more compact representation of fMRI

data. Motivated by these observations, we utilize SCP factorization to further perform feature

extraction.

Given a tensor X ∈ RI×J×K×T , SCP factorizes it as

X =
R∑
r=1

ar ⊗ br ⊗ cr ⊗ dτr + E , (2.11)

where R is the rank of the tensor X defined as the smallest number of rank-one tensors in

an exact SCP factorization, and the superscript τ denotes that the time shift will be along the

forth mode (see Figure 3 for an example), and E is the residual.

Remark that although SCP factorizes the data tensor, we can still recover the original data

from the factorized results.

2.4.3 Tensor Structure Mapping

Let us now consider how the above feature extraction results can be exploited to induce a

kernel. Suppose we are given the SCP factorization of X ,Y ∈ RI×J×K×T by X =
∑R

r=1 x
(1)
r ⊗
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x
(2)
r ⊗ x

(3)
r ⊗ x

(4)τ
r and Y =

∑R
r=1 y

(1)
r ⊗ y

(2)
r ⊗ y

(3)
r ⊗ y

(4)τ
r respectively. We assume the tensor

observations are mapped into the Hilbert space H by

φ : X → φ (X ) ∈ RH1×H2×H3×Hτ
4 . (2.12)

Note that the projected tensor φ(X ) has the same order with X , but each mode dimension is

higher and it is even an infinite dimension depending on the feature mapping function φ(.).

Based on the definition of the kernel function, it is easy to find that the feature space is

a high-dimensional space of the original space, equipped with the same operations. Thus, we

can factorize tensor data directly in the feature space in the same way as in the original space.

This is formally equivalent to performing the following mapping:

φ :

R∑
r=1

3∏
i=1

⊗x(i)
r ⊗ x(4)τ

r →
R∑
r=1

3∏
i=1

⊗φ(x(i)
r )⊗ φ(x(4)τ

r ). (2.13)

In this sense, it corresponds to mapping tensors into high-dimensional tensors that retain

the original structure. More precisely, it can be regarded as mapping the original data into

tensor feature space and then conducting the SCP factorization in the feature space.

After mapping the SCP factorization of the data into the tensor product feature space, the

kernel can be defined directly with the inner product in that feature space. Thus, we derive

our STTK:
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κ

(
R∑
r=1

3∏
i=1

⊗x(i)
r ⊗ x(4)τ

r ,
R∑
r=1

3∏
i=1

⊗y(i)
r ⊗ y(4)τ

r

)
=

R∑
p=1

R∑
q=1

3∏
i=1

κ
(
x(i)
p ,y

(i)
q

)
κ
(
x(4)τ
p ,y(4)τ

q

)
.

(2.14)

From its derivation, we know such a kernel can take the multi-way spatio-temporal structure

flexibility into account. In general, the STTK is an extension of the conventional kernels in the

vector space to tensor space, and each vector kernel can be used in this framework for fMRI

classification analysis in conjunction with kernel machines. Our positive result can be viewed as

that designing a good tensor kernel function tends to be equivalent to designing a good tensor

structure in the feature space (Balcan et al., 2006).

2.5 Experiments and Evaluation

In order to empirically evaluate the effectiveness of the proposed approach for fMRI classi-

fication, we test our model on real fMRI data and compare with several state-of-the-art kernel

methods in fMRI study.

2.5.1 Data Collection and Preprocessing

In this work, we consider three real resting-state whole-brain fMRI image datasets as follows:

• Alzheimer’s Disease (ADNI)1: It contains fMRI images of 33 subjects, each with a series

of 61 × 73 × 61 scans for 130 time points. These subjects are AD patients (positive) or

normal people (negative).

1http://adni.loni.usc.edu/
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• Human Immunodeficiency Virus Infection (HIV) (Wang et al., 2011a): This dataset con-

tains fMRI brain images of 83 subjects, each with a series of 61×73×61 scans for 255 time

points. These subjects are early HIV patients (positive) or normal controls (negative).

• Attention Deficit Hyperactivity Disorder (ADHD)1: This dataset contains the resting-

state fMRI images of 100 subjects, each with a series of scans for 58 × 49 × 47 voxels.

Subjects are either ADHD patients (positive) or normal controls (negative). Different

from previous datasets, the lengths of time series for different subjects in ADHD dataset

are not the same, ranging from 74 to 257.

In the derived datasets, each 3D fMRI scan has the NIFTI format. We convert each scan to a

3D tensor using SPM82. Then we use SPM8 toolbox to preprocess these data, including images

realignment, slice timing correction and normalization. We also perform spatial smoothing on

these functional images with an 8mm FWHM Gaussian kernel for increasing signal-to-noise

ratio (SNR). REST3 is used afterwards for band-pass filtering (0.01-0.08 Hz) and linear trend

removing of the time series.

2.5.2 Baselines and Metrics

In order to establish a comparative study, we use five kernel learning methods as baselines.

We use the classification accuracy as the evaluation metric.

1http://neurobureau.projects.nitrc.org/ADHD200/

2http://www.l.ion.uc.ac.uk/spm/software/spm8

3http://resting-fmri.sourceforge.net
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TABLE I: Summary of compared methods. ST means Spatio-Temporal, C is the trade-off parameter, σ
is the kernel width parameter, R is the rank of tensor factorization, and ERt is the time series extraction
rate.

Property FK sKL S-DuSK ST-DuSK STTKnonTE STTK
Type of Input Data Unfolded Matrices Unfolded Matrices Spatial Tensor ST Tensor ST Tensor ST Tensor
Type of ST Correlation Exploited One-way One-way Three-way Multi-way Multi-way Multi-way
Differentiating Space v.s. Time No No No No Yes Yes
Time Series Feature Extraction No No No No No Yes
Parameters C, σ C, σ, R C, σ, R C, σ, R C, σ, R C, σ, R, ERt

• Factor kernel (FK) (Signoretto et al., 2011): a matrix unfolding based tensor kernel.

The constituent kernels are from the class of Gaussian RBF kernels.

• sKL (Zhao et al., 2013): a kernel defined based on the symmetric Kullback-Leibler di-

vergence, where the tensors are also unfolded into matrices, which has been applied to

reconstruct 3D movement.

• DuSK (He et al., 2014a): a tensor kernel based upon CP factorization. The authors

average the fMRI data over the temporal dimension and apply DuSK on the obtained

3D fMRI data. For evaluation, we implement DuSK in both the 3D spatial data setting

and the 4D spatio-temporal data setting, which are denoted as S-DuSK and ST-DuSK,

respectively.

• STTK: our proposed spatio-temporal tensor kernel. To evaluate the effectiveness of

volumetric time series extraction, we employ STTK with and without volumetric time

series extraction and denote them as STTK and STTKnonTE respectively. Specifically,

to study the importance of temporal correlations of the fMRI brain images within the

time series, we randomly permute the order of the time dimension of the fMRI data, and

then apply our STTK to it. We denote this case as STTKpermT .
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We apply each kernel learning method in SVM and evaluate their performance. Specifically,

we apply all the six methods on ADNI and HIV datasets. For the ADHD dataset, the lengths

of the time series are different for different subjects, while Factor kernel, sKL, ST-DuSK and

STTKnonTE require dimensions of different samples must agree. Thus, we only apply S-DuSK,

STTKpermT and STTK on ADHD dataset. We use LibSVM (Chang and Lin, 2011), a widely

used implementation of SVM, with Gaussian RBF kernel as the classifier. Table I summarized

the compared methods. The optimal trade-off parameter for all the methods is selected from

C ∈ {2−5, 2−4, . . . , 25}, the kernel width parameter is selected from σ ∈ {2−5, 2−4, . . . , 25}, the

optimal rank R is determined by grid search from {1, 2, . . . , 8}, and the time series extraction

rate ERt is chosen from [0, 1]. Here we set the time series extraction rate ERt to be 0.2, i.e.,

only 20% of the time sequences will be kept. In the experiment, 5-fold cross validations are

performed. We repeated this process for 50 times and report the average classification accuracy

as the result.

2.5.3 Classification Performance

As shown in Table II, our STTK method performs the best on all three datasets in terms

of classification accuracy. Among the listed kernel methods, Factor kernel and sKL unfold

the original tensor data into matrices while all the other methods preserve the spatial tensor

structure during the learning process. As can be seen from the results, Factor kernel and sKL

achieve a relatively lower accuracy on both the ADNI dataset and HIV dataset. This implies

that unfolding tensor into matrices would lose the spatial structural information, leading to

the degraded performance. Another observation is that DuSK achieves a quite high accuracy
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when applied in the three-dimensional spatial data setting, while the accuracy decreases to a

great extent on the four-dimensional spatio-temporal fMRI data. This is majorly due to the

fact that the time series of fMRI data are very noisy, involving time shift and with low SNR.

Extending DuSK to the spatio-temporal domain without proper treatments would even damage

its performance.

Comparatively, our proposed STTK properly encodes the prior knowledge of time series

analysis with the spatio- temporal structural information into one tensor based kernel model.

Therefore, the classification accuracy of STTK is much higher than that of ST-DuSK, especially

on the ADNI dataset. Furthermore, by extracting the most significant features in the time series

at an appropriate compression rate, our STTK can better discriminate the fMRI patterns with

different medical status. Meanwhile, this volumetric time series extraction strategy enables us to

analyze fMRI time series with different lengths (e.g., the ADHD dataset used in the experiment).

The experimental results demonstrate the effectiveness and considerable advantages of our

proposed methods in the fMRI study.

As can be seen in Table II, another notable result is that STTKpermT achieves a much lower

accuracy than STTK, which means the random permutation of the temporal sequential order

of fMRI brain images degrades the classification performance. This implies that the temporal

order of the fMRI brain images is very important for the classification. This is mainly because

that the original varying trend of the fMRI time series reflects the sequential brain activity

within the period. If the temporal order of the fMRI brain images is permuted, the original
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TABLE II: Classification accuracy comparison (mean ± standard deviation)

ADNI HIV ADHD
FK 0.593± 0.029 0.663± 0.011 N/A
sKL 0.510± 0.030 0.645± 0.021 N/A
S-DuSK 0.731± 0.021 0.718± 0.005 0.622± 0.010
ST-DuSK 0.576± 0.052 0.642± 0.023 N/A
STTKnonTE 0.710± 0.010 0.693± 0.006 N/A
STTKpermT 0.583± 0.020 0.615± 0.021 0.594± 0.018
STTK 0.759 ± 0.022 0.762 ± 0.010 0.680 ± 0.013
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Figure 4: Parameter sensitivity

temporal correlation of the fMRI brain images would be damaged. This result also demonstrates

that our STTK method captures the temporal correlation of fMRI data well.

2.5.4 Parameter Sensitivity

Although the optimal values of the parameters in our proposed STTK are found using cross-

validation, it is of interest to see the sensitivity of STTK to the time series extraction rate ERt

and the rank of tensor factorization R.
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Figure 5: Time series of a voxel extracted with varying time series extraction rate ERt.

We first evaluate the classification performance of STTK with varying ERt. We vary ERt

from 0.1 to 1.0 on ADNI and HIV datasets. For ADHD dataset, the lengths of time series

for different subjects are quite different, varying from 74 to 257. We extract the same number

of time points from each of them, and then compute the average extraction rate, and use

it as the extraction rate for ADHD dataset. Since the average extraction rate reaches its

maximum around 0.58 due to the different lengths of the time series, here we vary ERt from

0.1 to 0.5 for the evaluation on ADHD dataset. As shown in Figure 4, the value of ERt

significantly impacts the classification accuracy. We can find that the accuracy declines when
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ERt > 0.2. This indicates, counterintuitively, keeping more time points (with higher ERt) does

not improve the accuracy; instead, it may even lead to a worse performance. As illustrated

in Figure 5, the time series extracted with ERt = 0.5 and the one extracted with ERt = 0.7

contain many redundant time points, especially in the time interval [0, 70], which may degrade

the performance. Although keeping even more time points might be helpful, as the accuracy

starts to increase when ERt > 0.7, we can notice that the optimal results for all datasets are

achieved when ERt = 0.2. This reflects the fact that fMRI time series are commonly noisy,

containing many redundant time points that are insignificant for disease diagnosis. With an

appropriate value of ERt, the volumetric time series extraction enables STTK to greatly filter

the background noise, while preserving the most discriminative patterns in the fMRI time series.

Next, we evaluate the sensitivity of STTK to the rank R of tensor factorization. We fix

ERt at 0.2 which is the optimal value for each dataset, and vary R from 1 to 8 with a step size

of 1. As shown in Figure 4, the rank parameter R has a significant effect on the classification

accuracy and the optimal value of R depends on the datasets. In general, the optimal value of

R lies in the range between 2 and 5, which may provide a good guidance for selection of the

R in advance. How to determine the optimal rank for a specific tensor factorization method is

beyond the scope of this work and still remains an open research problem (De Silva and Lim,

2008; Hao et al., 2013).

2.6 Related Work

Our work relates to a vast literature on spatio-temporal data analysis, tensor analysis tech-

niques, and kernel learning. We present a selection of such works below.
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Spatio-Temporal Data Analysis: Spatio-temporal data analysis has attracted considerable

attention recently. Many models have been conducted to address the challenges in different

contexts (Cressie and Wikle, 2015). However, these models usually require domain knowledge

since they make strong assumptions on the spatial and temporal correlation of the data. Some

models have been used in the spatio-temporal fMRI brain image analysis (Oikonomou et al.,

2012), while most of them treat spatial domain and temporal domain separately. For instance,

in (Haller et al., 2007), spatial analysis is performed via general linear modelling (GLM), while

temporal analysis is done with a direct comparison of BOLD response estimates between regions.

Tensor Factorizations: Our work is also motivated by recent advances in tensor factorization

and its applications in the fMRI data analysis (Kuang et al., 2013). A comprehensive survey

on tensor factorization can be found in (Kolda and Bader, 2009). One of the most commonly

used one is CP factorization. In the spatio-temporal tensor setting, the shifted CP is more

frequently used (Mørup et al., 2008), but for exploratory analysis. In this study, we employ it

to facilitate kernel learning.

Kernel learning: Several tensor based kernel methods have been recently investigated (Sig-

noretto et al., 2011; Zhao et al., 2013; Gärtner, 2003). Most of them focus on learning kernel

via matrix unfolding, thus only capturing the one-way relationship within the tensor data. The

multi-way structures within tensor data are already lost before the kernel construction. The

problem of how to build kernel directly on tensor data has not been well studied. A first at-

tempt in this direction is related to CP factorization proposed in (He et al., 2014a), while it

has the same drawback as CP factorization.



CHAPTER 3

MULTI-GRAPH CLUSTERING

(This chapter was previously published as “Multi-Graph Clustering based on Interior-Node

Topology with Applications to Brain Networks”, in ECML/PKDD ’16 (Ma et al., 2016).DOI:

https://doi.org/10.1007/978-3-319-46128-1_30.)

3.1 Introduction

In recent years, graph mining has been a popular research area because of numerous applica-

tions in social network analysis, computational biology and computer networking. In addition,

many new kinds of data can be represented as graphs. For example, from common brain im-

ages such as the functional magnetic resonance imaging (fMRI) data of multiple subjects, we

can construct a brain connectivity network for each of them, where each node represents a

brain region, and each link represents the functional/structural connectivity between two brain

regions (Kong and Yu, 2014). These multiple brain networks provide us with an unprece-

dented opportunity to explore the inner structure and activity of the human brain, serving as

valuable supportive information for clinical diagnosis of neurological disorders (Ragin et al.,

2012a). Therefore, mining on graphs becomes a crucial task and may benefit various real-world

applications.

Among the existing works on graph learning, quite a few of them fall into supervised learn-

ing, which usually aim to select frequent substructures such as connected subgraph patterns in a
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database of graphs and then feed these subgraph features into classifiers (Cao et al., 2015b; Kong

et al., 2013). These methods typically work well when the graph database is very large or the

access to side information is assumed. However, the number of subgraphs is exponential to

the size of graphs, thus the subgraph enumeration process is both time and memory consuming

which makes it infeasible to explore the complete subgraph space. Moreover, in many real-world

cases, only a small number of labeled graphs are available. Therefore, finding discriminative

subgraph patterns from a large number of candidate patterns based on such limited instances

is not reliable. While supervised methods focus on training classifiers, unsupervised clustering

could provide exploratory techniques for finding hidden patterns in multiple graphs. In this

work, we investigate the unsupervised scenarios by exploring the multi-graph clustering based

on the interior-node topology of graphs. Topology is the mathematics of neighborhood rela-

tionships in space, which is independent of the distance metric, thus the interior-node topology

of graphs could provide complementary local structure information for the origninal linkage,

which can only characterize the global structure information of graph. Despite its value and

significance, to our best knowledge, the interior-node topology of graphs has not been studied in

the problem of multi-graph clustering so far. There are two major challenges in this multi-graph

clustering problem:

• How to capture the interior-node topology of each graph? Conventional approaches extract

graph-theoretical measures, e.g., clustering coefficients, to quantify the prevalence of clustered

connectivity (Jie et al., 2014; Wee et al., 2012). However, assigning a predefined measure to
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Figure 6: The framework of the proposed model.

specific nodes in a graph might not fully characterize the subtle local topological structure

of the graph.

• How to effectively leverage the extracted topological structure information to facilitate the

process of multi-graph clustering? The original linkage metric describes the global connec-

tivity structure in the graph, while the topological structure depicts the local neighborhood

relationships. An effective multi-graph clustering model should fuse these two complementary

structural information together.

To address the above challenges, we propose a framework of multi-graph clustering with

interior-node topology. The contributions of this work are twofold:

• We propose to consider both the global structure and the local topological structure of graphs

for the multi-graph clustering task. Specifically, we utilize interior-node clustering to capture

local topological structure of graphs.
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• Considering the fact that graphs with a high similarity tend to have a similar interior-node

topology, we propose to merge the multi-graph clustering stage and interior-node clustering

process into a unified iterative framework called MGCT, where the results of interior-node

clustering are exerted on multi-graph clustering and the multi-graph clustering will in turn

improve interior-node clustering of each graph, thus achieving a mutual reinforcement.

In the scenario of brain network analysis for multiple subjects, the proposed framework of

multi-graph clustering can be illustrated with the example shown in Figure 6. There are two

stages in each iteration of the framework: multi-graph clustering and interior-node clustering.

In the multi-graph clustering stage, the given six brain networks are clustered into two clusters,

and then in the second stage, the interior-node clustering of each graph will be updated with a

weighted influence from their neighbor graphs in the same cluster, after which the new interior-

node clustering results will be utilized for the multi-graph clustering in the next iteration. After

the model converges, we will obtain the final optimal multi-graph clustering results, which can

be used for further analysis, for example, the neurological disorder identification.

We evaluate the proposed method on two real brain network data sets (ADHD and HIV).

Experimental results illustrate the superior performance of the proposed approach for multi-

graph clustering in brain network analysis.

3.2 Preliminaries

In this section we establish key definitions and notational conventions that simplify the

exposition in later sections.
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Throughout this work, matrices are written as boldface capital letters and vectors are de-

noted as boldface lowercase letters. For a matrix M ∈ Rn×m, its elements are denoted by mij ,

and its i-th row, j-th column are denoted by mi, mj respectively. The Frobenius norm of M is

defined as ‖M‖F =
√∑n

i=1 ‖mi‖22, and the `2,1 norm of M is defined as ‖M‖2,1 =
∑n

i=1

∥∥mi
∥∥

2
.

For any vector u ∈ Rn, Diag(u) ∈ Rn×n is the diagonal matrix whose diagonal elements are

ui. In denotes an identity matrix with size n. ‖u‖0 is the `0 norm, which counts the number

of nonzero elements in the vector u.

Definition 1 (Multi-graph Clustering) An undirected graph can be formally represented

as G = (V,E,A), where V is the set of vertices, E ⊂ V × V is the set of edges, and A is

the weighted affinity matrix whose entry denotes the affinity between a pair of nodes. Given

a set of such graphs D = {G1, G2, · · · , Gn}, the goal of multi-graph clustering is to cluster the

graphs in D into c subsets.

Definition 2 (Interior-node Clustering) Given an undirected graph G = (V,E,A), the goal

of interior-node clustering is to group the nodes of the graph into k clusters C = {C1, · · · , Ck},

with V = C1 ∪ · · · ∪ Ck and Ci ∩ Cj = ∅ for every pair i, j with i 6= j.

Definition 3 (Topology) Topology is the mathematics of neighborhood relationships in space

independent of metric distance. In the context of graph structures, such neighborhood rela-

tionships often correspond to the connectivity of nodes, i.e., how nodes are connected to each

other (King, 2002).
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3.3 Methodology

In this section, we first introduce the proposed multi-graph clustering framework MGCT,

where we formulate the multi-graph clustering stage and the interior-node clustering stage, both

of which can be formulated as optimization problems. We then present an iterative algorithm

based on half-quadratic optimization to solve this minimization problem.

3.3.1 An Iterative Framework: MGCT

In the literature of multi-graph clustering, the pairwise distance is mainly measured based on

the structure of each graph, and graphs with highly similar structures tend to be clustered into

the same group. In other words, the graphs that are clustered into the same group tend to have

highly similar topological structure (Aggarwal and Wang, 2010). Following these observations,

we propose an iterative framework called MGCT for multiple-graph clustering based on interior-

node topology. In each iteration, there are two stages: the interior-node clustering and the

multi-graph clustering, where the interior-node clustering results which imply local topological

structure are used together with the global structure of graph for clustering multiple graphs,

and then the multi-graph clustering results will be utilized in turn to improve the interior-

node clustering. Through this iterative mutual reinforcement of interior-node clustering and

multi-graph clustering, we can finally achieve a refined multi-graph clustering result.

Multi-Graph Clustering In this part, we focus on the formulation of the multi-graph cluster-

ing stage. Since the multi-graph clustering and interior-node clustering depend on each other

and are performed alternatively, here we assume we have obtained the interior-node clustering
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results of the graphs, which can be used for the multi-graph clustering. The formulation of the

interior-node clustering problem and the overall iterative process will be discussed later.

Given a set of graphs D = {G1, G2, · · · , Gn}, with the corresponding set of affinity matrices

A = {A1,A2, · · · ,An}, where Ai ∈ Rm×m is the weighted affinity matrix of Gi, and its entry

denotes the pairwise affinity between nodes in Gi, suppose we have performed interior-node clus-

tering on each of these graphs and obtained a set of clustering indicators F = {F1,F2, · · · ,Fn},

where Fi ∈ Rm×k is the interior-node clustering indicator of Gi, we build a similarity matrix

S ∈ Rn×n, where sij denotes the similarity between the two graphs Gi and Gj , and we define

it as:

sij = δ(−‖Ai −Aj‖2F ) + (1− δ)(−‖Fi − Fj‖2F ) (3.1)

which is a weighted combination of the similarity based on the original affinity matrix of each

graph and the similarity based on interior-node clustering results, where δ is the weight pa-

rameter balancing the two parts. In this way, the interior-node topology characterized by the

interior-node clustering indicator matrix can be incorporated for multi-graph clustering. With

this similarity matrix, we can formulate the clustering of graphs in D as a spectral clustering

problem, where graphs with a higher pairwise similarity tend to be grouped into the same clus-
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ter. Let H ∈ Rn×c be the multi-graph clustering indicator matrix, then the optimal H can be

obtained by solving the following objective function (Von Luxburg, 2007):

min
H

Tr
(
HTLH

)
s.t. HTH = Ic (3.2)

where L = D−
1
2 (D−S)D−

1
2 is the symmetric normalized Laplacian matrix, and D is a diagonal

matrix with dii =
∑n

j=1 sij .

Interior-Node Clustering We now study the problem of interior-node clustering of graph in

the context of multi-graph clustering.

In graph theory, a cluster is described as a set of nodes more densely connected with each

other than with the rest nodes of the graph. Given a graph G with m nodes and the weighted

affinity matrix A ∈ Rm×m , the goal of interior-node clustering is to group the m nodes into k

clusters, i.e., to find a cluster indicator matrix F ∈ Rm×k, whose entry indicates which cluster

a node may belong to.

Intuitively, nodes with a higher correlation should have a similar cluster indicator. With this

assumption, a graph regularization can be embedded to learn the cluster indicator matrix F,
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which is formulated as the following minimization problem on the basis of the spectral analysis

(Von Luxburg, 2007):

min
F

m∑
i,j=1

aij

∥∥∥ f i√
dii
− f j√

djj

∥∥∥2

2
= Tr

(
FTL′F

)
s.t. FTF = Ik (3.3)

where L′ = D′−
1
2 (D′ − A)D′−

1
2 is the symmetric normalized Laplacian matrix, and D′ is a

diagonal matrix with dii =
∑m

j=1 aij .

The above formulation provides a measure of the smoothness of F over the edges inG. Notice

that when a node connects to the nodes in different clusters, it will lead to a relatively large

value of Tr
(
FTL′F

)
(Spielman, 2010). Therefore, it is expected to identify these boundary-

spanning nodes to moderate this influence. In the following, we show how to model and leverage

the topology of interior-node to achieve this goal.

From the definition of the topology, we know it is the mathematics of neighborhood re-

lationships in space independent of metric distance. In the context of graph structures, such

neighborhood relationships often correspond to the connectivity of nodes, i.e., how nodes are

connected to each other. In view of the involvement of graph, a näıve approach is that the

value of f i at every node vi is the weighted average of f i at neighbors of vi, with the weights

being proportional to the edge weights in adjacency matrix A, which can be fitted as

min
F

∥∥F−D′
−1

AF
∥∥2

F
(3.4)
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Since there are some boundary-spanning nodes across clusters, and their neighbors natu-

rally occur in different clusters, to exploit the formulation of (Equation 3.4) on interior-node

clustering more effectively, it is crucial for the clustering indicator matrix F to have discrimina-

tive ability for such boundary-spanning nodes, i.e., promoting row-wise sparsity to discriminate

relevant boundary-spanning nodes, and thus achieving only characterizing interior nodes. In-

spired by (He et al., 2016a), we introduce the `2,1-norm penalty to make it and thus we have

the following optimization problem:

min
F

Tr
(
FTL′F

)
+ α

∥∥F−D′
−1

AF
∥∥

2,1

s.t. FTF = Ik (3.5)

where α is a parameter balancing two terms (i.e., smoothness and sparsity). The sparsity-

inducing property of `2,1 norm will push the clustering indicator matrix F to be sparse in

rows. More specifically, f i will shrink to zero if the neighbors of node vi belong to different

clusters. In particular, the more nodes having neighbors belonging to different clusters, the

larger
∥∥fi−D′−1Afi

∥∥2

2
tends to be, so the value of f i gets penalized more harshly. We can thus

obtain a better clustering indicator F for interior nodes.

As we discussed earlier, the graphs clustered into the same group tend to have more sim-

ilar topological structure, in each iteration of our framework, we hope to further improve the

interior-node clustering of each graph by incorporating the interior-node clustering results of

its neighbors, i.e., the graphs clustered into the same group by the multi-graph clustering stage
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of the previous iteration. For two graphs in the same cluster, the closer they are, the more

similar interior-node clustering they tend to have. Based on this assumption, for graph Gi, we

consider only the graphs that are in the same cluster with Gi, and we aim to infer the weights

of influence they should have on Gi.

Suppose we have a set of feature matrices X = {X1,X2, · · · ,Xn}, where Xi can represent

both the global and local structure of Gi, we aim to infer a weight matrix W by solving the

following minimization problem:

min
W

∑
i

∥∥∥Xi −
∑
j

wijXj

∥∥∥2

F

s.t.
∑
j

wij = 1 (3.6)

where wij denotes the weight of Gj for Gi, which will be used to control the extent that Fj

will be used to influence Fi in the next iteration, and Gj can only be a graph from the cluster

containing Gi. A larger wij implies a closer distance between Gi and Gj in the same cluster.

Now we can improve the interior-node clustering of each graph by adding a weighted in-

fluence from the neighbour graphs based on the multi-graph clustering. For a graph Gi, the

interior-node clustering can be obtained by solving the following objective function extended

from Equation 3.5:

min
Fi

Tr
(
FT
i LiFi

)
+ α

∥∥∥Fi −D−1
i AiFi

∥∥∥
2,1

+ β
∥∥∥Fi −

∑
j

wijFj

∥∥∥2

s.t. FT
i Fi = Ik (3.7)
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where Ai is the weighted affinity matrix ofGi, Di is the diagonal matrix, and Li is the symmetric

normalized Laplacian matrix.

With the two stages illustrated above, we can formulate the overall iterative process. We

first obtain an initial multi-graph clustering indicator matrix H0 by Equation 3.2, where S

is computed by Equation 3.1 with δ = 1. Then we can infer the weight matrix W by solv-

ing Equation 3.6, which will be used for optimizing the interior-node clustering of each graph

in Equation 3.7. With the resulted Fi for each graph Gi, a new similarity matrix can be created

by Equation 3.1, which leads to another iteration of multi-graph clustering by Equation 3.2.

The overall iterative algorithm with optimization solutions will be discussed in the following

section.

3.3.2 Optimization

Since the minimization problem in Equation 3.2 is a typical spectral clustering problem, we

can directly solve it by computing the first c generalized eigenvectors of the eigenproblem as

illustrated in (Shi and Malik, 2000).

To solve the minimization problem (Equation 3.7), we propose an iterative algorithm based

on the half-quadratic minimization (Nikolova and Ng, 2005) and the following lemma (He et

al., 2012a).
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Lemma 1. Let φ(.) be a function satisfying the conditions: x → φ(x) is convex on R; x →

φ(
√
x) is convex on R+; φ(x) = φ(−x), ∀x ∈ R; φ(x) is C1 on R; φ′′(0+) ≥ 0, lim

x→∞
φ(x)/x2 = 0.

Then for a fixed ‖ui‖2, there exists a dual potential function ϕ(.), such that

φ(‖ui‖2) = inf
p∈R
{p‖ui‖22 + ϕ(p)} (3.8)

where p is determined by the minimizer function ϕ(.) with respect to φ(.).

Let Pi = Fi−D−1
i AiFi. According to the analysis for the `2,1 norm in (He et al., 2012a), if

we define φ(x) =
√
x2 + ε, we can replace ‖Pi‖2,1 with

∑n
j=1 φ(‖pji‖2). Thus, based on Lemma

1, we reformulate the objective function of Equation 3.7 as follows:

min
Fi

Tr
(
FT
i LiFi

)
+ αTr

(
PT
i QPi

)
+ β

∥∥∥Fi −
∑
j

wijFj

∥∥∥2

s.t. FT
i Fi = Ik (3.9)

where Q = Diag(q), and q is an auxiliary vector of the `2,1 norm. The elements of q are

computed by qj = 1

2
√
‖pji‖22+ε

, where ε is a smoothing term and is usually set to be a small

constant value (we set ε = 10−4 in this work).

The quadratic optimization problem with orthogonal constraint have been well studied, and

can be solved by a lot of solvers (Absil et al., 2009; Wen and Yin, 2013). Here we employ the

solver Algorithm 2 in (Wen and Yin, 2013) to solve Equation 3.9, which is a more efficient

optimization algorithm with publicly available code.
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Another optimization problem we need to solve is Equation 3.6. In (Saul and Roweis, 2000),

such a minimization problem with respect to vectors is solved as a constrained least squares

problem for locally linear embedding. Since the Frobenius norm for matrices is a straightforward

generalization of the l2 norm for vectors, we can directly obtain the following equation based

on the analysis in (Saul and Roweis, 2000).

∥∥∥Xi −
∑
j

wijXj

∥∥∥2

F
=
∑
jr

wijwirCjr (3.10)

where Gj and Gr denote two neighbors of Gi, i.e., Gj and Gr are in the cluster containing Gi.

Cjr is the local covariance matrix, which can be obtained by

Cjr =
1

2
(Mj +Mr −mjr −M0) (3.11)

where mjr = −sjr denotes the squared distance between the jth and rth neighbors of Gi, thus

can be obtained by Equation 3.1, Mj =
∑

zmjz, Mr =
∑

zmrz and M0 =
∑

jrmjr. Then the

optimal weights can be obtained by:

wij =

∑
r C−1

jr∑
lz C−1

lz

(3.12)

For details about the derivation of the above solution, readers can refer to (Saul and Roweis,

2000). Based on the above analysis, we summarize the overall optimization algorithm of MGCT

in Algorithm 1.
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Algorithm 1 MGCT

Input: D = {G1, G2, · · · , Gn}, c, k
Output: Assignments to c clusters
1: Initialize H0 s.t. HT

0 H0 = Ic;
2: while not converge do
3: Compute W according to Equation 3.12;
4: for i = 1; i <= n; i+ + do
5: Initialize Fi0 s.t. Fi

T
0 Fi0 = Ik,t← 0;

6: while not converge do
7: Set Qt ← Diag( 1

2
√

‖pi
t‖2

2+ε
);

8: Compute Fit+1 by solving Equation 3.9;
9: t← t+ 1;
10: end while
11: end for
12: Update H by solving Equation 3.2;
13: Cluster H by k-means;
14: end while

3.4 Experiments

In order to empirically evaluate the effectiveness of the proposed multi-graph clustering

approach for brain network analysis, we test our model on real fMRI brain network data and

compare with several state-of-the-art baselines.

3.4.1 Data Collection and Preprocessing

In this work, we use two real resting-state fMRI datasets as follows:

• Human Immunodeficiency Virus Infection (HIV): This dataset is collected from Chicago

Early HIV Infection Study in Northwestern University(Ragin et al., 2012a). The clinical

cohort in this study includes 77 subjects, 56 of which are early HIV patients (positive)

and the other 21 are seronegative controls (negative). The two groups did not differ in
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the demographic characteristics including age, gender, racial composition and education

level.

• Attention Deficit Hyperactivity Disorder (ADHD): This dataset is collected from ADHD-

200 global competition dataset1, which contains the resting-state fMRI images of 768

subjects. Subjects are either ADHD patients or normal controls. In particular, the

patient group in ADHD involves three stages of ADHD disease, which can be treated as

three different groups, making the total number of groups be 4.

We use DPARSF toolbox 2 for fMRI data preprocessing. A time series of responds is

extracted from each of the 116 anatomical volumes of interest (AVOI), which represents the

116 different brain regions. We perform the standard fMRI brain image processing steps,

including functional images realignment, slice timing correction and normalization. Afterwards,

spatial smoothing is performed on these images with an 8-mm Gaussian kernel for increasing

signal-to-noise ratio, followed by the band-pass filtering (0.01-0.08 Hz) and the linear trend

removing of the time series. We also apply linear regression to reduce spurious variance coming

from hardware reasons or subject factors such as thermal motion of electrons. After all these

preprocessing steps, we compute the brain activity correlations among different brain regions

based on the obtained time series for each of them, and then we use the positive correlations to

1http://neurobureau.projects.nitrc.org/ADHD200/

2http://rfmri.org/DPARSF
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form the links among the regions. Finally, we exclude the 26 cerebellar regions, and each brain

is represented as a graph with 90 nodes, which correspond to the 90 cerebral regions.

3.4.2 Baselines and Metrics

We use four clustering methods as baselines.

• k-means: a classic clustering method (Berkhin, 2006). We convert the adjacency matrix

of each subject graph into vectors and then apply the k-means algorithm to cluster all

the subject graphs. For the implementation of the k-means algorithm, we adopt the

Litekmeans (Cai, 2011), which has been proven to be a fast MATLAB implementation of

the k-means algorithm.

• Spectral Clustering (SC) (Donath and Hoffman, 1973): a method for constructing

graph partitions based on eigenvectors of the adjacency matrix of graph. In the experi-

ment, we apply the normalized spectral clustering algorithm proposed in (Shi and Malik,

2000). We first construct the similarity matrix for the multiple graphs only based on

their adjacency matrices and then use the similarity matrix as the input for normalized

spectral clustering of the multiple graphs.

• Clustering Coefficient (CC): the k-means clustering with clustering coefficient (Onnela

et al., 2005) as the feature representation of each graph.

• Two-layer Spectral Clustering(TSC): We adapt the typical spectral clustering into

both of the two stages in our framework, where spectral clustering on the multi-graph is

based on the spectral clustering on each graph. We call the model TSC.
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• MGCT: our proposed multi-graph clustering method based on interior-node topology.

To evaluate the discriminative ability of the sparsity-inducing term, i.e., the `2,1-norm

penalty term in Equation 3.7, we employ MGCT with and without the sparsity-inducing

term and denote them as MGCT and MGCTnonST respectively.

We adopt the following two measures for the evaluation.

• Accuracy . Let ci represent the clustering label result of a multi-graph clustering algorithm

and yi represent the corresponding ground truth label of the graph Gi. Then Accuracy

is defined as: Accuracy =
∑n
i=1 δ(yi,map(ci))

n , where δ is the Kronecker delta function, and

map(ci) is the best mapping function that permutes clustering labels to match the ground

truth labels using the KuhnMunkres algorithm (Kuhn, 1955). A larger Accuracy indicates

better clustering performance.

• Purity . Purity is a measure used to evaluate the clustering method’s ability to recover

the groundtruth class labels, and it is defined as: Purity = 1
n

∑k
q=1 max1≤j≤l n

j
q, where n

is the total number of samples, and njq is the number of samples in cluster q that belongs

to original class j. Therefore, the purity is a real number in [0, 1]. The larger the Purity,

the better the clustering performance.

The main parameters in our framework include the weight parameters α, β, and δ as well

as the number of interior-node clusters k. Note that in the rest part of this work, we use k

specifically to denote the number of interior-node clusters in each graph although it might has

been used for denoting other general variables in the equations above. For the convenience
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TABLE III: Clustering Accuracy.

Accuracy

Methods ADHD (k=6) HIV (k=9)

k-means 52.0% 60.3%
Spectral Clustering 55.2% 60.9%
CC 56.8% 63.7%
TSC 57.6% 62.5%
MGCTnonST 59.3% 64.9%
MGCT 62.8% 68.1%

TABLE IV: Clustering Purity.

Purity

Methods ADHD (k=6) HIV (k=9)

k-means 0.55 0.63
Spectral Clustering 0.59 0.65
CC 0.57 0.66
TSC 0.57 0.64
MGCTnonST 0.62 0.69
MGCT 0.67 0.72

of evaluation, we directly use the number of distinct labels in each dataset as the number

of clusters in multi-graph clustering. Since there are four possible labels of the samples in

ADHD datasets, we set the number of clusters to be 4. For HIV dataset, we have two possible

labels (positive, negative), so we set the cluster number to be 2. We apply the grid search to

find the optimal values for α, β and δ. We do grid search for α in {10−2, 10−1, · · · 102}, β in

{10−4, 10−3, · · · 104}, and δ in {0.1, 0.2, · · · 0.9}. The optimal k is selected by the grid search

from {2, 3, · · · , 12}. For fair comparisons of all the methods, we employ Litekmeans (Cai, 2011)

for all the k-means clustering step if it is needed in the implementation of the six methods listed

above. We repeat clustering for 20 times with random initialization as k-means depends on

initialization. For the evaluation, we repeat running the program of each methods for 50 times

and report the average accuracy and purity as the results.

3.4.3 Performance Evaluations

As shown in Table III and Table IV, our MGCT method performs the best on the two

datasets in terms of both accuracy and purity. Among the six clustering methods, the first two

methods (i.e., k-means, Spectral Clustering) directly use the original matrix of each graph in
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(a) a typical normal control (b) a stage-2 ADHD patient

Figure 7: Comparison of two brain networks with interior-node topology captured by MGCT from two
subject graphs in ADHD dataset

the data set for calculating the distance or similarity between each pair of the graphs, which is

utilized for the final multi-graph clustering. From Table III and Table IV, we can see that the

clustering accuracy and purity of these two methods are quite low. This is probably because that

they do not consider the interior-node topology of these graphs when doing clustering. The CC

achieves a slightly better result compared to k-means and Spectral Clustering. This is mainly

due to the fact that CC does consider some local structure information while calculating the

clustering coefficient. However, since it only assigns a single predefined measure to each node

in the graph, which represents each brain region in the brain networks, the subtle topological

structure of each brain network might not be fully characterized.

Comparatively, the last three methods (i.e., TSC, MGCT, MGCTnonST ) all utilize the

topological structure information but at different level. The TSC method first performs spectral
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clustering on each graph, and the resulted matrix containing the clustering indicator vectors are

used in the multi-graph spectral clustering. This process does include the topological structure,

but it only has the one-way and one-time influence on the multi-graph clustering task. The

result of multi-graph clustering does not have influence on the interior-node clustering. Different

from TSC, the two methods we proposed namely the MGCT and MGCTnonST perform the task

in an iterative way, and achieves the mutual reinforcement by leveraging the topology structure

into multi-graph clustering and inferring a better topology structure for each graph from the

multi-graph clustering result alternatively. According to Table III and Table IV, we can also

see that the proposed MGCT method outperforms the MGCTnonST in both accuracy and

purity. This indicates the importance of the `2,1 norm we add in Equation 3.7, which has the

sparsity-inducing property.

In order to evaluate the effectiveness of MGCT for interior-node topology extraction of

brain networks, we investigate the resulted brain networks with interior-node clusters detected

by MGCT and show the results of two brain networks in Figure 7. We can find from the

figure that the interior nodes of the normal brain network have been well grouped into several

clusters, while the cluster boundaries in the patient’s brain network are very blurred and the

nodes widely spread out. Usually, the correlated regions of human brain will work together

towards a task, and tend to present an approximately synchronized trend in their time series.

Thus, the nodes representing these correlated regions would become more possible to be grouped

into the same cluster. Therefore, the fuzzy cluster boundaries of the patient’s interior nodes

indicate that the collaboration activity of different regions might not be very organized. These
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Figure 8: Accuracy and purity with different k

observations imply that our proposed framework can be further used for distinguishing subjects

with neurological disorders from healthy controls.

3.4.4 Parameter Sensitivity

In this section, we explore the sensitivity and effects of the four main parameters in our

proposed method, including α, β, δ and k. We first evaluate the clustering performance of

MGCT with different k values, ranging from 2 to 12. Figure 8 shows the clustering performance

of MGCT in accuracy and purity with different k on both ADHD and HIV datasets. As we can

see from the figure, the multi-graph clustering performance is very sensitive to the value of k,

especially when the value for k keeps very small. For example, as shown in 8(a), the accuracy

increases dramatically when the value of k goes from 2 to 6 before it reaches the peak value at

6. The main reason for such high sensitivity is that when k is set to be a small number, the

interior-node clusters identified from each brain network tend to have large sizes, which could

not capture the interior-node topological structure very well, resulting in a less discriminative
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Figure 9: Accuracy and purity with different δ

measure for distinguishing subjects in different neurological states. A similar changing trend

is shown for the purity, while noticeably the peak purity value shows up when k = 9 instead

of k = 6. This can be traced back to the definition of purity. Since it counts the number of

nodes in the dominated class for each cluster instead of counting the number of nodes only

when they match the correct groundtruth labels. Thus, when the number of clusters increases,

each cluster becomes easier to be dominated by one class, leading to a higher purity.

Now, we analyze the sensitivity of MGCT to δ, which balances the weights from the original

affinity matrix and the interior-node clustering indicator matrix when creating the similarity

matrix among multiple graphs. As shown in Figure 9, MGCT achieves different level of accuracy

and purity when the value of δ varies. For ADHD, the highest accuray is achieved when δ = 0.4,

while for HIV, it achieves the highest accuracy when δ = 0.7, and similar situations for the
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purity. These results indicate that both the global structure and the interior-node topological

structure are important for the multi-graph clustering analysis, and their weights need to be

determined for specific practical situations. Next, we evaluate the sensitivity of MGCT to

α and β. We set k to be 6 and run the MGCT method with different values for α and β

on ADHD and HIV data. The clustering accuracy of MGCT is plotted versus the values for

α and β in Figure 10. As shown in the figure, MGCT achieves the best performance when

α = 102, β = 103 on ADHD dataset, and α = 102, β = 102 on HIV dataset. Parameter α

controls the sparsity while parameter β controls the influence of iterative multi-graph clustering

results on interior-node clustering. If the value for α is very small, then it will not really enforce

the sparsity. Similarly, if the value for β is quite small, the iterative process would barely have

influence on interior-node clustering optimizing. In these cases, the performance will decline.

However, when the values for them are too large, they would enforce too much sparsity or

influence, which might make the performance drop as well. Therefore, an optimal combination

of the two parameters is crucial for improving the performance of MGCT.

3.5 Related Work

Our work relates to several bodies of studies, including the multi-graph clustering, node

clustering in graphs, and brain network analysis.

In the context of multi-graph clustering, there are a few of strategies that have been proposed

and widely used (Aggarwal and Wang, 2010), for example the structural summary method dis-

cussed in (Aggarwal et al., 2007), and the hierarchical algorithm with graph structure proposed

in (Lian et al., 2004). However, these methods only focus on finding a summary from the global
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Figure 10: Accuracy with different α, β

structure of the graphs without looking into the topological structure, thus would lose very

important local structural information, leading to a less effective clustering of multiple graphs.

For node clustering in graphs, there has also been a vast literature of works. One classic

category of these methods are the spectral clustering algorithms (Von Luxburg, 2007), which

use the eigenvalues of the Laplacian matrix to perform dimension reduction and then cluster

the data in fewer dimensions. Recently, new methods of node clustering have been proposed for

various applications, such as the works for social network analysis (Zhang and Yu, 2015a; Zhang

and Yu, 2015b), which utilize the heterogeneous information in aligned networks for node

clustering. Although these work use information from multiple graphs, they focus on the mutual

relationship of graphs at the node level instead of the graph-graph neighbourhood relationship

as we consider.
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Brain network analysis has become a hot research topic of medical data mining these years.

A major task in brain network analysis is to identify the difference of a healthy subject and a

neurological demented subject in brain network structure. In the past decade, quite a few of

works have been done to solve this problem. In (Kong et al., 2013), a discriminative subgraph

mining method is proposed for classifying brain networks. In (Kuo et al., 2015), they find

a unified cut and a contrast cut of multiple graphs for studying brain networks of multiple

subjects. This work is the most related one of ours. However, they study the brain networks

when the labels of subjects (healthy or demented) are given, while we cluster the unlabeled

subjects into groups with their brain network features.



CHAPTER 4

MULTI-VIEW CLUSTERING WITH GRAPH EMBEDDING

(This chapter was previously published as “Multi-view Clustering with Graph Embedding

for Connectome Analysis”, in CIKM ’17 (Ma et al., 2017). DOI: https://doi.org/10.1145/

3132847.3132909.)

4.1 Introduction

Advances in capabilities for data acquisition have given rise to an explosion of new infor-

mation in the form of graph representations. These data are inherently represented as a set of

nodes and links, instead of feature vectors as in traditional data. Brain networks, for example,

are comprised of anatomic regions as nodes, and functional/structural connectivities between

the brain regions as links. Linkage structures often come from different sources, called as multi-

view data. For instance, fMRI (functional magnetic resonance imaging) and DTI (diffusion

tensor imaging) are two major neuroimaging approaches widely used in neuroscience research

and in clinical applications (Cao et al., 2015a; Zhang et al., 2016; Ma et al., 2016). Connections

in brain networks derived from fMRI brain images encode correlations in functional activity

among brain regions, whereas DTI networks provide information concerning structural connec-

tions (i.e. white matter fiber paths) between different brain regions. The different networks

afford two different views of the brain connectivity.
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Multi-view clustering has received considerable attention for unlabeled data with multiple

views from diverse domains. While there have been advances in multi-view clustering, most

approaches are based on vector representation of features in each view and combining vectors

from different views for the clustering task (Liu et al., 2013; Yin et al., 2016). However,

the complex structures and the lack of vector representations within graph data, pose serious

challenges for this kind of vector-based approach. It is desirable to find a way that can better

capture and exploit graph structural information for multi-view clustering of graph instances.

To address this problem, this work explores an approach involving multi-view clustering of

graph instances based on graph embedding and its application to connectome analysis in multi-

view brain networks on HIV disease. The goal of graph embedding is to find low-dimensional

representations of graphs that can preserve the inherent structure and properties (Yan et al.,

2007; Mousazadeh and Cohen, 2015). While graph embedding technology has been broadly

used for graph mining, to the best of our knowledge, this approach has not been used for multi-

view clustering of graph instances. There are two main challenges that must be addressed for

the problem of multi-view clustering with graph embedding:

• How to learn the graph embedding for each graph instance with multiple views, such

that the graph embedding can encode the multi-view structure information of the graph?

Specifically, the embeddings of the similar nodes within the graph instance should be

close.

• How to leverage the multi-view graph embedding results to facilitate the multi-view clus-

tering task on graph instances? The graph embedding mainly captures the local structure



59

of graphs, while the similarity between the graph instances holds their global structure

information. For multi-view clustering on graph data, it is critical to appropriately fuse

these two kinds of graph structure information .

To address the above challenges, we propose the MCGE (multi-view clustering with graph

embedding) framework. Our contributions can be summarized as:

• We model the multi-view graph data with tensors, and apply tensor factorization tech-

nique to learn the multi-view embedding of graphs. In this manner, the graph embedding

can capture the key local structure of the graph in all the views, while also encoding the

latent correlation between different views. We employ graph kernel to measure the sim-

ilarity between graph instances in each view, construct a multi-view kernel tensor based

on kernel matrices, and obtain the common latent factors that encode the global structure

information.

• We propose to jointly perform the multi-view graph embedding stage and the multi-view

clustering stage in an iterative manner. Considering the fact that the graphs clustered

into the same group tend to have similar local structure, for each graph, we use the

multi-view embeddings of the neighbour graphs clustered in the same group to refine

its multi-view embedding. Then the updated multi-view embedding of the graphs will be

used for the multi-view clustering stage in the next iteration. Following this iterative two-

stage process, the multi-view graph embedding and multi-view clustering will be improved

until we obtain an optimal clustering results.



60

Group 1

Group 2

Subject 1

Subject 2

Subject 3

Subject 4

Subject 5

fMRI DTI

Learning Multi-view 

Graph Embedding

Embedding

Figure 11: An example of the MCGE problem

• We apply the proposed MCGE framework for unsupervised multi-view connectome anal-

ysis on HIV and Bipolar. Specifically, we study the connectome of fMRI and DTI brain

networks and aim to cluster the subjects with similar neurological status into the same

group as shown in Figure 11. Experimental results on the HIV and Bipolar datasets show

the effectiveness of MCGE for multi-view clustering in connectome analysis.

4.2 Preliminaries

In this section, we first introduce some notations and terminologies that we will use through-

out the work. Then we formulate the problem of interest formally.

Notations. Vectors are denoted by boldface lowercase letters, matrices are denoted by

boldface capital letters, and tensors are denoted by calligraphic letters. An element of a vector

x, a matrix X, or a tensor X is denoted by xi, xij , xijk, etc., depending on the number of indices
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TABLE V: List of basic symbols.

Symbol Definition and description

x each lowercase letter represents a scale
x each boldface lowercase letter represents a vector
X each boldface uppercase letter represents a matrix
X each calligraphic letter represents a tensor
〈·, ·〉 denotes inner product
◦ denotes tensor product (outer product)
⊗ denotes Kronecker product
� denotes Khatri-Rao product

(also known as modes). For a matrix X ∈ Rn×m, its i-th row and j-th column are denoted by

xi and xj , respectively. The Frobenius norm of X is defined as ‖X‖F =
√∑n

i=1 ‖xi‖22. For

any vector x ∈ Rn, Diag(x) ∈ Rn×n is the diagonal matrix whose diagonal elements are xi. In

denotes an identity matrix with size n. We denote an undirected graph as G = (V,E), where

V is the set of nodes and E ⊂ V ×V is the set of edges. An overview of the basic symbols used

in this work can be found in Table V.

Definition 1 (Tensor). An nth-order tensor X ∈ RI1×I2×···×In is an element of the outer

product of n vector spaces, each of which has its own coordinate system.

Definition 2 (Outer product). The outer product of vectors x(k) ∈ RIk for k = 1, 2, · · · , n is an

n-th order tensor and defined elementwise by
(
x(1) ◦x(2) ◦· · ·◦x(n)

)
i1,i2,··· ,in = x

(1)
i1
x

(2)
i2
· · ·x(n)

in
=∏n

k=1 x
(k)
ik

for all values of the indices.
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Definition 3 (Kronecker Product). The Kronecker product of two matrices A ∈ RI×J ,B ∈

RK×L is a matrix in the dimension of IK × JL:

A⊗B =



a11B a12B · · · a1JB

a21B a22B · · · a2JB

...
...

...
...

aI1B aI2B · · · aIJB


(4.1)

Definition 4 (Khatri-Rao Product). The Khatri-Rao product of two matrices A ∈ RI×K ,B ∈

RJ×K is a matrix in dimension of IJ ×K:

A�B = (a1 ⊗ b1, a2 ⊗ b2, · · · , aK ⊗ bK) (4.2)

where a1, a2, · · · , aK are the columns of A and b1, b2, · · · , bK are the columns of B.

Definition 5 (Mode-k Matricization). The mode-k matricization of a tensor X ∈ RI1×I2×···×In ,

denoted by X(k) ∈ RIk×J , where J = Πn
q=1,q 6=kIq. Each tensor element with indices (i1, i2, · · · , in)

maps to a matrix element (ik, j), such that

j = 1 +

m∑
p=1,p 6=k

(ip − 1)Jp, with

Jp =


1, if p = 1 or (p = 2 and k = 1)

Πp−1
q=1,q 6=kIq, otherwise.

(4.3)
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Figure 12: The CP Factorization for a third-order tensor X

Definition 6 (CP Factorization). Given a tensor X ∈ RI1×···×In , its CANDECOMP / PARAFAC

(CP) factorization is

X = JX(1), · · · ,X(n)K ≡
R∑
r=1

x(1)
r ◦ · · · ◦ x(n)

r , (4.4)

where for k = 1, 2, · · · , n, X(k) = [x
(k)
1 , · · · ,x(k)

R ] are factor matrices of size Ik × R, R is

the number of factors, and J·K is used for shorthand. Figure 12 shows the form of the CP

Factorization for a third-order tensor example.

To obtain the CP factorization JX(1), · · · ,X(n)K, the objective is to minimize the following

estimation error:

L = min
X(1),··· ,X(n)

‖X − JX(1), · · · ,X(n)K‖2F (4.5)
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However, L is not jointly convex w.r.t. X(1), · · · ,X(n). A widely used optimization technique

is the Alternating Least Squares (ALS) algorithm, which alternatively minimize L for each

variable while fixing the other, that is,

X(k) ← arg min
X(k)

‖X(k) −X(k)(�ni 6=kX(i))T‖2F (4.6)

where �ni 6=kX(i) = X(n) � · · ·X(k+1) �X(k−1) · · · �X(1).

Problem Definition We study the problem of multi-view clustering of graph instances via

multi-view graph embedding. Assume we are given a set of instances D = {G1, G2, · · · , Gn}

with v views, where each instance is represented with a graph with m nodes in each view. For

the j-th view, we have a set of graphs with the affinity matrices D(j) = {G(j)
1 ,G

(j)
2 , · · · ,G(j)

n }.

The goal of multi-view clustering on D is to cluster the graphs in D into k subsets. Figure 11

shows a simple two-view example of the MCGE problem intuitively. Given the fMRI and DTI

brain networks of five subjects, MCGE aims to learn multi-view graph embedding for each of

them, and cluster these subjects into different groups based on the obtained multi-view graph

embedding.

4.3 MCGE Framework

In this section, we first present the proposed MCGE framework consisting of two stages:

multi-view graph embedding and multi-view clustering via graph embedding. Then we describe

the optimization scheme of our framework.
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Figure 13: The framework of the proposed model MCGE.

4.3.1 Multi-view Graph Embedding

Graph embedding is an important tool in topological graph theory, which has been widely

used in data analysis (Belkin and Niyogi, 2001; Fu and Ma, 2012; Yan et al., 2007). In the

unsupervised situation, conventional methods for multi-view graph embedding either glued the

graph affinity matrices from all the views together into a big graph (Cilla Ugarte, 2012; Gao et

al., 2013), or collaboratively explored the consensus embedding from different views (individual

affinity matrices) (Xia et al., 2010; Xie et al., 2011; Zhang et al., 2015). However these methods

can only capture the linear relationships in multi-view graph data. In order to achieve better

embedding, here we develop a multilinear embedding approach via tensorization as follows.

To model the multiple views for each graph instance Gi, we build a tensor Ti by stacking

the graph affinity matrices from all the v views of the graph. Assume that the dimension of

the row vectors in the graph embedding is c, and let Fi ∈ Rm×c be the graph embedding of Gi,
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i.e., the j-th row vector of Fi represent the embedding of node j on graph instance Gi. Then

we can formulate the multi-view graph embedding as the following optimization problem based

on CP factorization:

min
Fi,Hi

‖Ti − JFi,Fi,HiK‖2F

s.t. Fi
TFi = Ic (4.7)

where Fi ∈ Rm×c and Hi ∈ Rv×c are the latent factor matrices.

Besides, as we discussed earlier, the graphs clustered into the same group tend to have more

similar local structure. That is, for two graphs in the same cluster, the closer they are, the more

similar local structure they tend to have. Based on this assumption, we incorporate such global

cluster information to further improve the multi-view graph embedding result in Equation 4.7.

Assuming we can obtain a weight matrix W, where wij denotes the weight of Gj for Gi and a

larger wij implies a closer distance between Gi and Gj in the same cluster. By incorporating the

weighted influence from the neighbor graphs into Equation 4.7, we have the following objective

function:

min
Fi,Hi

‖Ti − JFi,Fi,HiK‖2F + β
∥∥∥Fi −

∑
j

wijFj

∥∥∥2

F

s.t. Fi
TFi = Ic

(4.8)

where β is a parameter balancing the two parts.
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In the following section, we will show how to incorporate the graph embeddings into the

multi-view clustering framework and how to obtain the weight matrix W from the clustering

results.

4.3.2 Multi-view Clustering via Graph Embedding

Since graph embedding usually encodes local structure of graphs, and the original affinity

matrix holds the global structure, we propose to consider both of these two kinds of structure

information for the multi-view clustering task. Specifically, we employ the graph kernel to

measure the similarity of the global structure between different graphs. Graph kernel is a

pervasive method for comparing graphs (Vishwanathan et al., 2010). Here we employ the

random walk graph kernel (Vishwanathan et al., 2010), which is one of the most widely used

graph kernels, to measure the similarity between the affinity matrices of different graphs in each

view. Since we have n graphs in v views, we will get v kernel matrices, each with dimension

of n × n. In order to integrate the multiple views, we propose to stack the v kernel matrices

together, which form a tensor X ∈ Rn×n×v. Then we apply CP factorization on the tensor X

to get the common factor matrices across all the views. Suppose the number of factors is k, X

can be factorized as:

X = JB,B,AK (4.9)

where B ∈ Rn×k and A ∈ Rv×k are the latent factor matrices. Notably, B can be interpreted

as the common latent factor across all the views, which can be used for clustering the graphs.
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Now let us consider how to incorporate the results of multi-view graph embedding into the

multi-view clustering stage. As we discussed above, the multi-view graph embedding implies

the local structure of the graph, and graphs with similar local structure tend to be close to each

other in the original multi-view feature space.

Suppose we have obtained a set of graph embeddings F = {F1,F2, · · · ,Fn}, where Fi ∈

Rm×c is the multi-view graph embedding for Gi, we can build a similarity matrix S ∈ Rn×n,

where sij denotes the similarity between two examples Gi and Gj in terms of graph embedding,

and we define it as:

sij = 1− ‖Fi − Fj‖2F (4.10)

Then we can formulate the following objective function on the basis of the spectral analysis

(Von Luxburg, 2007):

min
B

=

n∑
i,j=1

sij

∥∥∥∥∥ bi√
dii
− bj√

djj

∥∥∥∥∥
2

2

= Tr
(
BTLB

)
s.t. BTB = Ik

(4.11)

where L = D−
1
2 (D−S)D−

1
2 is the symmetric normalized Laplacian matrix, and D is a diagonal

matrix with dii =
∑n

j=1 sij .
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By combining the above tensor CP factorization strategy with Equation 4.11, we can formulate

the multi-view clustering task as the following optimization problem:

min
B,A

‖X − JB,B,AK‖2F + αTr
(
BTLB

)
s.t. BTB = Ik

(4.12)

where α is a parameter balancing two parts.

After we obtain matrix B, we can apply k-means clustering on the row vectors of B and

then we know which graphs are clustered into the same group and which ones are not. This

result will help determine the weight matrix W for the multi-view graph embedding stage.

Specifically, for graph Gi we consider the graphs from the same cluster with Gi, and we aim

to infer the weights of influence they should have on Gi. Suppose we use Xi to represent

both the global and local structure of Gi,then this problem can be formulated as the following

minimization problem based on LLE method (Roweis and Saul, 2000):

min
W

∑
i

∥∥∥Xi −
∑
j

wijXj

∥∥∥2

F

s.t.
∑
j

wij = 1 (4.13)

where wij denotes the weight of Gj for Gi, and wij = 0 if Gj and Gi are not in the same

cluster. Note that there is no need for an explicit definition of Xi here, as it will be implicitly

represented with both the affinity matrices and the multi-view graph embedding results, which

will be used for the optimization of W. The details will be illustrated in Section 4.4.
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4.3.3 The Overall Framework: MCGE

With the two stages discussed above, we can formulate the overall iterative process for the

MCGE framework. As the multi-view graph embedding and multi-view clustering depend on

each other, we propose to jointly perform these two stages. In each iteration, we first perform

the multi-view graph embedding on each graph, and then utilize the obtained graph embedding

in the multi-view clustering stage. Then the resulted graph cluster information will be used

for refining the multi-view graph embedding in the next iteration. Following this alternate

two-stage process, the multi-view graph embedding and multi-view clustering will be improved

by each other until convergence.

An overview of our framework is shown in Figure 13. The upper part demonstrates the

multi-view graph embedding stage in MCGE, and the lower part shows the multi-view clustering

stage, while the blue arrow and red arrow indicate the interaction of the two stages. Overall,

given a set of graph instances D = {G1, G2, · · · , Gn} with v views, we aim to obtain a multi-

view graph embedding for each of these graph instances, and then use the multi-view graph

embedding as key features for the clustering of graph instances.

As shown in Figure 13, in the multi-view graph embedding stage, for each graph instance

Gi, we stack its affinity matrices from all the v views together to form a multi-view tensor

instance Ti. Then we apply tensor factorization strategy in Equation 4.8 to learn the multi-

view embedding, which partially depends on the embedding of the other graphs from the same

cluster that is determined by the multi-view clustering stage. Meanwhile, in the multi-view

clustering stage, we first measure the similarity between each pair of the graphs by calculating
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the graph kernel from each view, and then we stack the kernel matrices from all the views,

resulting in a multi-view kernel tensor X . By utilizing the CP factorization on X , we can get

the common factor B across all the views. Considering the importance of graph embedding in

capturing graph structure, we compute the similarity between graphs based on the multi-view

graph embedding results and incorporate it into the CP factorization scheme with a spectral

analysis term, as shown in Equation 4.12. The latent factor B obtained from this step will

indicate which graphs are closer to each other, thus can be further used for computing the

weight matrix W, which will be used for updating the multi-view graph embedding in the

next iteration. Vice versa, the new multi-view graph embedding will be used for updating the

similarity S, thus improving the multi-view clustering stage.

4.4 Optimization

Since the objective function in Equation 4.12 is not convex with respect to A and B jointly,

and Equation 4.8 is not convex with respect to Fi, there is no closed-form solution for such

problem. We employ an Alternating Direction Method of Multipliers (ADMM) scheme (Boyd

et al., 2011; Wang et al., 2015) to solve these problems, which alternately update one variable

while fixing others until convergence.

We first solve the optimization problem in Equation 4.12. The variables to be estimated

include B and A.

Update factor matrix B. We first update B while fixing A. Due to the fourth-order term,

the objective function in Equation 4.12 is not convex with respect to B, thus being difficult to
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optimize. We employ the variable substitution technique to solve this problem. By substituting

the second B with P in Equation 4.12, we obtain the equivalent form of Equation 4.12:

min
B
‖X − JB,P,AK‖2F + αTr(BTLB)

s.t. P = B, BTB = Ik

(4.14)

where P is auxiliary variable. The augmented Lagrangian function for Equation 4.14 is:

L (B,P) = ‖X − JB,P,AK‖2F + Tr
(
UT (P−B)

)
− µ

2
‖P−B‖2F + αTr

(
BTLB

) (4.15)

where U ∈ Rn×k are Lagrange multipliers, and µ is the penalty parameter. Then the objective

function with respect to B can be derived as:

min
B

∥∥BQT −X(1)

∥∥2

F
+
µ

2

∥∥∥∥B−P− 1

µ
U

∥∥∥∥2

F

+ αTr
(
BTLB

)
s.t. BTB = Ik

(4.16)

where Q = P�A ∈ R(n∗v)×k and X(1) ∈ Rn×(n∗v) is the mode-1 matricization of X .

As such an optimization problem with orthogonal constraint has been well studied, and

can be solved by a few solvers (Absil et al., 2009; Wen and Yin, 2013), here we employ the

solver Algorithm 2 in (Wen and Yin, 2013) to solve Equation 4.16, which is a more efficient

optimization algorithm with code publicly available. Since this algorithm requires the derivative
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of the objective function as one input, we obtain the derivative of Equation 4.16 with respect

to B:

∇BL (B) =BQTQ−X(1)Q + µ (B−P)−

U + α
(
LB + LTB

) (4.17)

Then the auxiliary matrix P can be optimized by setting the derivative of Equation 4.16

with respect to P as 0. We have:

P =
(
2X(2)O + µB−U

) (
2OTO + µI

)−1
(4.18)

where O = B�A ∈ R(n∗v)×k and X(2) ∈ Rn×(n∗v) is the mode-2 matricization of tensor X .

After updating B and P, we optimize the Lagrangian multipliers U by gradient ascent:

U← U + µ (P−B) (4.19)

Note that in our experiment, we initialize µ as 10−6, and set µmax = 107. Each time after U is

updated, we adjust µ by µ = min(ρµ, µmax), where we set ρ = 1.05.

Update factor matrix A. Next, we fix B and optimize A. Following Equation 4.12, the

objective function with respect to A is:

min
A

∥∥AZT −X(3)

∥∥2

F
(4.20)

where Z = B�P ∈ R(n∗n)×k and X(3) ∈ Rv×(n∗n) is the mode-3 matricization of X , thus this

can be solved directly.
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By performing the above optimization steps iteratively until convergence, we can obtain

the optimal indicator matrix B for the multi-view clustering stage, thus knowing which graphs

are clustered together by performing k-means algorithm on the row vectors of B. The resulted

cluster information will be used for determining the weight matrix W in the multi-view graph

embedding stage.

Now we solve the optimization problem in Equation 4.13 with respect to the weight matrix

W. According to the locally linear embedding approach proposed in (Saul and Roweis, 2000),

such a minimization problem with respect to vectors can be solved as a constrained least squares

problem. Since the Frobenius norm for matrices can be regarded as a generalization of the l2

norm for vectors, we can directly derive the following equation based on the analysis in (Saul

and Roweis, 2000): ∥∥∥Xi −
∑
j

wijXj

∥∥∥2

F
=
∑
jr

wijwirCjr (4.21)

where Gj and Gr are two neighbor graphs of Gi in the same cluster. Cjr is the local covariance

matrix, and it can be computed by

Cjr =
1

2
(Mj +Mr −mjr −M0) (4.22)

where mjr denotes the squared distance between the jth and rth neighbors of Gi, and we

compute it based on both the original affinity matrices from v views and the graph embeddings

of Gj and Gr by

mjr =
1

2
(
1

d

v∑
d=1

∥∥∥G(d)
j −G(d)

r

∥∥∥2

F
) +

1

2
(‖Fj − Fr‖2F ) (4.23)
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Algorithm 2 MCGE

Input: X , {T1, · · · , Tn}, c, k, α, β
Output: B, F
1: Initialize B s.t. BT

0 B0 = Ik;

2: Initialize Fi for i = 1, 2, · · · , n s.t. Fi
T
0 Fi0 = Ic;

3: while not converge do
4: Compute W according to Equation 4.24;
5: for i = 1 : n do
6: t← 0;
7: while not converge do
8: Compute Fit+1 by solving Equation 4.8;
9: t← t+ 1;
10: end while
11: end for
12: Update B by solving Equation 4.12;
13: Update A by solving Equation 4.20;
14: Cluster B by k-means;
15: end while

Mj =
∑

zmjz, Mr =
∑

zmrz and M0 =
∑

jrmjr. Then the optimal weights can be obtained

by:

wij =

∑
r C−1

jr∑
lz C−1

lz

(4.24)

For details about the above derivation for the solution, readers can refer to the illustrations

in (Saul and Roweis, 2000).

Once the weight matrix W is obtained, we can easily solve the optimization problem

in Equation 4.8 following the same ADMM steps as shown above for solving Equation 4.12.

The overall optimization algorithm of MCGE is summarized in Algorithm 2.

4.5 Experiments and Evaluation

In order to evaluate the performance of the proposed method for multi-view clustering

of graphs, we test our framework on real fMRI and DTI brain network data for connectome

analysis and compare with a few of state-of-the-art multi-view clustering methods.
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4.5.1 Data Collection and Preprocessing

In this work, we use two real datasets as follows:

• Human Immunodeficiency Virus Infection (HIV): This dataset is collected from the Chicago

Early HIV Infection Study at Northwestern University(Ragin et al., 2012a). This clinical

study involves 77 subjects, 56 of which are early HIV patients (positive) and the other

21 subjects are seronegative controls (negative). These two groups of subjects do not dif-

fer in demographic characteristics such as age, gender, racial composition and education

level. This dataset contains both the functional magnetic resonance imaging (fMRI) and

diffusion tensor imaging (DTI) for each subject, from which we can construct the fMRI

and DTI brain networks.

• Bipolar : This dataset consists of the resting-state fMRI and DTI image data of 52 bipolar

I subjects who are in euthymia and 45 healthy controls with matched age and gender (Cao

et al., 2015c; Ma et al., 2017).

We perform preprocessing on the HIV dataset using the standard process as illustrated in

(Cao et al., 2015a). First, we use the DPARSF toolbox1 to process the fMRI data. We realign

the images to the first volume, do the slice timing correction and normalization, and then use

an 8-mm Gaussian kernel to smooth the image spatially. The band-pass filtering (0.01-0.08

Hz) and linear trend removing of the time series are also performed. We focus on the 116

anatomical volumes of interest (AVOI), each of which represents a specific brain region, and

1http://rfmri.org/DPARSF.
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extract a sequence of responds from them. Finally, we construct a brain network with the

90 cerebral regions. Each node in the graph represents a brain region, and links are created

based on the correlations between different brain regions. For the DTI data, we use FSL tool-

box1 for the preprocessing and then construct the brain networks. The preprocessing includes

distortion correction, noise filtering, repetitive sampling from the distributions of principal dif-

fusion directions for each voxel. We parcellate the DTI images into the 90 regions same with

fMRI via the propagation of the Automated Anatomical Labeling (AAL) on each DTI image

(Tzourio-Mazoyer et al., 2002).

For the Bipolar dataset, the brain networks were constructed using the CONN2 toolbox

(Whitfield-Gabrieli and Nieto-Castanon, 2012). The raw EPI images were first realigned and

co-registered, after which we perform the normalization and smoothing. Then the confound

effects from motion artifact, white matter, and CSF were regressed out of the signal. Finally,

the brain networks were derived using the pairwise signal correlations based on the 82 labeled

Freesurfer-generated cortical/subcortical gray matter regions.

4.5.2 Baselines and Metrics

We compare our MCGE framework with six other baseline methods for the multi-view

clustering task on brain networks. To the best of our knowledge, our proposed framework is

the first work that jointly performs multi-view graph embedding and multi-view clustering of

1http://fsl.fmrib.ox.ac.uk/fsl/fslwiki.

2http://www.nitrc.org/projects/conn
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graph instances. Therefore, for the evaluation, we apply the following state-of-the-art multi-

view clustering methods and adapt them to perform the multi-view clustering task here.

• SingleBest applies spectral clustering on each single view and reports the best perfor-

mance among them.

• SEC is a single view spectral embedding clustering framework proposed in (Nie et al.,

2011). It imposes a linearity regularization on the spectral clustering model and uses both

local and global discriminative information for the embedding.

• CoRegSc is the co-regularized based multi-view spectral clustering framework proposed

in (Kumar et al., 2011). The centroid based approach is applied for the multi-view

clustering task.

• MultiNMF is the multi-view clustering method based on joint nonnegative matrix fac-

torization proposed by (Liu et al., 2013). This method searches for a factorization that

gives compatible clustering solutions across multiple views.

• AMGL is a recently proposed multi-view spectral learning framework (Nie et al., 2016)

that can automatically learn an optimal weight for each graph without introducing addi-

tive parameters.

• SCMV-3DT is a tensor based multi-view clustering method recently proposed in (Yin

et al., 2016). It uses t-product in third-order tensor space, and represents multi-view

data by a t-linear combination with sparse and low-rank penalty based on the circular

convolution.
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• MCGE is the proposed multi-view clustering framework in this work, which jointly per-

forms multi-view graph embedding and multi-view clustering of the graph instances.

There are three main parameters in our model, which include the α in objective function

(Equation 4.12), the β in objective function (Equation 4.8), and the dimension c of the row

vectors in the graph embedding. We apply the grid search to find the optimal values for the

parameters. For details, we do grid search for α and β in {10−4, 10−3, · · · 104}, and the optimal

c is selected by the grid search from {2, 3, · · · , 12}. For evaluation, since there are two possible

labels of the brain network instances in both of the two datasets, we set the number of clusters

k to be 2, and test how well our method can group the brain networks of subjects with disorders

and those of normal controls into two different clusters.

For fair comparisons of the baseline methods, we employ Litekmeans (Cai, 2011) for all the

k-means clustering step if it is needed in the implementation of the six methods listed above. We

repeat clustering for 20 times with random initialization as k-means depends on initialization.

To evaluate the quality of the clusters produced by different approaches, we use Accuracy

and Normalized Mutual Information (NMI) as the evaluation metrics. For each experiment, we

repeat 50 times and report the mean value along with standard deviation (std) as the results.

4.5.3 Performance Evaluations

4.5.3.1 Clustering Accuracy and NMI

As shown in Table VI and Table VII, our MCGE framework performs the best in the multi-

view clustering task on both of the two datasets in terms of accuracy and NMI. Among the
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TABLE VI: Results on HIV dataset (mean ± std).

Methods Accuracy NMI

SingleBest 0.561± 0.010 0.104± 0.007
SEC 0.523± 0.012 0.092± 0.011
AMGL 0.563± 0.002 0.132± 0.008
SCMV-3DT 0.576± 0.013 0.123± 0.019
MultiNMF 0.613± 0.016 0.197± 0.021
CoRegSc 0.626± 0.020 0.254± 0.013
MCGE 0.682 ± 0.019 0.390 ± 0.015

TABLE VII: Results on Bipolar dataset (mean ± std).

Methods Accuracy NMI

SingleBest 0.553± 0.012 0.098± 0.006
SEC 0.536± 0.012 0.103± 0.009
AMGL 0.558± 0.026 0.101± 0.012
SCMV-3DT 0.585± 0.009 0.132± 0.010
MultiNMF 0.642± 0.011 0.192± 0.015
CoRegSc 0.619± 0.024 0.170± 0.008
MCGE 0.703 ± 0.013 0.264 ± 0.012

seven methods, the first two methods are single view clustering methods, both of which achieve

lower accuracy and NMI compared with the multi-view methods. In particular, the lowest

accuracy is from SEC, which is a single view clustering method applied here by concatenating

the features of all the views. Although the SEC method considers both global structure and

local structure of graphs, it does not distinguish the features from different views, which leads to
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a poor performance in the multi-view clustering. The SingleBest achieves its best performance

on the fMRI brain networks for both datasets, which means that the fMRI data provide more

discriminative information for the SingleBest method. By comparing SingleBest with SEC, we

can find that if the multiple views are combined improperly, it may perform even worse than

only using information from a single view.

Among the multi-view clustering methods, CoRegSc and MultiNMF have quite good perfor-

mance, though not as good as the proposed MCGE method. This is mainly because that they

consider the interactions between different views via joint modeling with the multiple views,

while the other two multi-view methods do not. Comparatively, CoRegSc achieves slightly bet-

ter results than the MultiNMF method on HIV dataset and vice versa on the Bipolar dataset.

Compared to the proposed MCGE method, the common property of the other four multi-view

clustering methods is that the features they learn for each view are based on vector represen-

tations. However, for graph instances, the structural information could barely be preserved

by such vector representations, which could be the underlying reason of why these methods

could not outperform our MCGE method. Moreover, by using tensor technique to model the

multi-view graph-graph affinity as illustrated in Equation 4.9, MCGE can not only encode the

latent interaction across different views, but also capture the graph-specific features through

the graph kernels. From Table VI and Table VII, we can see that, as another tensor-based

multi-view method, the SCMV-3DT does not achieve compatible results to MCGE. The reason

behind this might be that although SCMV-3DT models the data into third-order tensor, it does
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not consider the local structure of graphs, making it less effective for the multi-view clustering

of graphs.

4.5.3.2 MCGE for Connectome Analysis

To evaluate the effectiveness of the proposed MCGE framework for connectome analysis, we

investigate this approach for capturing the inner structure of connectomes in analysis of brain

alterations induced by HIV infection and Bipolar affective disorder, respectively.

HIV is associated with heterogeneous changes in the brain and in cognitive function (Wang

et al., 2011b). In many CNS(Central Nervous System) disorders, etiology is unknown. In

contrast, HIV involves a known viral etiology. Therefore it is possible to study the brain

in the early stages of injury. Studies of early HIV infection have found alterations in both

structural and functional connectivity (Wang et al., 2011b). Moreover, a hallmark of HIV is

neuroinflammation, which is a common characteristic of neurological injury from diverse causes,

including traumatic, ischemic, developmental and neurodegenerative brain disorders. Since HIV

infection is broadly relevant to many other neurological disorders, it represents an ideal model

for evaluating the sensitivity of new frameworks for neuroimaging analysis.

We apply the proposed MCGE framework on the multi-view brain networks of the HIV

dataset and obtain the clustering results as well as the multi-view graph embedding for each

brain network. We further employ k-means algorithm (with k = 6) on the row vectors of the

multi-view graph embedding for each brain network, and obtain the clustering relationship of

their inner nodes, i.e., the brain regions. Figure 14 shows an example of the resulting brain

region clustering map of a normal control and that of an HIV patient. In this figure, each node
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represents a brain region, and each edge indicates the correlation between two brain regions.

Nodes of the same color represent the brain regions that are grouped into the same cluster

by MCGE. As we can see from Figure 14, the clustering pattern of the HIV patient is quite

different from the normal control. Nodes of the normal brain network are well grouped into

several clusters, while nodes in the HIV brain network are less coherent. In addition, for the

normal control, edges within each cluster are much more intense than the edges across different

clusters. For example, in Figure 14(a), the pink nodes in the lower left and the pink nodes in the

upper right are strongly connected with each other. While in Figure 14(b), the corresponding

nodes in the lower left, which are mostly marked in yellow, have very few connections with

those yellow nodes in the upper right. By looking into the connections, we can find that for the

normal control, there are several pink nodes in the center of the brain which bridge the lower

left part and the upper right part, while these intermediate nodes in the HIV brain are clustered

in blue or pink instead of the same color (yellow) as the lower left part and the upper right part.

This implies that the intermediate regions are probably injured so that they are no longer the

bridges (or hubs) across other related regions. Some studies in neuroscience (Crossley et al.,

2014) show that the highly-interconnected hub nodes are biologically costly due to higher blood

flow or connection distances, and thus tend to be more sensitive to injury. Our observations

in Figure 14 potentially reflect this evidence.

Then we apply the MCGE framework on the Bipolar dataset with the same steps as illus-

trated above for HIV dataset. The visualized results of a normal control and a bipolar subject

are shown in Figure 15. Similarly to the observations above, as we can see from Figure 15,
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(a) normal control (b) HIV patient
Figure 14: Comparison of the connectomes captured from the brain networks of a normal control and
an HIV patient

the cluster information of normal control is quite different from the bipolar subject. The con-

nectomes of the normal control are well organized, while the corresponding nodes in the brain

network of the bipolar subject spread out irregularly across different clusters. We can also

find that for normal control, edges within each cluster are much more intense than the edges

across different clusters, while this is less the case for bipolar subject. The reason behind this

observation is probably that the collaborative activities of different brain regions of the bipolar

subject are not organized in a proper order as those of normal controls are.

These findings indicate that our proposed MCGE framework can distinguish brain alter-

ations in neurological disorders from healthy controls. It also yields new information and

insights concerning network perturbations in brain injury and neuroinflammation for further

investigation and interpretation.
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(a) normal control (b) bipolar subject
Figure 15: Comparison of the connectomes captured from the brain networks of a normal control and a
bipolar subject

4.5.4 Parameter Sensitivity Analysis

In this section, we study the sensitivity of the proposed MCGE framework to the three

parameters α, β, and c, and explore how the different values for parameters would affect the

performance of MCGE in the multi-view clustering. We first look into the parameter c, which is

the dimension of the row vectors in graph embedding. Figure 16 shows the multi-view clustering

performance of MCGE on the two datasets with the c value varying from 2 to 12. From the

figure, we can see that the value for c affects the performance of MCGE in both accuracy and

NMI. The highest accuracy is achieved when c equals to 8 for HIV dataset and the best NMI

occurs at 9. For Bipolar dataset, both the accuracy and NMI reach the peak when c equals to 6.

The changing of accuracy and NMI with different c values has similar trend on the two datasets.

With the increase of the c value, the performance first keeps rising up until it reaches the peak,

and then it starts to decline. This changing trend is reasonable as when the dimension of graph
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Figure 16: Accuracy and NMI with different c

embedding is too small, it could not encode enough local structure information of the graph,

resulting in poor performance for the clustering. When the dimension of graph embedding is set

to be a large number, it may include much redundant information, making it less discriminative

for the clustering task.

Now we evaluate the sensitivity of MCGE to α and β. As illustrated in Equation 4.12, α is

the weight parameter which determines the extent that the local embedding structure is utilized

for the multi-view clustering task. The higher the value for α, the more emphasis we put on

the graph embedding for multi-view clustering modeling. Similarly, the parameter β balances

how much influence the embedding of neighbor graphs would have on the multi-view graph

embedding of each graph. For the evaluation, we set c to be 8 and run the MCGE framework

with different values of α and β. The clustering accuracy and NMI achieved at different values of

parameters for the two datasets are shown in Figure 17(a), 17(b), 17(c) and 17(d), respectively.

As we can see from the figures, MCGE achieves different levels of accuracy and NMI when the

values of α and β vary. The highest accuracy on HIV dataset is achieved when α = 103, and
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(a) Accuracy on HIV (b) NMI on HIV
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Figure 17: Accuracy and NMI with different α, β

β = 102, while the best NMI on HIV is achieved at α = 103, and β = 103. On Bipolar dataset,

both the highest accuracy and the best NMI are achieved when α = 103, and β = 103. Notably,

when the value for α is too small, both the accuracy and NMI achieved by MCGE are quite

low, and the same situation holds for β. This is mainly because that if we set a small value

to α, little information of graph embedding would be used for the multi-view clustering stage.

Similarly, when β is too small, the graph embedding of neighbor graphs would hardly influence

the multi-view graph embedding stage of each graph. On the other hand, when α and β are set
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to be large values, the performance drops as well, as the influence imposed on those parts is too

much. Therefore, finding an optimal combination of these parameter values is very important

when applying MCGE framework for multi-view clustering.

4.6 Related Work

Our work relates to several branches of studies, which include multi-view clustering, graph

embedding and connectome analysis.

Multi-view clustering is a clustering strategy for analyzing data with multiple views (Bickel

and Scheffer, 2004) and it has been widely studied and applied in various domains (Shao et

al., 2015; Shao et al., 2016; Lu et al., 2017). For example, the Canonical Correlation Anal-

ysis (CCA) based methods focus on constructing projections using multiple views(Bickel and

Scheffer, 2004). In (Chaudhuri et al., 2009), a CCA based method is proposed and applied

for audio-visual speaker clustering and hierarchical Wikipedia document clustering. Another

main category of algorithms aim to integrate multiple views in the clustering process directly

by optimizing the loss functions(Bickel and Scheffer, 2004). A typical work from this category

is the co-regularized multi-view spectral clustering method proposed by (Kumar et al., 2011),

which is also a baseline method used in our experiment. It performs multi-view clustering by

co-regularizing the clustering hypotheses. In addition, matrix factorization based methods also

form a category of multi-view clustering methods(Kalayeh et al., 2014; Liu et al., 2013), which

use constraints to push multiple views towards consensus.

Graph embedding is a hot research topic in graph mining. The goal of graph embedding

is to find low-dimensional representations of nodes in graphs that can preserve the important
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structure and properties of graphs (Yan et al., 2007). It has drawn great interest from the

data mining community, and has been extensively studied for various kinds of applications.

In (Mousazadeh and Cohen, 2015), a new graph embedding algorithm is proposed based on

Laplacian type operator on manifold, and it is applied for recovering the geometry of data

and extending a function on new data points. Recently, a high-order proximity preserved

embedding method is proposed in (Ou et al., 2016), where a general formulation that covers

multiple high-order proximity measurements is first derived and a scalable embedding algorithm

is then proposed to approximate the high-order proximity measurements.

Connectome analysis is a prominent emphasis area in the field of medical data mining. The

”connectome”, refers to the vast connectivity of neural systems at different levels involving both

global and local structure information of the connections (Kaiser, 2011). Connectome analysis

has been the focus of intense investigation owing to the tremendous potential to provide more

comprehensive understanding of normal brain function and to yield new insights concerning

many different brain disorders (Sporns et al., 2005; Cao et al., 2017; Ma et al., 2017). Most

connectome analyses, however, aim to learn the structure from brain networks based on an

individual neuroimaging modality (Cao et al., 2015c; Kuo et al., 2015; He et al., 2014b; He et

al., 2017). For example, in (Cao et al., 2015c), the identification of discriminative subgraph

patterns is studied on fMRI brain networks for bipolar affective disorder analysis. In (Ma et

al., 2016), a multi-graph clustering method is proposed based on interior-node clustering for

connectome analysis in fMRI resting-state networks. Although some recent work (Cahill et

al., 2016) use multi-view brain networks in connectome analysis, they focus on the group-wise
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functional community detection problem instead of doing multi-view clustering of the subjects.

Here, we apply the proposed graph embedding based approach to facilitate the multi-view

clustering of multiple brain networks simultaneously, thus providing a more comprehensive

strategy for further neurological disorder identification.



CHAPTER 5

MULTI-VIEW GRAPH EMBEDDING WITH HUB DETECTION

(This chapter was partially published as “Multi-view Graph Embedding with Hub Detection

for Brain Network Analysis”, in ICDM’17 (Ma et al., 2017). DOI: http://doi.org/10.1109/

ICDM.2017.123.)

5.1 Introduction

Recent years have witnessed an explosion of data in the form of graph representations. These

data comes with a set of nodes and links between the nodes, for example the social networks

with nodes representing users and links representing relationships among the users, and the

brain networks with brain regions as nodes and the correlations among different regions as

links. With the advanced capabilities for data acquisition, the links can usually be constructed

from multiple sources or views of the data, which is usually called multi-view graph data. For

instance, brain networks can be derived from fMRI (functional magnetic resonance imaging) and

DTI (diffusion tensor imaging), which are two major neuroimaging techniques for brain data

acquisition in neuroscience research and clinical applications. The fMRI brain networks reflect

the correlations of different brain regions in functional activity, while the DTI networks encode

the information of structural connections (i.e. white matter fiber paths) between different brain

regions. Thus these two kinds of networks can serve as two views of the connectivity for brain

network data (Ma et al., 2017).
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Multi-view graph embedding, as a hot topic in multi-view graph learning, has drawn exten-

sive attentions in the past decade. Most of the existing works in multi-view graph embedding

aim to combine the information from all the views and obtain a lower dimensional but better

feature representation of the nodes for the spectral clustering problem. For example, in (Kumar

et al., 2011), a co-regularized multi-view spectral clustering method is proposed to find a consis-

tent clustering across the multiple views. In (Papalexakis et al., 2013), two solutions based on

minimum description length and tensor decomposition principles are proposed for graph clus-

tering across multiple views. A multi-modal spectral clustering algorithm is presented in (Cai

et al., 2011) to learn a commonly shared graph Laplacian matrix by unifying different views.

In (Huang et al., 2012), an affinity aggregation spectral clustering algorithm is proposed, which

seeks for an optimal combination of affinity matrices for the spectral clustering across multiple

views. In (Li et al., 2015), a large-scale multi-view spectral clustering approach is proposed

using local manifold fusion to integrate heterogeneous features of graphs.

Although these works introduced above can be used to obtain the graph embeddings from

multiple views, none of them has considered the hubs when learning the multi-view graph

embedding, making them less capable for the scenarios where hubs are also important for the

clustering of nodes in graphs. The “hubs” refer to the bridging nodes that connect to different

groups of nodes in a graph. For example, in a brain network, the hubs help bridge different

groups of brain regions(van den Heuvel and Sporns, 2013), while in a social network, the hubs

are known as “structural hole spanners”(He et al., 2016b), which refer to the users bridging

different communities. The hubs in both of the two scenarios can potentially influence the node
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clustering structure of the network, as they are the boundary-spanning nodes across different

clusters and their neighbors usually spread out in different clusters. Therefore, hubs should be

taken into account in the multi-view graph embedding learning process for achieving a clear

and discriminative node clustering structure for the graph. Specifically, in neuroscience studies,

the hubs of brain networks have been proven to be more biologically costly due to higher blood

flow or connection distances, thus they tend to be more vulnerable to brain injuries (Crossley

et al., 2014). As a result, the hubs will differ in the brain networks of normal people and

those of the subjects with neurological disorder, which means the corresponding brain network

embeddings of normal people and disordered subjects also tend to be different. Therefore, if

we could consider the hubs when learning multi-view graph embeddings of brain networks, the

resulted embeddings will be useful for distinguishing brain disordered subjects from normal

controls.

In this work, we focus on jointly learning the multi-view graph embeddings and hubs for

brain network analysis. There are three main challenges that must be addressed for this prob-

lem:

• As the task of multi-view graph embedding and the task of multi-view hub detection are

naturally twisted, how to provide a joint learning framework such that both tasks can be

solved at the same time and help improve the overall performance.

• It is often assumed that each individual view captures the partial information but they all

admit the same underlying structure of the data. How to leverage the multi-view graph

data for obtaining a good unified graph embedding across all the views?
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• How to decide the importance of each view of the data when combining them for the

multi-view learning task?

To address the above challenges, we propose an auto-weighted multi-view graph embedding

with hub detection (MVGE-HD) framework. Our contributions can be summarized as follows:

• To the best of our knowledge, this is the first work to solve the problem of multi-view

graph embedding with hub detection.

• The proposed MVGE-HD framework can jointly learn the multi-view graph embeddings

and identify the hubs, instead of separating them into different steps. By considering

the hubs, the obtained embeddings will reflect a clearer node clustering structure of the

graph, which can better facilitate the further analysis of the graph.

• Our framework can automatically tune the importance of each view for the multi-view

graph embedding with hub detection, avoiding the problem that might be caused other-

wise by different parameter settings and thus having good generalization ability.

• We apply the MVGE-HD framework on two real brain network datasets (HIV and Bipolar)

to investigate the multi-view brain region clustering structure and the hubs in brain

networks for neurological disorder analysis, as a topic discussed for the first time in the

literature of neuroscience study as well. The experimental results show the effectiveness

of MVGE-HD for multi-view brain network analysis.
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Figure 18: An brain network example with four modules and five hubs

5.2 Preliminaries

In this section, we introduce some notations and terminologies that we will use in this work.

Then we establish some definitions and formulate the problem formally.

Notations. Vectors are denoted by boldface lowercase letters, and matrices are denoted by

boldface capital letters. An element of a vector x is denoted by xi, and an element of a matrix

X is denoted by xij . For a matrix X ∈ Rn×m, its i-th row and j-th column are denoted by xi

and xj , respectively. The Frobenius norm of X is defined as ‖X‖F =
√∑n

i=1 ‖xi‖22, and the

`2,1 norm of M is defined as ‖M‖2,1 =
∑n

i=1

∥∥mi
∥∥

2
. For any vector x ∈ Rn, Diag(x) ∈ Rn×n



96

is the diagonal matrix whose diagonal elements are xi. In denotes an identity matrix with size

n. We denote an undirected graph with m views as G = (V,E(1), E(2), · · · , E(m)), where V is

the set of nodes and E(i) ⊂ V × V is the set of edges from view i of G. We denote the affinity

matrices of the multi-view graph G by A = {A(1),A(2), · · · ,A(m)}, where A(i) ∈ Rn×n is the

weighted affinity matrix in view i, and its entry denotes the pairwise affinity between nodes of

G in view i.

We assume F ∈ Rn×k is an embedding of G, and then the i-th row vector of F (i.e., f i)

represents the embedding of node i. We call k the dimension of the embedding F. If we run

k-means algorithm on the set of row vectors of F and set the number of clusters as k, we will

get a clustering assignment of the n nodes into k clusters. Thus an embedding of a graph

usually implies its node clustering structure. We assume the k clusters are represented by

C = {C1, · · · , Ck}, with V = C1∪ · · ·∪Ck and Ci∩Cj = ∅ for every pair i, j with i 6= j. Based

on these assumptions, we give the following definitions.

Definition 1. (Internal Node) For any node vi ∈ Cx, if all the nodes that vi have connections

with belong to the same cluster Cx, node vi is called an internal node.

Definition 2. (Hub) For any node vi ∈ Cx, if there exists some neighboring node vj ∈ Cy(x 6=

y), node vi is called a hub.

Definition 3. (Cross Edge) For any edge eij = (vi, vj) ∈ E, if vi ∈ Cx and vj ∈ Cy(x 6= y),

edge eij is called a cross edge.

Figure 18 shows an example of a brain network with four modules and five hubs. Note

that in brain networks, the clusters of brain regions are often called “modules”. In some works
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of brain hub analysis, the hubs shown in Figure 18 are called “connector hubs” while another

kind of hubs are called “provincial hubs” (van den Heuvel and Sporns, 2013), which refer to

the internal node with high centrality within a module. In this work, the hubs we considered

are the “connector hubs” stated in those works.

5.3 Methodology

In this section, we first present the proposed approach for multi-view graph embedding with

hub detection. Then we derive the auto-weighted framework for the proposed approach.

5.3.1 Multi-view Graph Embedding with Hub Detection

Graph embedding, as an important tool in topological graph theory, has been widely studied

for graph data analysis (Belkin and Niyogi, 2001; Fu and Ma, 2012; Yan et al., 2007). In the

literature of graph embedding, hubs are seldom considered along with the embedding learning.

However, in many graph learning scenarios, hubs play an important role for node clustering

or graph embedding analysis. As shown in Figure 18, the hubs are those boundary-spanning

nodes across different clusters in the graph, and their neighbors naturally occur in different

clusters, and thus the hubs may blur the boundary between clusters. If we want to obtain

a graph embedding that can encode a clear node clustering structure, it is crucial to enable

the graph embedding approach to have the discriminative ability for such boundary-spanning

nodes, i.e., the hubs, and thus encoding only characterizing internal nodes in the graph. To

solve this problem, the `2,1-norm penalty is introduced to the context of node clustering and

has been proven to be an effective strategy for dealing with the boundary-spanning nodes and

improving the node clustering (He et al., 2016b; Ma et al., 2016). In this work, we employ
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the similar strategy and incorporate it into our multi-view graph embedding and hub detection

framework.

To derive our multi-view framework, we first formulate the problem of single-view graph

embedding with hub detection. Given the affinity matrix A(v) and the diagonal matrix D(v)

with d(v)ii
=
∑n

j=1 aij for view v of the graph G, we intend to obtain a graph embedding

F(v) ∈ Rn×k. Based on the analysis in (Ma et al., 2016), the value of f i(v) at node vi can be

formulated as the weighted average of f i(v) at neighbors of vi, where the weights are proportional

to the edge weights in adjacency matrix A(v), thus we can have the following objective function

min
F(v)

∥∥∥F(v) −D−1
(v)A(v)F(v)

∥∥∥2

F
(5.1)

As discussed above, we need to make the embedding matrix F(v) have discriminative ability

for the hubs for inducing a clearer node clustering structure of G. Based on (He et al., 2016b)

and (Ma et al., 2016), we apply the `2,1-norm penalty and orthogonality constraints to promote

the row-wise sparsity, so as to discriminate the hubs and encode only characterizing internal

nodes. Then the problem of graph embedding with hub detection on single view becomes

min
F(v)

∥∥∥F(v) −D−1
(v)A(v)F(v)

∥∥∥
2,1

s.t. FT
(v)F(v) = Ik (5.2)

For the multi-view graph learning task, we consider combining the information from the

multiple views of graph G and obtaining a unified graph embedding across all the views, which
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can better encode the embedding structure while considering the multi-view hubs as well. To

achieve this goal, we propose to use the weighted combination of the graph embedding from

each view, and we formulate it as follows.

We assume the unified embedding matrix across all the views of graph G is represented by

F ∈ Rn×k, where k is the dimension of the row vectors. Then the multi-view graph embedding

with hub detection can be formulated as the following problem

min
F

m∑
v=1

α(v)

∥∥∥F−D−1
(v)A(v)F

∥∥∥
2,1

s.t. FTF = Ik (5.3)

where α(v) is the weight parameter for view v. Note that here the value of the weight parameter

α(v) is decided by an auto-tuning procedure, which will be introduced later in Section 5.3.2.

As the above minimization problem involving `2,1 norm is nontrivial to solve directly, we

further derive Equation 5.3 based on the following lemma (He et al., 2012b).

Lemma 2. Let φ(.) be a function satisfying the conditions: x → φ(x) is convex on R; x →

φ(
√
x) is convex on R+; φ(x) = φ(−x), ∀x ∈ R; φ(x) is C1 on R; φ′′(0+) ≥ 0, lim

x→∞
φ(x)/x2 = 0.

Then for a fixed ‖ui‖2, there exists a dual potential function ϕ(.), such that

φ(‖ui‖2) = inf
p∈R
{p‖ui‖22 + ϕ(p)} (5.4)

where p is determined by the minimizer function ϕ(.) with respect to φ(.).
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Let P(v) = F−D−1
(v)A(v)F. According to the analysis for the `2,1 norm in (He et al., 2012b),

if we define φ(x) =
√
x2 + ε, we can replace ‖P(v)‖2,1 with

∑n
j=1 φ(‖pj(v)‖2). Thus, based on

Lemma 2, we reformulate the objective function of Equation 5.3 as follows:

min
F

m∑
v=1

α(v)Tr
(
PT

(v)Q(v)P(v)

)
s.t. FTF = Ik (5.5)

where Q(v) = Diag(q(v)), and q(v) is an auxiliary vector of the `2,1 norm. The elements of q(v)

are computed by q(v)j
= 1

2
√
‖pj

(v)
‖22+ε

, where ε is a smoothing term and is usually set to be a

small constant value (we set ε = 10−4 in this work).

Plugging P(v) = F−D−1
(v)A(v)F into Equation 5.5, we can have the full form of the objective

function with respect to F as

min
F

m∑
v=1

α(v)Tr
(
FTL(v)F

)
s.t. FTF = Ik (5.6)

where L(v) =
(
In −D−1

(v)A(v)

)T
Q(v)

(
In −D−1

(v)A(v)

)
.

5.3.2 An Auto-weighted Framework: MVGE-HD

In the literature of multi-view graph learning, adding a weight parameter for each view tend

to be a common way for balancing the influence of different views of the data, and the choice

of the parameter values is usually crucial to the final performance(Cai et al., 2013; Li et al.,
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2015; Xia et al., 2010). The optimal parameter value tends to change for different datasets.

Therefore, it is critical to avoid this problem and make the multi-view graph embedding ap-

proach more general to be applied to different datasets. Inspired by the auto-weighted multiple

graph learning strategy proposed in (Nie et al., 2016), we further derive our objective function

and propose an auto-weighted framework called MVGE-HD as follows.

Following Equation 5.6, we assume there is no weight parameters explicitly defined for each

view, and we take the following form for the general framework

min
F

m∑
v=1

√
Tr
(
FTL(v)F

)
s.t. FTF = Ik (5.7)

The Lagrange function of Equation 5.7 can be written as

min
F

m∑
v=1

√
Tr
(
FTL(v)F

)
+ G (Λ,F) (5.8)

where λ is the Lagrange multiplier, and G(Λ,F) represents the Lagrange term derived from the

constraint.

Then we take the derivative of Equation 5.8 with respect to F and set the derivative to be

zero. We will have

min
F

m∑
v=1

α(v)

∂Tr
(
FTL(v)F

)
∂F

+
∂G (Λ,F)

∂F
= 0 (5.9)
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where

α(v) =
1

2
√

Tr
(
FTL(v)F

) (5.10)

We can easily find that Equation 5.9 can be regarded as the solution to the problem in Equa-

tion 5.6 if α(v) is set with a stationary value. However, as shown in Equation 5.10, the value of

α(v) depends on the variable F. To solve this problem, we employ the alternating optimization

scheme to update F and α(v) alternately in an iterative manner. Given an initialized F, we can

compute the value for α(v), according to Equation 5.10. Then the new α(v) will be used consec-

utively to update F by solving Equation 5.6, so on and so forth until convergence. After this

iterative optimization process, we will obtain both the learned weight α(v) and the multi-view

graph embedding F for Equation 5.6, which is the real problem we aim to solve.

In the above multi-view graph embedding problem, if view v can provide much useful in-

formation, we say it is a good view, and the value of Tr(FTL(v)F) should be small. Based

on Equation 5.10, the weight α(v) will be large. Accordingly, a bad view will have a small

weight. This indicates that the optimization scheme of the weights in our framework is reason-

able.

Based on the above analysis, we can find that the proposed MVGE-HD framework can learn

the multi-view graph embedding with hubs and the weight of each view simultaneously, thus

can serve as a general framework for learning multi-view graph embedding on various datasets.
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The details of the optimization process and the convergence analysis of the framework will be

introduced later in Section 5.4.

5.4 Optimization

Following the analysis in Section 5.3, we present the iterative optimization process of MVGE-

HD in this section. We start with the initialization of weight factor α(v) for each view v, and set

them to be 1
m equally. Now we compute F by solving the minimization problem (Equation 5.6).

If we treat the
∑m

v=1 α(v)L(v) in Equation 5.6 as a Laplacian matrix L̃, based on the spectral

analysis in (Von Luxburg, 2007), the optimal F can be computed by solving the eigenvector

problem of the matrix

L̃ =
m∑
v=1

α(v)

(
In −D−1

(v)A(v)

)T
Q(v)

(
In −D−1

(v)A(v)

)
(5.11)

Note that according to the illustration in Section 5.3.1, the diagonal matrix Q(v) is dependent

on F. Therefore we need to compute Q(v) first following its definition in Section 5.3.1 before

updating F. After we obtain the updated F, we can use it to compute the weight factor α(v)

by Equation 5.10 for the next iteration, which will be used to compute F again following the

same process discussed above. We summarize the overall optimization algorithm in Algorithm

1.

Based on the analysis in (Nie et al., 2016), it is obvious that the solution in Algorithm 3

will converge to a local optimum of the problem (Equation 5.7), as the updated F in each
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Algorithm 3 MVGE-HD

Input: Affinity matrices for m views A = {A(1),A(2), · · · ,A(m)}; the dimension of the graph
embedding k

Output: The graph embedding matrix F,
1: Initialize F0 s.t. FT

0 F0 = Ik, t← 0;
2: while not converge do
3: Compute α(v)t for v = 1, · · · ,m by Equation 5.10;

4: Set Q(v)t
← Diag( 1

2
√
‖pj

(v)
‖22+ε

);

5: Compute Ft+1 by calculating the eigenvectors corresponding to the 2nd to (k + 1)-th
smallest eigenvalues of matrix L̃ in Equation 5.11;

6: t← t+ 1;
7: end while

iteration of Algorithm 3 monotonically decrease the objective function in Equation 5.7. For

details about the theorem and proof, users can refer to the illustrations in (Nie et al., 2016).

5.5 Experiments and Analysis

5.5.1 Data Collection and Preprocessing

In this work, we use two real datasets as follows:

• Human Immunodeficiency Virus Infection (HIV): This dataset is collected from the Chicago

Early HIV Infection Study at Northwestern University(Ragin et al., 2012a). This clinical

study involves 77 subjects, 56 of which are early HIV patients (positive) and the other

21 subjects are seronegative controls (negative). These two groups of subjects do not dif-

fer in demographic characteristics such as age, gender, racial composition and education

level. This dataset contains both the functional magnetic resonance imaging (fMRI) and
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diffusion tensor imaging (DTI) for each subject, from which we can construct the fMRI

and DTI brain networks. Then we can treat them as graphs with two views.

• Bipolar : This dataset consists of the fMRI and DTI image data of 52 bipolar I sub-

jects who are in euthymia and 45 healthy controls with matched age and gender. The

resting-state fMRI scan was acquired on a 3T Siemens Trio scanner using a T2*-weighted

echo planar imaging (EPI) gradient-echo pulse sequence with integrated parallel acqui-

sition technique (IPAT), set with TR = 2 sec, TE = 25 msec, flip angle = 78, matrix

= 64x64, FOV = 192 mm, in-plane voxel size = 3x3 mm, slice thickness = 3 mm, 0.75

mm gap, and 30 total interleaved slices. Two TRs at the beginning of the scan were

discarded to allow for scanner equilibration. There are 208 volumes acquired for the to-

tal sequence time of 7 min and 2 sec. Diffusion weighted MRI data were acquired on a

Siemens 3T Trio scanner. 60 contiguous axial brain slices were collected using the fol-

lowing parameters: 64 diffusion-weighted (b = 1000s/mm2) and 1 non-diffusion weighted

scan; field of view (FOV) 190x190 mm; voxel size 2x2x2 mm; TR = 8400 ms; TE =

93 ms. In addition, high-resolution structural images were acquired using T1-weighted

magnetization-prepared rapid-acquisition gradient echo (MPRAGE; FOV 250x250 mm;

voxel size: 1x1x1 mm; TR = 1900 ms, TE = 2.26 ms, flip angle = 9 °) (Leow et al., 2013).

We perform preprocessing on the HIV dataset using the standard process as illustrated in

(Cao et al., 2015a). First, we use the DPARSF toolbox1 to process the fMRI data. We realign

1http://rfmri.org/DPARSF.
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the images to the first volume, do the slice timing correction and normalization, and then use

an 8-mm Gaussian kernel to smooth the image spatially. The band-pass filtering (0.01-0.08

Hz) and linear trend removing of the time series are also performed. We focus on the 116

anatomical volumes of interest (AVOI), each of which represents a specific brain region, and

extract a sequence of responds from them. Finally, we construct a brain network with the

90 cerebral regions. Each node in the graph represents a brain region, and links are created

based on the correlations between different brain regions. For the DTI data, we use FSL tool-

box1 for the preprocessing and then construct the brain networks. The preprocessing includes

distortion correction, noise filtering, repetitive sampling from the distributions of principal dif-

fusion directions for each voxel. We parcellate the DTI images into the 90 regions same with

fMRI via the propagation of the Automated Anatomical Labeling (AAL) on each DTI image

(Tzourio-Mazoyer et al., 2002).

For the Bipolar dataset, the brain networks were constructed using the CONN2 toolbox

(Whitfield-Gabrieli and Nieto-Castanon, 2012). The raw EPI images were first realigned and

co-registered, after which we perform the normalization and smoothing. Then the confound

effects from motion artifact, white matter, and CSF were regressed out of the signal. Finally,

the brain networks were derived using the pairwise signal correlations based on the 82 labeled

Freesurfer-generated cortical/subcortical gray matter regions.

1http://fsl.fmrib.ox.ac.uk/fsl/fslwiki.

2http://www.nitrc.org/projects/conn
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5.5.2 Baselines and Evaluation Metrics

In brain network study, an important task is to use the graph connectivity features for

neurological disorder analysis. As introduced above, both the HIV dataset and Bipolar dataset

have the two-view brain networks of a group of subjects with neurological disorder and a group

of normal controls. In this work, to evaluate the effectiveness of the proposed MVGE-HD

framework for brain network analysis, we apply MVGE-HD on each of the multi-view brain

network instances in HIV dataset and Bipolar dataset, and then we use the learned multi-

view graph embedding as the feature of each instance and use it for clustering the subjects

in HIV dataset and Bipolar dataset, respectively. Then we evaluate the MVGE-HD approach

by investigating how well the resulting multi-view graph embedding of MVGE-HD can help in

separating the neurological disordered subjects and normal controls. In addition, we also look

into the hubs learned by our framework and analyze them in the perspective of neuroscience.

We compared our MVGE-HD framework with seven other baseline methods on the HIV and

Bipolar datasets. As our proposed framework is the first work on jointly learning multi-view

graph embedding and hubs, there is no other existing method proposed for the same problem.

Therefore, for the evaluation, we apply several state-of-the-art methods of multi-view graph

embedding as baselines and adapt them for the problem here.

• SingleBest applies the single-view version of the proposed MVGE-HD framework (i.e.,

Equation 5.2) on each single view and reports the best performance among them.
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• SEC is a single view spectral embedding clustering approach proposed in (Nie et al.,

2011). It imposes a linearity regularization on the spectral clustering model and uses

both local and global discriminative information for the embedding.

• CoRegSc is the co-regularized based multi-view spectral clustering framework proposed

in (Kumar et al., 2011). The centroid based approach is applied for the multi-view graph

embedding task here.

• MMSC is the multi-modal spectral clustering method proposed by (Cai et al., 2011). It

aims to learn a commonly shared graph Laplacian matrix by unifying different views.

• AMGL is a recently proposed multi-view spectral learning approach (Nie et al., 2016)

that can automatically learn an optimal weight for each graph without introducing addi-

tive parameters.

• BC+CoRegSc is the method we combined with Betweenness Centrality (Brandes, 2001)

and CoRegSc for evaluating if the hubs detected would help improve the multi-view graph

embedding of CoRegSc, and also for comparing with our method. Betweenness Centrality

(BC) is a popular method for hub detection in both social network and brain network.

We first apply BC on each view of the data to obtain the top-k hubs, and then we remove

their connections with other nodes in the graph by setting the corresponding values in

affinity matrix to be 0. Then we run CoRegSc with the new affinity matrices from all the

views for learning the multi-view graph embedding.

• MVGE-HD* represents the proposed approach in Equation 5.3 without auto-weighted

ability. We set the weight parameter α(v) as 0.5 for each of the two views, and evalu-
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ate the performance for the comparison with the auto-weighted version of the proposed

framework.

• MVGE-HD is the proposed auto-weighted framework for multi-view graph embedding

with hub detection.

After we run each of the above algorithms on the data, we will obtain a multi-view graph

embedding matrix F for each multi-view brain network instance. To facilitate the clustering

of the instances, we use the following equation to compute the similarity between each pair of

instances (Frey and Dueck, 2007).

sij = −
√

Tr
(

(Fi − Fj)
T (Fi − Fj)

)
(5.12)

where Fi is the multi-view graph embedding of instance i and Fj is the multi-view graph

embedding of instance j.

Then we apply the standard spectral clustering procedure (Shi and Malik, 2000) for the

clustering of the brain network instances. For the k-means clustering step in the experiment,

we use the Litekmeans (Cai, 2011) implementation.

As the weight factor α(v) in the proposed MVGE-HD framework is auto-tuned, for fair

comparisons of the baseline methods, we tune parameters for each of the baseline methods,

and report their performance with the optimal parameter settings. The optimal value for the

multi-view graph embedding dimension k is selected by the grid search from {5, 6, · · · , 15}. For

each experiment, we repeat 20 times and report the mean value with the standard deviation
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(std) as the results. In the clustering stage of the brain network instances, we set the number

of clusters to be 2, as there are two possible labels (i.e., patient and normal control) in the HIV

and Bipolar datasets.

We adopt the following measures for the evaluation.

• Accuracy (ACC). Let ci represent the clustering label result of the clustering algorithm

and yi represent the ground truth label of the two-view brain network instance i. Then

Accuracy is defined as:

Accuracy =

∑n
i=1 δ(yi,map(ci))

n
(5.13)

where δ is the Kronecker delta function, and map(ci) is the best mapping function that

permutes clustering labels to match the ground truth labels using the KuhnMunkres

algorithm (Kuhn, 1955). A larger ACC indicates better clustering performance.

• Normalized Mutual Information (NMI). Normalized Mutual Information is a measure

used to evaluate the mutual information entropy between the resulted cluster labels and

the real labels. The NMI for any two variables X and Y is defined as:

NMI =
I(X,Y )√
H(X)H(Y )

(5.14)

where I(X,Y ) computes the mutual information between X and Y . H(X) and H(Y )

represent the entropies of X and Y , respectively. The larger the NMI value, the better

the clustering performance.
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TABLE VIII: Results on HIV dataset (mean ± std).

Methods ACC NMI

SingleBest 0.579± 0.011 0.086± 0.009
SEC 0.552± 0.010 0.058± 0.011
AMGL 0.582± 0.002 0.091± 0.006
MMSC 0.586± 0.013 0.105± 0.010
CoRegSc 0.625± 0.012 0.163± 0.015
BC+CoRegSc 0.635± 0.009 0.190± 0.008
MVGE-HD* 0.613± 0.010 0.152± 0.008
MVGE-HD 0.701 ± 0.012 0.261 ± 0.011

TABLE IX: Results on Bipolar dataset (mean ± std).

Methods ACC NMI

SingleBest 0.565± 0.012 0.074± 0.009
SEC 0.549± 0.012 0.067± 0.008
AMGL 0.563± 0.001 0.088± 0.006
MMSC 0.608± 0.014 0.119± 0.011
CoRegSc 0.637± 0.011 0.194± 0.013
BC+CoRegSc 0.641± 0.012 0.203± 0.009
MVGE-HD* 0.628± 0.010 0.175± 0.009
MVGE-HD 0.712 ± 0.010 0.266 ± 0.011

5.5.3 Performance Analysis

Table VIII and Table IX show the the clustering performance by using the multi-view graph

embedding obtained with each of the seven methods on the HIV dataset and Bipolar dataset,

respectively. As we can see from Table VIII and Table IX, the multi-view graph embedding

obtained by the proposed MVGE-HD framework results in the best clustering performance on

both of the two datasets in terms of accuracy and NMI. Among the eight methods, the Sin-
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gleBest and SEC are the only two single-view graph embedding methods, and we can find that

they both achieve lower accuracy compared with most of the multi-view methods, although the

SingleBest performs slightly better than AMGL on Bipolar dataset in terms of accuracy. This

indicates that the information combined from multiple views can lead to a better graph embed-

ding result than that of a single view. Comparing with SEC, the SingleBest method achieves

higher accuracy and NMI on both datasets. This is probably because that the SingleBest

considers the hubs when doing graph embedding, while SEC only focuses on the spectral anal-

ysis for the embedding. In the experiment, the best performance of SingleBest and SEC both

occur in the fMRI brain networks, which means that fMRI data provide more discriminative

information for SingleBest and SEC.

Among the six multi-view graph embedding methods, the BC+CoRegSc, MVGE-HD* and

the MVGE-HD consider the hubs when performing the multi-view graph embedding, while the

three other methods do not. We can see that all the three methods that consider hub detection

achieve better performance than the other three methods. This implies that detecting the hubs

and reducing their effect in the multi-view graph embedding process benefit the task, and the

multi-view graph embedding obtained in this case tend to be more discriminative for the analysis

of multiple graph instances. Meanwhile, we can see that, although the BC+CoRegSc method

performs better than the other baselines, the accuracy it achieves is still much lower than that

of our proposed MVGE-HD approach. This is mainly due to the fact that the hub detection

stage and multi-view graph embedding stage is separately done by BC+CoRegSc. The hubs

detected by BC may not correspond to the hubs implied by the multi-view graph embedding
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Figure 19: Accuracy and NMI with different c

derived from CoRegSc, although some of the hubs detected may be helpful for the multi-view

graph embedding stage by CoRegSc. Comparatively, in the proposed MVGE-HD framework,

the hub detection is done along with the multi-view graph embedding, and by shrinking the

embedding row vector of the potential hubs to zero, the resulted multi-view graph embedding

would reflect a more discriminative node clustering structure of the graph. In addition, we find

that the MVGE-HD* method, which is the version of MVGE-HD with an equal weight factor

as 0.5 for each view, achieves much lower accuracy and NMI compared to the auto-weighted

MVGE-HD framework. This indicates that the auto-weighted ability is very important for

the multi-view graph embedding with hub detection task. In the multi-view learning process,

different views may exert different levels of influence on the multi-view task, and the optimal

weight for each view often varies from dataset to dataset. Therefore, the auto-weighted ability

of the proposed MVGE-HD framework enables it be easily applied for different datasets.
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In the proposed MVGE-HD framework, the only parameter is the dimension of multi-view

graph embedding, which is the k introduced earlier. Now we evaluate the sensitivity of MVGE-

HD to different values of k. Figure 19(a) and Figure 19(b) show the performance of MVGE-HD

corresponding to the k values ranging from 5 to 15 on the HIV dataset and Bipolar dataset,

respectively. As we can see from the figures, the value of k affects the performance in both

accuracy and NMI. For the HIV dataset, the best accuracy and NMI are achieved when k = 13,

while the best accuracy and NMI occurs at k = 11 for the Bipolar dataset. The changing of

accuracy and NMI with respect to different k values have similar trend on both of the two

datasets. With the increase of k value, the performance first keeps rising up until it reaches

the peak, and then it starts to decline. This indicates that when the dimension of multi-view

graph embdding is too low, it could not capture enough structure information of the graph,

leading to poor performance. When the dimension is set to be a large value, it may contain

much redundant information, thus being less discriminative to be used for the clustering task.

Therefore, the dimension of the multi-view graph embedding for the MVGE-HD framework

should be set based on the application scenarios.

To evaluate the effectiveness of the proposed MVGE-HD framework for brain region clus-

tering analysis, after we obtain the multi-view graph embedding of all the brain networks, we

further apply the k-means algorithm with k equal to the dimension value k on the row vectors

of the multi-view graph embedding for each brain network instance and then we visualize the

clustering results using the Brain Net Viewer toolbox (Xia et al., 2013). Figure 20 shows an

example of the resulted visualized brain network with 6 clusters (i.e., k = 6) of a normal control
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(a) normal control (b) bipolar subject

Figure 20: Comparison of the brain region clusters resulted from MVGE-HD on the brain networks of
a normal control and a bipolar subject

and a bipolar subject. In the figures, each node represents a brain region in the network, and

the nodes with the same color refer to the brain regions that have been clustered into the same

group, and the edges represent the connections between different brain regions.

As we can see from Figure 20(a), the clusters in the brain network of the normal control

look quite clear, while the clusters in brain network of the bipolar subject as shown in Fig-

ure 20(b) is very messy. This indicates that the collaborations of different brain regions are

well-organized for the normal control, as the regions close to each other in the brain are usually

highly correlated and tend to collaborate more in brain activities. However, for the bipolar

subject, the collaborations of the brain regions are probably in some kind of disorder, lead-

ing to the messy clusters as shown in Figure 20(b). Moreover, the big difference between the

clustering maps of the two networks is probably partially due to the difference of their hubs.
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Since MVGE-HD can detect the multi-view hubs and adjust the multi-view embedding with

the hubs, when the hubs of the neurological disordered brain networks are different from those

of normal people, the multi-view graph embedding guided by the hub detection of MVGE-HD

would also be different for them. These observations coincide well with the findings about hubs

in neuroscience study (Crossley et al., 2014). In addition, from Figure 20(a), we can also find

that although some boundary nodes between the clusters have quite a few cross edges, which

means they are the hubs in the brain network, the clusters resulted from MVGE-HD are not

blurred by these nodes. This implies that our MVGE-HD approach can reduce the influence of

these hubs, thus leading to clear cluster boundaries and discriminative clustering structure for

the brain networks.

5.6 Related Work

Our work relates to several branches of studies, which include multi-view graph learning,

hub detection and brain network analysis.

5.6.1 Multi-View Graph Embedding

Multi-view graph embedding has been a widely studied topic for the multi-view learning

community in recent years. The key issue in multi-view graph embedding is how to combine

the multiple views, so that both the consensus and complementary information across different

views can be utilized for learning the embedding. The existing methods in this field can be

divided into three categories. In the first category, the multiple views are often combined via

integrating the affinity matrix or other graph features of each view. For example, in (Huang et

al., 2012), a multi-view spectral clustering algorithm is proposed based on affinity aggregation,
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which seeks for an optimal combination of affinity matrices for the spectral clustering across

multiple views. In (Li et al., 2015), a large-scale multi-view spectral clustering method is

introduced, where local manifold fusion is used for integrating heterogeneous information of

graphs. The second category of works aim to learn a new Laplacian matrix by combining the

Laplacian matrices of different views. For instance, a multi-modal spectral clustering algorithm

is presented in (Cai et al., 2011) to learn a commonly shared graph Laplacian matrix by unifying

different views. For the works in the third category, they aim to obtain a consistent clustering

across all the views by adjusting the clustering along with learning features from the multiple

views. In (Papalexakis et al., 2013), two solutions of multi-view graph embedding are proposed,

which use the minimum description length and tensor decomposition principles respectively

for graph clustering across multiple views. Another classic method for finding a consistent

clustering across the multiple views is the co-regularized multi-view spectral clustering method

proposed in (Kumar et al., 2011), which is also a baseline method we use in the experiments.

5.6.2 Hub Detection

Hub detection is also an essential research topic in graph mining. In the past decade, quite

a few of works have been done in this area. Some of them focus on the structural hole detection

problem for social network analysis (He et al., 2016b; Rezvani et al., 2015). In (Rezvani et

al., 2015), they propose a method based on bounded inverse closeness centrality for analyzing

the structural hole spanners, which are viewed as the vertices that can result in the maximum

increase on the mean distance of the network if they are removed. In (He et al., 2016b), a

model called HAM is proposed for jointly detecting the communities and structural holes in
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social networks. They show that by removing the detected structural hole spanners, the quality

of the learned communities can be improved. Some other works aim to use the hub detection

measures for neuroscience study. For example, a review of network hubs in human brain is

presented in (van den Heuvel and Sporns, 2013), and the rich-club organization of the human

connectome is studied in (Van Den Heuvel and Sporns, 2011), which illustrate the important

role that hubs play in human brains.

5.6.3 Brain Network Analysis

Brain network analysis is a prominent emphasis area in the field of medical data mining. So

far, the researchers in this field aim to study the connectivity of neural systems at different levels

involving both global and local structure information of the connections (Kaiser, 2011). Brain

network analysis has been the focus of intense investigation owing to the tremendous potential

to provide more comprehensive understanding of normal brain function and to yield new insights

concerning many different brain disorders (Sporns et al., 2005; Cao et al., 2017; Ma et al., 2016).

Most connectome analyses, however, aim to learn the structure from brain networks based on

an individual neuroimaging modality (Cao et al., 2015c; Kuo et al., 2015). For example, in (Cao

et al., 2015c), the identification of discriminative subgraph patterns is studied on fMRI brain

networks for bipolar affective disorder analysis. In (Ma et al., 2016), a multi-graph clustering

method is proposed based on interior-node clustering for connectome analysis in fMRI resting-

state networks. Although some recent work (Cahill et al., 2016) use multi-view brain networks

in connectome analysis, they focus on the group-wise functional community detection problem

instead of doing multi-view graph embedding of each subject. Here, we apply the proposed
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multi-view graph embedding on each subject, which further facilitates the clustering of all

the subjects, thus providing a more comprehensive strategy for further neurological disorder

identification.



CHAPTER 6

CONCLUSION

(Part of the chapter was previously published in (Ma et al., 2016; Ma et al., 2016; Ma et

al., 2017; Ma et al., 2017).)

In this dissertation, we have explored the problem of learning from brain data for neuro-

logical disorder analysis. Towards this direction, we thoroughly studied four different research

problems: spatio-temporal tensor analysis, multi-graph clustering, multi-view clustering with

graph embedding and multi-view graph embedding with hub detection. We have evaluated

the effectiveness of the proposed approaches in neurological disorder analysis by extensive ex-

periments on various real brain imaging datasets. The main contributions of our works are

summarized as follows:

• We have studied the problem of spatio-temporal tensor analysis for whole-brain fMRI clas-

sification. We have proposed a spatio-temporal tensor kernel (STTK) modeling method

for the classification task. Different from conventional kernel methods, our approach

exploits the inherent spatio-temporal structure to facilitate kernel learning, while consid-

ering both the correlation and discrepancy between the spatial domain and the temporal

domain. STTK consists of three steps: (1) volumetric time series extraction for extract-

ing discriminate information from the time series, (2) spatio-temporal feature extraction

for obtaining a more compact and informative representation, and (3) tensor structure

120
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mapping for kernel generation. Empirical studies on real-world fMRI brain images have

demonstrated that our approach can significantly boost the fMRI classification perfor-

mance in three different kinds of brain disorders (i.e., Alzheimer’s disease, ADHD and

HIV).

• We have described and studied the problem of multi-graph clustering based on interior-

node topology. To capture the local topological structure of the graphs, we perform the

sparsity-inducing interior-node clustering on each graph. An iterative framework MGCT

was proposed for multi-graph clustering based on interior-node topology of graphs. In

this framework, the interior-node clustering and the multi-graph clustering are performed

alternatively, where the results of interior-node clustering are exerted on multi-graph clus-

tering and the multi-graph clustering in turn improves the interior-node clustering of each

graph. After this iterative mutual reinforcement process, we can obtain a refined multi-

graph clustering result, which can be used for further analysis of the graphs. Experiments

on two real brain network datasets have demonstrated the superior performance of the

proposed model for brain network clustering analysis.

• We have proposed MCGE, a Multi-view Clustering framework with Graph Embedding,

to solve multi-view clustering problem on graph instances. MCGE first models the multi-

view graph data as tensors and then learns the multi-view graph embeddings via tensor

factorization. We further incorporate multi-view graph embedding into an iterative multi-

view clustering framework, jointly performing multi-view clustering and graph embedding

simultaneously. The results of multi-view clustering are used to refine the multi-view
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graph embeddings, in turn, the updated multi-view graph embedding results are used

to improve the multi-view clustering. By updating the clustering results and graph em-

beddings iteratively, the proposed MCGE framework will result in a better multi-view

clustering solution. We have successfully applied our MCGE framework for unsupervised

multi-view connectome analysis on HIV-induced brain alterations and bipolar affective

disorder.

• We have presented an auto-weighted framework of Multi-view Graph Embedding with

Hub Detection (MVGE-HD) for brain network analysis. We incorporate the hub detec-

tion task into the multi-view graph embedding framework so that the two tasks could

benefit from each other. The MVGE-HD framework learns a unified graph embedding

across all the views while reducing the potential influence of the hubs on blurring the

boundaries between node clusters in the graph, thus leading to a clear and discriminative

node clustering structure for the graph. With this approach, the multi-view embedding

and hub detection on brain networks can be jointly performed. In addition, the proposed

framework can automatically tune the importance of each view, avoiding the problem

that might be caused otherwise by different parameter settings and thus having good

generalization ability.
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