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SUMMARY

Nonlinear dynamics is a critical branch in the realm of heterogeneous catalysis. People
care about the kinetics of chemical reactions, especially the catalytic oxidation of hydrogen on
platinum, the very first catalytic reaction in the history. The observed oscillating chemicurrent
signals indicate that the system undergoes transitions between several stable states, and their
dynamical behavior is absolutely nonlinear. Therefore, we propose a reaction mechanism and
use numerical simulation to qualitatively reproduce the behavior obtained from experiments.
Specifically, we first explore two classic and well-established chemical oscillators where the
oscillatory dynamics are similar to our case. A discussion of their dynamics, specifically the
potential bifurcation scenario, is provided. With this guidance, a mathematical model is set,
and desired dynamic features have been laid out. Furthermore, we map out the stability phase

diagram to better understand the dynamics of our proposed model.
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1 INTRODUCTION

1.1 Nonlinear Dynamics of Oscillating Heterogeneous Reactions

Ever since the first report of rate oscillation from experimental observation [6], this attractive
phenomenon has soon captured the attention of scientists. Even before that, the oscillating
reactions in homogeneous liquid system has been recognized for decades: Belousov—Zhabotin-
skii (BZ) reaction [15] is perhaps the most remarkable system both for its spectacular behavior
and the story behind it [37]. The overall BZ reaction can be described by Eq. 1. The feedback
mechanism causing the autocatalysis leads to the concentration variation spatially. Fig.1. is the
image of Belousov—Zhabotinskii reaction. The variation in color is due to spatial differences

in chemical composition, which varies throughout time and space.

Figure 1: Spiral waves of chemical activity in a shallow dish of the BZ (Belousov—Zhabotinskii)
reaction. Reproduced with the permission from Scientific American Ref.[41].

3CH2(COQH)2 + 4BI‘O3 — 4Br 4+ 9CO9 + 6H50 1)



Beside the BZ reaction, heterogeneously catalyzed carbon monoxide oxidation [13, 7, 10]
and NO reduction on platinum [23, 24] are two typical reactions which have been subjected to
thoroughly investigations for their oscillatory behaviors. Taking catalytic CO oxidation as an
example, the establishment of the mechanism [11, 16] follows Langmuir-Hinshelwood (L-H)

9%

scheme presented by the following Eq. 2. The symbol ”*” here denotes an available adsorption

vacant site on platinum surface.

CO + % = CO,q
Og + 2% — Oaq 2)

Oaq + CO,q — COg + 2%

The arising oscillation is due to the surface phase transition caused by the variation of cover-
age of CO on the Pt(110). This proposed mechanism was first confirmed by the direct evidence
obtained by in situ low-energy electron diffraction (LEED) experiment [12]. The work func-
tion measurements showed the coupling between the oscillatory rate and periodic structural
changes during the surface reaction. An illustration of this mechanism can be viewed in Fig.
2. Specifically, it begins with the more active 1 x 1 CO-covered surface and when CO concen-
tration drops to its critical value due to surface reaction, it reconstructs into a less active 1 x 2
surface. Since Oy is highly structure sensitive to its adsorbed surface and correspondingly has
two different sticking coefficients on two phases, this leads to the variation in adsorbed O
coverage. Therefore, the cyclic change of the surface concentration gives the overall oscillatory

activity.
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Figure 2: Illustration of phase transition model. The CO induced a 1x1 = 1x2 surface phase
transition of Pt(110) serving like an activity switch between high and low. Reproduced with
the permission from Ref.[22]. Copyright © 2008 Elsevier B.V. All rights reserved.

Dynamics is the main characteristic of a chemical system. One of the most interesting
topics lies in the origin of the self-oscillation processes. Generally, oscillations in reaction
systems that far from equilibrium fall into the category of non-equilibrium thermodynamics.
Such systems are usually called "dissipative structures” [28]. People realized these fascinating
behaviors observed in experiments represent their actual dynamic processes [35]. The area of
nonlinear dynamics has then been built upon its connection with the study of heterogenous
catalysis. A plenty of researches have been carried out on different reaction systems [34, 23].
Several issues of journals focusing on the nonlinear dynamics on catalytic surfaces have been
published [9, 36]. The nonlinear dynamics itself as a powerful tool has also been applied to
various biological studies [1, 42, 17], and an interesting example is the study of pattern evolu-

tion in animals, which has been first brought out by Turing and his study on morphogenesis

[38]. The study of nonlinear dynamics is not only to improve our understanding on weird



phenomena like chemical oscillations, but to shed light on how we can take advantage of the

underlying mechanism to control these reaction under the condition of a reallife catalysis.

1.2 Motivation and the Goals

Even though the catalytic oxidation of hydrogen on platinum surface has been intensively
studied with numerous hypothetical models being proposed [20, 43, 39, 33, 21], very small
amount of works are based on the mechanistic aspect of oscillatory kinetics and the real
reaction mechanism is still lacking an agreement. Besides, most of the previous research were
carried out on the single crystal surface under low temperature (i.e. it usually below 170K,
which is desorption temperature of water molecule) while our experimental setup is with
polycrystalline catalyst at around 450K, therefore more close to a “real catalyst” operation
condition.

The purpose of this thesis is, firstly, to use the knowledge of nonlinear dynamics to perform
analysis on the dynamical behaviors of certain classic catalytic chemical systems: 1) Lotka-
Volterra model, and 2) Brusselator model. Both of them possess typical oscillatory dynamics
which are similar to our case. Then, we specifically investigate the hydrogen oxidation reaction
and provide a mathematical model to describe the unusual nonlinear phenomena obtained
from our detected current signals. We hope to generate this simple model to help us better

understand this long-lasting mechanistic problem.



2 BACKGROUND AND RELATED WORK

2.1 Chemicurrent Detection with Metal-semiconductor Structures

The detection of excited charge carrier transfer through a thin-film metal-semiconductor struc-
tures has gained much attention due to the promising application in energy conversion recently[29,
32, 19]. Typically, we refer this metal-semiconductor junction as a Schottky diode. The term
“chemicurrent” [30] was first coined to describe the observed electron flow from Cu film all the
way through Schottky structure to the external circuit during exothermic adsorption of hydro-
gen on Cu surfaces. The current is based on a non-adiabatic(non-equilibrium) electron-hole
pair creation. Specifically, hot electrons or holes with excess energies higher than the barrier
height ® can be detected in both types of semiconductors. Detailed illustrations about the

principle of hot charge carriers are depicted in Fig. 3.
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Figure 3: Schematic representation of the chemicurrent sensing with the (a) n-type Schottky
diode, (b) p-type Schottky diode, and (c) Metal-Insulator-Metal tunnel structure. Ballistically
transportation of hot charge carriers through the surface to the interface when excess energy
are greater than barrier height. The Fermi level of the metal is indicated as Er. Reproduced
with permission from Ref. [31]. Copyright © 2002 Elsevier B.V. All rights reserved.



2.2 Mathematical Descriptions of Oscillatory Behavior

All oscillating reactions possess two features: nonlinearity and feedback. The oscillatory
behavior can be generally described as the recurrence of reactants and products to reach local
maxima with time. To get information of species concentration in a system, we can solve the
kinetic model of that system.

Commonly, it is the reaction mechanism that governs the rate of a catalytic reaction, i.e. a
certain step of elementary reactions (sometimes referred to as simple reactions). These steps
in turn are under the control of parameters such as the concentrations (i.e. partial pressures
pj) of all the reactants in gas phase and temperature T. Specifically, the adsorbed species
are usually assumed to be randomly distributed over the catalytic metal surface, and their
concentrations (fractional coverages) 0; are treated with a mean-field approximation [14] so
that the reaction rate (number of molecules r formed per unit time) is given by

dn,
dt

= f(0:,T) (3)

whereby the fractional coverages 6; are in turn determined by a general framework of ordinary

differential equations (ODEs) of the type [14]

E _fz(plvelvT) (4)

Then, heat and mass balance are taken into consideration as additional constrains to complete

the model.



Throughout this thesis, we should bear in mind that we simply assume the reaction is
spatially homogeneous on the catalytic surface and we ignore the factor of pattern formation,
therefor we study the mechanism in regards to a point model of ODEs which represents the
local variation of kinetics. Under steady state condition, with all the external parameters being
kept fixed, usually a constant rate can be expected, i.e., df;/dt = 0. By the mathematical def-
inition, the name, nonlinear dynamics, reflects the existence of nonlinearity in these coupled
ODEs. Therefore, due to this feature of the quoted differential equations, the kinetics may —
given certain variations of parameters — become oscillatory or even chaotic.

Since our main interest here is to figure out what makes the transition from a stationary
current to an oscillatory one, Eq. 4 can be applied to a systematic analysis of different solutions
with the help of bifurcation theory [18]. For example, in a system with two variables, only
a few amount of bifurcations are possible. With the phase plane technique, we can relate
two situations with respect to fixed points or limit cycles. Fig. 4 gives a review of possible
bifurcations in 2-D. Given the conditions with more variables, more complex behaviors will

be formed, such as mixed-mode oscillations.
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Figure 4: Possible types of bifurcation behaviors which can occur in a system dependent on by
two variables, i.e. in a system described by two coupled ODEs. Illustrated are the diagrams
in phase space as the bifurcation parameter p is swept across the bifurcation point, x., and
the experimentally observable behavior of some signal A, oscillation amplitudes, during this
sweep. Specifically, filled circles are represented a stable steady state (i.e. stable node), half-
filled circles a saddle point, and open circles an unstable steady state (i.e. unstable node),
respectively. The abbreviations used for different bifurcation scenarios are provided along
with this schematic. Reproduced Reproduced with the permission from Ref.[22]. Copyright

© 2008 Elsevier B.V. All rights reserved.




2.3 Hydrogen Oxidation on Catalytic Surfaces

It was in July 1823, Dobereiner, a chemistry professor, told his friend Goethe that he has
observed a fascinating phenomena: hydrogen burns rapidly “by mere contact” with platinum.
Later on, Berselius was the first to introduce the concept of catalysis into chemistry to cate-
gorize these types of reactions [8]. We can almost safely say that hydrogen oxidation is the
beginning of modern catalytic chemistry, not to mention its fundamental significance in sur-
face chemistry. As was mentioned in the previous section, numerous studies of this reaction
have been done, and regardless the simplicity this seems to be, its underlying mechanism is
still not clear. Due to the difference of surface temperature and the ratio of Hy/O2 mixture,
the reaction can occur either homogeneously (gas phase) or heterogeneously (gas-solid inter-
face). Since we mainly focus on heterogeneous reaction, here we present a summarization of
possible elementary reactions over the platinum surface by Williams et al. [40]. Note that the

letter “s”

within parentheses represents the surface adsorbed species. Beside platinum, this
reaction has also been studied on other noble metal like Pd, Rh, and Ir, and even in the liquid

phase within the field of electrochemistry.



Reaction No. Reaction
1 H(s) + O(s) «» OH(s) + Pt

2 OH(s) + Pt «» H(s) + O(s)

3 H(s) + OH(s) «+>H>O(s) + Pt
4 Hy0O(s) + Pt < H(s) + OH(s)
5 20H(s) «» HyO(s) + O(s)

6 H,0(s) + O(s) «» 20H(s)
7
8
9

H, + 2Ptes 2H(s)
2H(s) «> Ha + 2Pt
O,+ 2Pt 20(s)
10 20(s) <> 02+ 2Pt
11 HyO + Pt HyO(s)
12 HyO(s) «= HyO + Pt
13 OH(s) «—OH + Pt

Table 1: A summary of possible elementary reactions for heterogeneous hydrogen oxidation
over platinum surface

The first experimental observation of kinetic self-oscillation of catalytic oxidation of hy-
drogen was found on pellet with 0.4% Pt on 7-Al;O3 in 1972 [6], and then similar behavior
was also observed on nickel foil [4], platinum wire [3], and platinum foil [5]. Ertl et al. also
studied this reaction specifically on its spatiotemporal traveling waves [33, 21]. In all, none of
these studies have reported a mixed-mode oscillation. In this work, we will present our model

to describe this observed behavior.
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3 EXPERIMENT AND DATA

3.1 Experimental Setup

The experimental setup in this work is presented in Fig. 5. This system consists of a SRS RGA
Model 200 mass-spectrometer, an ultra high vacuum (UHV) chamber which is our central part
in this study where hydrogen oxidation takes place, a PTC 10 multichannel programmable
temperature controller, a Keithley 2400 source meter, a TURBOLAB 80 vacuum pumping
system, and three types of absolute pressure transducers, which are MKS Types 722A, 722B,

and 626.

Figure 5: The experimental setup for chemicurrent measurement (Photo’s courtesy of Mo-
hammad A. Hashemian)

3.2 Sample Preparation

Our hot electron harvester user a continuous nano-film of platinum deposited on a planar

n-GaP semiconductor to fabricate a Schottky junction. This heterojunction nanostructure,

11



as we mentioned in the previous section 2.1, can allow the internal emission of chemically
induced hot electrons over the Schottky barrier ballistically. On its back side, it follows by a
deposition of pure indium to form the Ohmic contact. The illustration of this planar structure
is shown in Fig. 6. To be specific of the fabrication procedure, a Pt/n-GaP planar nanostructure
was fabricated by physical vapor deposition (PVD) process of 0.9999 pure 15 nm platinum
film through a 15 nmx2.3 cm? area opening onto polished side of a 20x18x0.5 mm?® n-type
gallium phosphide substrate of 0.03 {2-cm resistivity. The reverse side of the GaP substrate
is unpolished and used to support a wide area Ohmic contact made with thermal (593 K)
infusion of pure indium. Then, a continuous 40~50 pm capping layer was formed through 10s

exposure to a tin melt at 643 K.

Pt n-GaP In/Sn
15 nm 0.5 mm 50 um —

Reactive \ Evac 2

mixture e}l

Me—=c. Iy
C '
R ) 4

Figure 6: Illustration on the left shows a side cross-section of our Pt/n-GaP Schottky nanos-
tructure. ¢: Schottky barrier height, F,,.: vacuum level, £/.: conduction-band bottom, F:
Fermi energy, and £,: valence band top. The schematics on the right depicts our mounted
sample without the help of a sample holder( by using thin conductive wires suspended in the
UHV chamber in order to minimize heat exchange with any other objects). Reproduced with
permission from Ref. [19]. Rights managed by AIP Publishing LLC.
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o
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3.3 Chemicurrent Measurement

Chemically induced currents through the Pt/n-GaP nanostructure were measured for the re-
active 0.2 Torr mixtures, with a ratio of Hya/Os~ 2 : 1, at surface temperatures of 450 K.
Sample surface was outgassed under 10~7 Torr vacuum for 20 min before the injection of a
gas mixture. Current magnitude measurements were taken as the HoO turnover rate reaches
a maximal read on the mass spectrometer. Nano-film heating was initiated once completion
of the mixture injection was completed. The heater kept a constant surface temperature at
450 K throughout the whole experiment. Results for detected current signals are provided in
the following Fig. 7. In the Fig. 7_a and 7_b_1, quintessential current profiles are provided
with which there is a minor difference in their set-up conditions. A sharp peak of decaying
current was detected after the injection of the gas mixture in both experiments, but under the
condition of Fig. 7_b_1, the current was bouncing back to reach a maxima doubled the read
in the Fig. 7_a. However, it is clear that this type of oscillation mode is reproducible. It is
worth noting that we also recorded consecutive current profiles in a longer time span for Fig.
7_b case as shown in Fig. 7_b_2 to7_b_4. At 16.3 min, the analytical chamber was starting a
evacuation, therefore there is a clear shift downward in current value, and then the oscillating
behavior featured in Fig. 7_a and 7_b_1 came up again except their shape has flipped up side
down. It seems that this type of oscillating behavior has its own periodicity. Fig. c_1 and
c_2 are the high resolution current profiles corresponding to the region of interest which the

oscillations were present.

13
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Figure 7: Measured chemicurrent profiles: a) a quintessential oscillating current profile from
experiment; b) a whole frame of the detected current in longer time span with a continuous
evacuation at 16.3 min; c) high resolution profiles of the region of interest.
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In the next section, we will provide a model analysis from a mechanistic perspective for

the origin of this mixed-mode oscillation.
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4 MATHEMATICAL MODEL ANALYSIS

In this section, we first provide an analysis on two famous models named Lotka-Volterra model
(popularly known as the “predator-prey” model) and the Brusselator model. The analysis
shows how to establish a mathematical model based on the chemical reactions. Then this

paper will present our proposed model to describe our observed behavior.

4.1 Lotka-Volterra Model

As shown below in Eq. 5, the Lotka-Volterra model [25] can represent certain elementary

chemical processes:

stepl: A+ X —2X
step2 : X+Y — 2Y
(5)
step3: Y—B

overall : A—B

Notice that the reaction is carried out by setting the concentration of A constant, and the
product B will not affect the reaction rate. Therefore, the only relevant reactant species are
intermediates X and Y. The differential rate expression for  and y can be then described by

two coupled ODEs as shown in Eq. 6.

de __ _
Gf = ax — bry

(6)

% = —cy + dvy

16



As an example, let us set dimensionless parameters a=1, b=2, c=3, d=4; the nullclines can

be found analytically by plotting Eq. 7.

axr —bxy =0
()
—cy+dry =0

The nullclines are used for determining global behavior of solutions. We can have the fixed
points {{z — 0}, {y — %}} and {{x — %}, {y — 0}} as our solutions. Then we can plot the vector

field and the nullclines as depicted in Fig. 8 (a). From the nullcline analysis we can see that the

solution curves will rotate around the fixed point z = 7, y = 7. We can continue to analyze

1 -2y —2z
the stability of these fixed points by determine the Jacobian matrix J =
4y -3 +4x

and its eigenvalues : for J[0,0] is {—3, 1}, and for J[%, %] is {iv/3, —iv/3]}. Therefore the fixed

point {0, 0} is a saddle point, and {%, %} is a center which needs to be analyzed further. Noticing
that % = (—cy + dzy)/(ax — bzry), we can integrate to solve it. So the analytical solution

curves are given by the contours of the function h(z,y) = 23ye~*e~%* and plotted in Fig. 8
(b). The contours are actually closed curves so this proves that the orbits are periodic. We also
present a contour from numerical analysis by computer simulation, and the result sketched in
Fig. 8 (c) is the same compared to analytical solutions. Last, in Fig. 8 (d), we plot to show

how x and y evolve as a function of time.

17
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Further inspection of Fig. 8 (d) shows that the maximum of Y always come after the max-
imum in X is reached. This can be explained by the mechanism itself. Returning back to the
Eq. 5, step one is an autocatalytic reaction with respect to X. We can expect an increase in the
production rate of X as the reaction proceeds. Then X will react with Y which refers to step
two, and this is autocatalytic for Y. Thereafter, Y will increase, draining X eventually. Finally,
Y will decrease to form B, which leads to a temporary depletion of Y, and also give time for
X to accumulate causing the cycle to start over again. Because of this mathematical signifi-
cance, this model has been employed to describe oscillation in wildlife population, economic

activities, and even the spread of disease.

4.2 Brusselator Model

The first mathematical explanation of oscillating reactions was completed by I. Prigogine and
G. Nicolis [28] called the Brusselator. This is a great example to show how the bifurcation
theory can be applied in the analyzing the dynamics of oscillating chemical reactions. The

Eq. 8. were derived from the following reactions:

stepl: A LING e
5tep2:B+Xk—2>Y+C
step3:2X +Y ks, 3x (8)
k4
stepd : X — D
overall :A+B — C+D
The governing equations are obtained from the autocatalytic reaction using the law of
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mass action with the dimensionless treatment of the coefficients for simplicity, the Eqn. 9 is
then given by the following where x and y represent the dimensionless concentrations of two

of the reactants, A and B, and a, b are dimensionless kinetic parameters.

%:a—(l—i—b)x—{—y:z:z

9)

% = bx — ya?

In the previous section, we mentioned that the dynamics analysis will sometimes be con-
nected with Bifurcation theories. To be more specific here, we are introducing the concept
of Hopf bifurcation, which is usually dealing with the birth or death of limit cycles (i.e. local
periodic solutions). Wherever there exist a limit cycle, the nearby solutions will either attract
forward or backward asymptotically. In this section, we mainly focused on analyzing the role

of Hopf bifurcation in describing the chemical reactions. Through the same mathematical

procedures as we did in analyzing Lotka-Volterra, we can obtain its single fixed point which

—b—1+2zy a?

is{{lx = a}, ly — %}}. Then, Jacobian matrix is given by J = , and at
b—2xy a®
b—1 a?
its fixed point, we have J = . The eigenvalues of the Jacobian are given by
—b  —a?

A= (b=a?— 1)y §a2_(b_a2_1)2. Therefore. if Re(\) < 0 (i.e.b < a® + 1), this equilibrium point

is an attractor otherwise it is a repeller. Given a range of parameters a and b, we plotted the
stability region in parameter space as shown in Fig. 9 (a). Furthermore, by evaluating the
the characteristic polynomial, we calculated the trace of the Jacobian, tr(.J), and determinant

of the Jacobian, det(.J), and also we plotted the possible stability states of the Brusselator

20



model in terms of a and b, as seen in Fig. 9 (b). When b increases, the steady state shifts
from stable node to a stable focus, then it loses its stability (i.e. the system evolves towards
a limit cycle) and the steady state changes from an unstable focus to an unstable node. Also,
we sketched the nullclines by setting & = 0 and y = 0 with some representative vectors in Fig.
9 (c) to give a global view of how = and y evolve in the trapping region. In the end, in Fig. 9
d) we provide an example to show the dynamic behavior in a phase plot through numerical
integration with parameter @ = 1 and b = 2.2. This simulation result is a firm justification for
our analytical stability analysis. Now, we can safely claim that the system has undergone a
supercritical Hopf bifurcation as we can identify that the periodic solution occurs while the
equilibrium state loses its stability. Going back to Fig. 4, we can easily find that this phase
portrait is exactly what the Hopf bifurcation diagram depicts when the bifurcation parameter

is bigger in value that the bifurcation point, ..
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Figure 9: Stability analysis. a) Phase diagram of stability region separate the by Re(\); b)Sta-
bility Diagram for the Brusselator. Two solid curves are obtained by calculating the delta of
characteristic polynomial. In between of these two curves, delta < 0 and > 0 otherwise; ¢)Null-
clines and representative vectors. These vectors bound the trapping region, and d) phase plot
at a=1 and b=2.2. In this case, central red equilibrium point is repeller (an unstable fixed
point), and it is surrounded by a stable limit cycle. The repeller drives all the neighboring
trajectories into the limit cycle. Note: the vector filed plot is a output image through a Java
program, therefore the resolution may vary compared to others.
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4.3 Proposed Model to Hydrogen Oxidation Reaction
4.3.1 Proposed Reaction Mechanism

The main purpose of this paper is to retain the qualitative features observed from experiments,

thus we proposed a model following a L-H mechanism given by Eq. 10.

ki
Ho + 2% = 2H,4
k1
Oy + 2+ 22 20,4 (10)

2H,q + Oad 2 HyO + 3+

f H H H|H H|H
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Figure 10: Left: Schematic of 1D Potential Energy and detailed dynamics for Og precursor-
mediated dissociation on Pt(111). At high incident energies, adsorbed species can be directly
excited into the molecular states (i.e. chemisorption) acting as precursors to further disso-
ciation. While the incident energies are low, O2 molecule first adsorbs in the physisorption
well and then proceeds through sequential precursors to dissociation. Reproduced with the
permission from[26]. Copyright © 2008 Elsevier B.V. All rights reserved., Right: Illustration
of our proposed preferential adsorption model.
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In the previous section, we have mentioned that there can be more than ten possible re-
actions occur on the surface, yet to include all of them seems impossible and unnecessary.
Hence, we included reactions of interest. These three reactions in our model reflect the main
features of the catalytic oxidation of hydrogen. A good mathematical model should be sim-
ple and describe how the adsorbed species react with each other while presenting a qualita-
tive behavior as observed in the experiments. Here, the pathway is straightforward: firstly,
the gas mixture(i.e. hydrogen and oxygen) dissociatively adsorb (i.e. chemisorption) on the
platinum surface. Taking oxygen dissociation as an example, a potential energy schematic
will be helpful to illustrate this dynamical process as in Fig. 10(left). Then the adsorbed
species react following their stoichiometry ratio described in the third reaction. In our model,
we exclude the commonly introduced reaction intermediate, hydroxyl OH [2, 27]. In the
previous study, researchers found that OH can serve as a intermediate to cause autocataly-
sis: HoOnq + 20H,q — 30H,q + 3H,q. However, these model were built at a low tempera-
ture (180k or even lower), therefore the formed water molecules will stay on the surface, which

is not our case. Hence, we proposed our mechanism as above.

4.3.2 Numerical Model

Based on the underlying mechanisms above, the proposed model for the oscillating kinetics

is shown in Eq. 11.

dg;? = 2kyPo(1 — 0o — 91_1)2 . kg@oe%_l a1

P — 2k P (1 — 0o — Ou)? — k_103 — 2k3000% + ka PaoY’
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Again, here we are using surface fractional coverage of adsorbed reagents to describe
their surface concentrations as we introduced in the Section 2. To be specific, the adsorbed
oxygen and hydrogen from the gas phase are denoted as 0o and 0y, respectively. Po and
Py are reactant-gas partial pressure. k;(¢ = 1,2,3,4) is referred to as the rate constant of
the reaction. The system displayed in Eqn. 11 has an extra term, k4Pg6Y;°, which does not
belong to the reaction equations themselves. We introduced this term to describe a potential
segregation of hydrogen atoms on the surface, meaning the newly adsorbed hydrogen atom
is more favored to sit in the vicinity of hydrogen-occupied area. Instead of considering the
details of surface diffusion driven by the surface concentration gradient, my hypothesis is that
since hydrogen atoms are highly mobile compared to oxygen atoms on the catalytic terrace,
it will be possible for them to migrate to the boundary of the hydrogen pre-adsorbed region
after its chemisorption. Though this is a zero-dimension “point model”, we tried to take a
2-dimension resolution into consideration. The power of 0.5 is due the fact that the occupied
sites are proportional to the surface area which then has a square-root dependence with its
available circumference to allow the newly adsorbed hydrogen atoms to sit. This idea can be
described as the formation of some islands by coalescence of adsorbed atomic hydrogen. An
illustration of our proposed preferential adsorption model can be seen in Fig. 10(right). Before
any mathematical analysis, we hope to clarify that the oxygen adsorbed on the hydrogen island

will not react with each other as this paper considers only surface species as active species.
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4.3.3 Simulation Results

In this section, we provide the computational results from the model simulation. As mentioned
before, the author is particularly interested in reproducing two features from experiments: 1)
the oscillation arise; 2) the oscillation damp out. In order to compare the changes with the
variation of different parameters, we created two sets of plots. For every different parameter,
the results come as three frames of figures. Firstly, we generate a stream plot of the vector
fields for two functions in Eq. 11 together with the nullclines for both 00 = 0(blue curve) and
fp = O(red curve) in phase plane in Fig. 11. Then it is followed by a parametric plot from the
data obtained by solving Eq. 11. At last, we plot to show how 0o and 6 evolve as functions

of time.

’ dimensionless parameters ‘ k1 ‘ k_1 ‘ ko ‘ k3 and k4 ‘ Po ‘ Py ‘ 00, initial ‘ OH, initial ‘

’ preset value ‘ 10 ‘ 0.005 ‘ 50 ‘ vary through case to case ‘ 0.07 ‘ 0.13 ‘ 0.09 ‘ 0.18 ‘

Table 2: Preset parameters in the proposed model

We have tabulated the initial condition and all preset parameters using in our proposed
model, as seen in Table. 2. Throughout the examination of the dynamic states of our model,
we find it highly sensitive to the change of k3 and k4, which represent the rate constant of
the third step of the reaction and hydrogen preferential adsorption, respectively. This makes

sense! So the analyzing strategy is to give a range of value for k3 and k4, and keep the rest
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fixed. It is worth noting that the real ratios between the rates of adsorption and reaction may

be different.

4.3.3.1 Damped Oscillation Behavior In our first set of demonstration, we set k4 = 10.8
and k3 gradually increases from 2.4 to 2.7, which indicates the reaction becomes faster as the
reaction proceeds, therefore the surface concentration of reactant species decrease which leads
to the oscillation eventually dampening out. No obvious difference can be identified from their
vector fields, as shown from Fig. 11a_1 to d_1. But we can observe this dynamic process better
from the presented parametric plots from Fig. 11_a_2 to d_2. In the first frame , there is a big
closed and nearly elliptical solution curve, i.e. a stable limit cycle, which gives a big stable
oscillation amplitude, and then it becomes smaller when the reaction goes faster and finally
the stable cycle closes up as it is attracted all the way inward to its equilibrium point wherein
there exists a steady state solution. This evolution from a stable limit cycle degenerates into a
central fixed point, or to be more vividly speaking, a “sink” shows the ability of this model to

be dynamically versatile in qualitative description of the behavior observed experimentally.

27



'H

b_3

iy ==l

b_2

W

IWMAVMAAAMAWA

wtlme

I\

40

08

02

g
o

! time

80
! time

60

a0
40

iy ==l

c 2

08
08

0.2
02

a_l| ©

|
i

Y
[ \..\\ \\\

A
/ \\\NW‘

Figure 11: Diagram of system settles down to equilibrium through damped oscillation. a) k3

and d) k3 = 2.7.

2.4,b) k3 =2.5, c) k3 = 2.55,

28



4.3.3.2 Arising Oscillation Behavior Next, this set of plots shown in Fig. 12 indicates
that this model has the ability to introduce an induction period before it is attracted to its
oscillating region. Unlike the behavior shown in section 4.3.3.1, all trajectories spiral in to
the stable fixed point eventually, here they are attracted to a gradually expanding, stable limit
cycle shown from Fig. 12_a_1 to Fig. 12_d_1. With the same initial condition, we gave k3 a
constant value of 2.3, and then varied k4 from 3.5 to 5.5. We can tell from the plots, as the
hydrogen preferential adsorption rate increase, the induction period starts to decrease and the
oscillation amplitude gradually increases as shown from the parameter planes. These can be
attributed to growths of adsorbed hydrogen domain. As our hypothesis stated in the previous
section, the preferential adsorbed atomic hydrogens are more chemically active on the surface,
and this seems to push the overall reaction from on equilibrium state to another more dynamic
equilibrium. As the oscillation amplitude becomes bigger, the frequency is actually getting
lower. But regardless of the change of parameters, once the solution starts to oscillate, the

consequent periodic behavior will go to the infinity.
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4.3.3.3 Transition from Two Steady States Above are two separate conditions represent-
ing the two features we desire to reproduce in our model. Furthermore, we have detected a
much more dramatic bifurcation case. In a longer time span and given the slight variation of
ks (from 2.75 down to 2.71) and k4 (from 3.94 up to 3.98), we can even achieve both desired
features in a single frame as shown in Fig. 13_b_3. An interesting point I would like to mention
is before the oscillation occurs, the steady state surface concentration are fg ~ 0.31 and 0
~ 0.36. When it starts to oscillate, the steady state coverage will be attracted to a new fixed
point which are 0o ~ 0.1 and 6y ~ 0.88. The trajectories jump to a distant attractor as shown
from Fig. 13_b_2 to a_2. This is what we typically called subcritical bifurcation. In this case,

the new attractor is a fixed point.
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Figure 13: Diagram of system undergoes a subcritical bifurcation.

Although it seems unlikely to reproduce the whole chemicurrent profile as shown in Fig. 7,
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we are able to retain some critical features with the variation of parameters in this model. In
a real time situation, the rate constants are more likely dependent on the surface concentra-
tion because of the feedback mechanism in available vacancy sites, therefore they may keep
changing the concentration profile of surface reactants, and this leads to the overall complex
and mixed mode behavior seen in our experiments. To better understand the stability con-
ditions, it will make sense to map out a stability phase diagram in terms of k3 and k4, as
seen in Fig. 14. Since we don’t have analytical expression for each boundary, we created
a mesh with 400 points, and each point represent a set of parameters. Therefore, we can
roughly generate this phase portrait with boundaries to separate individual dynamic regions.
As we discussed before, the chemical process is highly dynamical and both k3 and k4 may
change correspondingly with the variation of surface concentration profiles. Therefore a wide
variety of dynamic behaviors may occur like our mixed-mode oscillation. Although k3 and
k4 are not external parameters and they will evolve automatically within the system once the
reaction starts, varying their value externally seems applicable for describing the evolution of
these complex oscillating behaviors we are experiencing through experimentation, and even

provides a guidance for yielding the maximum current value as this is our ultimate goal.
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5 CONCLUSION

Three chemical models were investigated. The first two give the idea of how we will perform
the model analysis of a chemical oscillator. Though their models reproduce their experimental
data nicely, they will not be able to describe the macroscopic behavior we observed directly.
However, they provide examples to show how the stability analysis will help us understand the
behaviors of a chemical system. The third one, which is our proposed model, sheds lights on a
possible reaction mechanism for catalytic oxidation of hydrogen. By introducing a preferential
adsorption term, k4 Pir6%;°, we brought our hypothesis that the occupancy state of adsorption
site will affect the probability of adsorption and reactivity for adjacent sites. Through numer-
ical simulation we demonstrated that our model is able to create the quintessential oscillating
dynamics as we observed from experiments, moreover how the transition occurs from differ-
ent states. Though, it is not a quantitative simulation, qualitative resemblances allows us some
strong evidence to explain what may happen on this catalytic surface.

Of course, the author admits that the proposed model may not be the whole detailed mech-
anism, still it is of great importance to unveil this unusual chemicurrent behavior alongside a
descriptive mathematical model. Further improvements can resort to a stochastic simulation
(e.g. lattice-gas simulations based on a kinetic Monte Carlo algorithm) which will give us a
more detailed, accurate description of positions of the atoms on a surface. Also, with the
help with more experimental equipments (e.g. spectroscopy and ¢n situ microscopy), we will
obtain the in situ reaction rate data, which can be further fitted into our improved model. We

believe that we will be closer to the real mechanism than ever before.
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