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SUMMARY

Radio Frequency (RF) Tomography is proposed to inspect reinforced concrete structures

by providing tomographic images of the internal structure. Radio Frequency Tomography has

been studied for underground imaging, in particular deeply buried objects such as tunnels or

underground facilities. RF Tomography utilizes multi-static measurements which are processed

to obtain images of complex dielectric permittivity distribution. RF Tomography is known to

have advantages on resolution by use of spatial diversity of sensors contrary to limitation of

mono-static configuration which has nominal range resolution criteria and bandwidth. Also, the

forward models of RF Tomography are based on volume integral equations that are derived from

Maxwell’s equations, which leads to the possibility to obtain unique information on material

property.

Ground Penetrating Radar is widely used to examine the structural health of reinforced

concrete structure. This thesis aims to convince one to utilize RF Tomography as inspection

and rehabilitation program for reinforced concrete structure. During the discussion, resolution

analysis and tomographic examples are provided to show the advantages of RF Tomography.

RF Tomography is well studied for simple choices of background medium such as freespace

and half-space medium. In order to extend the idea of RF Tomography to reinforced concrete

structure, effect of bounded medium must be considered. A forward model for a circular

dielectric cylinder is constructed as a numerical example of the supporting pillar structure of a

xv



SUMMARY (Continued)

bridge. The forward model uses Born approximation, however the scatter field and propagation

due to the dielectric cylinder are included in the forward model.

In the chapter on resolution analysis, this thesis focuses on studying achievable resolutions

of mono-static and multi-static configurations. In order to achieve the purpose, the level of

complexity was reduced in the analysis. A scattered field is found from forward calculation of

the forward model instead of actual electromagnetic scattered field. This consideration allow

us to analyze only ill-conditioning and achievable resolution of a system matrix. The analysis

uses L-curve to determine optimum regularization parameter for Truncated Singular Value

Decomposition (TSVD) scheme, and the optimum regularization parameter is used to provide

resolution analysis of point spread function (PSF) and Spectral Content.

The Chapter on tomographic reconstruction demonstrates the reconstruction of images by

RF Tomography. Scattered fields are provided by the Method of Moment numerically and

measured experimentally in the Andrew Electromagnetics Laboratory, University of Illinois

at Chicago. Tomographic reconstructions of mono-static and multi-static configurations are

compared to confirm that multi-static configurations have the advantage on image quality. In

addition to TSVD, iterative regularization methods such as Conjugate Gradient method (CG)

and Algebraic Reconstruction Technique (ART) are used. The iterative regularization meth-

ods allow us to introduce constraints during the inversion process, which ensure the physical

meaning of the permittivity.

xvi



CHAPTER 1

INTRODUCTION

Structurally deficient bridges are a cause for concern nowadays. In fact, The Federal High-

way Administration, a subdivision of the U.S. Department of Transportation, has reported a

vast amount of structurally deficient bridges (8). The concern of a bridge becoming structurally

deficient starts to arise approximately 30 years after it was built. Normally once a bridge reaches

the age of 30, continuous monitoring is required. In practice, civil engineers must evaluate the

inspection of a bridge to determine any possible risk, depending on the degree, if any, they will

decide how to reinforce or rehabilitate the bridge. There are many techniques used to evaluate

the structural health of a bridge. Each technique has its advantages and disadvantages, thus

civil engineers choose a technique depending on the situation. A regular routine for a bridge

inspection starts with a visual inspection. After simple inspections, they assign appropriate

techniques for more detailed inspections. These inspections include acoustic and radar imaging

techniques, which play an important role when investigating the internal structure of a bridge

and to localize hollow cavities or cracks. RF Tomography is an advanced radar imaging tech-

nique, which will enhance the accuracy and the resolution of a reinforced concrete structures

internal image by using multi-static measurements. To make the best decision on the priority

of a rehabilitation program, the development of precise diagnostic tools is very important.

In the U.S., many bridges were constructed during the 1960’s. During the 1980’s the U.S.

started to encounter the risks and devastation that is caused by a structurally deficient bridge.

1
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Figure 1: Number of bridges built by year, produced from the roport of the U.S. Department of Trans-

portation, The Federal Highway Administration (7).

For example, the Mianus River Bridge was opened in 1958 and collapsed in 1983 (9). This

accident was caused by the undetected displacement of a bearing pin, and corrosion due to

an excessive amount of force on the bridge hangers. This accident gave the incentive for the

govenment to start evaluating bridges for rehabilitation programs. The number of bridges built

over the years in the U.S. is summarized in Figure 1 (7). You may notice that there are a large

number of bridges that were built during the 1960’s and the 1990’s. Therefore, it is straight

forward to realize that the current decade around 2020 is potentially at risk of accidents due to

structurally deficient bridges. In fact, there are a number of reports in recent years such as the
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collapse of the I-35W Mississippi River bridge in 2007 (10) and the collapse of the Brooklyn

Bridge in 2014 (11).

The corrosion of reinforcing bars (rebar) caused the accident in the collapse of the Brooklyn

Bridge (11). That accident became big news since five pedestrians were injured by pieces of

concrete which fell from the bridge; and there have been similar accidents. The report on the

Brooklyn Bridge accident states that falling pieces of concrete were detached due to corrosion

of a girder. A girder is the main steel support of the superstructure. In addition, the rebar con-

tributes to tensile strength and ductility to reinforced concrete structures, and corrosion of the

rebar causes loss in strength. The corrosion process normally occurs due to aging, however the

process is faster if penetration of water and chloride occurs. For example, chloride composites

are spread over the deck of a brigde to accelerate meting of snow, however chloride composites

cause corrosion. Once the corrosion starts, the oxidation causes the metal to expand which

causes an internal crack and eventually the metal will spall as shown in Figure 2. Therefore,

finding corrosion and cracks is very important and it requires Non-Destructive Testing (NDT).

While extreme weather conditions, disastrous car accidents or wear and tear due to old

age contribute to a bridge becoming structurally deficient, and another component that can

occur without notice are earthquakes. The Federal Highway Administration has reports on the

damage to bridges due to the May 12, 2008 Wenchuan Earthquake in China (12). While it is

easy for one to realize the damage done to a bridge from a external visual inspection, what

about the internal damage done to the structure?
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(a) (b) (c)

Figure 2: Problem in aging reinforced concrete, (a) Healthy concrete, (b) Corrosion and (c) Spalling.

1.1 Non-Destructive Testing methods

An inspection of bridges normaly requires Non-Destructive Testing (NDT). Civil engineers

usually prepare multiple methods and choose the most appropiate for the specific demand of an

investigation. Advantages and disadvantages of commonly used methods are well summarized

in (13; 14).

1. Visual inspection: Skilled civil engineers investigate the surface conditions of bridges

visually. Visual inspections are used on a regular basis and are part of any regular

inspection routine for a bridge. Decisions for further investigations are made based on

the test. Cracks or any changes in color on the surface of the concrete can be identified

by this inspection. Further investigations are determined based on this initial inspection.

Hammer sounding and the chain dragging are also part of a visual inspection (14). A
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delaminated area can be identified by resulting sound from the hammer sounding and

chain dragging tests. The advantage of visual inspection is its low cost of operation while

its disadvantage is the method relys on skilled civil engineers.

2. Proof loading test: A Proof loading test usually uses heavily loaded trucks that are

stationed on top of the bridge so that deflections can be measured. A proof loading test

concludes the definitive rating of a bridges strength; however the operation is very slow

and possibly dangerous. Typical proof loading level is about twice the maximum legal

load. A more accurate description on proof loading may be found in the guideline (15). In

(16), deflections in the girders were measured for two bridges. Several loads were placed

on the deck and compared with the expected deflection. Rating of both bridges increased

after the evaluation because the proof loading test provided a decisive measure of the

structural health.

3. Sonic/ultrasonic methods: The sonic/ultrasonic methods have been well studied and

successfully used to evaluate the structural health of reinforced concrete structures. Al-

though there are many sonic/ultrasonic methods used, three of the most popular are

mentioned, ultrasonic pulse velocity, impact echo and acoustic emission testing.

Ultrasonic pulse velocity is used to evaluate material uniformity by estimating an average

local velocity along a path. Transmission of an acoustic wave is initiated by an impact

hammer. The wave is then received by an accelerometer. Propagation time is measured,

and the velocity is estimated along the path. A simple however useful configuration of

the test is direct transmission. An impact hammer and an accelerometer are placed on
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a opposite side of reinforced concrete. In this configuration, the elastic wave initiated by

the hammer might be detected among multiple elastic waves by the accelerometer due to

multiple paths, however the first arrival wave is used to estimate material homogeneity.

Ultrasonic pulse velocity testing in direct transmission configuration has been successfully

used to identify cracks and delamination by detecting air cavities which are obstacles

against propagation along the direct path of the acoustic wave transmitted within the

reinforced concrete structure. Furthermore, multipath sonic transmission can be analyzed

to compute tomographic reconstruction of velocity distributions which may be correlated

with the internal structure. Sonic/ultrasonic pulse velocity methods are reliable methods,

but they require a great amount of attention to detail while recording the data, and the

preparation process can be painstaking since one must be very careful and precise (17).

In recent development a sonic method was introduced which involves the analysis in the

frequency domain, known as the impact echo testing. In the impact echo testing method,

an impulse transducer and a recording accelerometer are located adjacent to each other,

and data acquisition systems are used to measure the reflections of the waves. Multi-

ple reflections produce a resonating behavior due to an anomaly, and the corresponding

resonance appears as a peak in frequency domain (18). By applying the Fast Fourier

Transform of the recorded signals to transfer from the time domain to the frequency do-

main one can analyze the peak frequencies of the frequency spectrum. This allows one

to monitor any change in the condition of a reinforced concrete structure. The main

application for the impact echo testing method is to identify delamination and cracks or
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air cavities within a reinforced concrete structure. Therefore, there is limited research on

the effectiveness for using this method to detect the corrosion of rebar or steel within a

reinforced concrete structure (19).

Acoustic emission is a passive technique which monitors the elastic waves generated from a

reinforced concrete structure over a long period of time(19). Accelerometers are placed to

monitor a reinforced concrete structure for a period of months and record the elastic waves

generated by rapid energy which are released due to the internal cracking or corrosion of a

reinforced concrete structure. The method is very cost effective for long-term monitoring.

It provides convincing observations by recording the number of hits and events of an

acoustic emission signal. The acoustic emission method uses the roughness value (RA)

and the average frequency of a source as its two parameters. A crack type can be shown

as the relationship between the roughness value and the average frequency. This allows

to distinguish between shear cracks or tensile cracks. A hit is the detection of an acoustic

emission signal and an event is the local material change, while an event can be classified

as the number of hits recorded. In (19), the sudden rise of hits and the signal strength

of recorded elastic waves are observed in their experiment and the corrosion level was

quantified.

4. Electrochemical methods: The corrosion of reinforcing bars is often caused by oxida-

tion. In the electrochemical method (20), Open Circuit Potential measurement is used

to determine the corrosion in a reinforced concrete structure. The Linear Polarization

Resistance Measurement is commonly used to measure the corrosion rate of the reinforc-
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ing steel within a concrete structure. The Galvanostatic Pulse Method is an improved

method of the Linear Polarization Resistance measurement for the reinforcing steel within

a concrete structure. The resistivity measurement can evaluate the corrosion risk near

the surface of a concrete structure.

The Open Circuit Potential measurement such as the half-cell potential measurement

is suitable to plot the probability of corrosion in a reinforced concrete structure, often

this is used for severely exfoliated reinforced concrete (21; 20). The procedure of half-cell

potential measurements is well described in (21). A working electrode is directly connected

to the reinforcing bar while a reference electrode and the concrete are properly connected

by wetting the concrete surface. The voltage between those electrodes is measured. The

reference electrode attached to the concrete surface scans over different points which can

be used to provide a contour plot to map the probability of corrosion. Because of the

simplicity of this method it is widely used. The authors of (20) pointed out some of the

disadvantages, such as time consumption for taking a measurement, and lack of accuracy

due to the requirement of knowledge needed for the type of the concrete and the sensitivity

of the equipment. This technique is not suitable for evaluating the corrosion rate of rebar

and typically one will incorporate other techniques for further evaluation. In fact, there

are many variables that can affect the voltage reading such as moisture levels and the

level of chloride concentration. Therefore, the voltage reading sometimes will not provide

a decisive reading of the amount of corrosion. However, this method is complementary

when used with other methods for improving decision making (22).
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The Linear Polarization Resistance Measurement is commonly used for measuring the

corrosion rate of a reinforcing steel bar. A pair of electrodes are attached to the reinforcing

bar and to the surface of the concrete. This is similar the Open Circuit Potential method.

In the Linear Polarization Resistance Measurement, potentiostatic controls are used to

apply a linear voltage sweep to the reinforcing bar to measure the current response.

Polarization resistance is calculated by the slope of the measured IV-curve using the Stern-

Geary equation (20). The polarization resistance indicates the corrosion rate. The term

polarization is used because Polarization Resistance is calculated from amount of change

in voltage and current, in contrast Ohm’s law uses stationary voltage and current. In (20),

it is mentioned that errors in the surface area of the steel lead to inaccurate measurements.

While setting up for the linear polarization resistance measurement, the surface area of the

rebar is assumed to be lying directly beneath the electrode. However, research suggests

that the current flowing from electrode can spread over a larger area. When the corrosion

current density is calculated, since surface area of steel are the unknown, the measurement

can be misleading.

The Galvanostatic Pulse Method is an improved method of the Linear Polarization Re-

sistance measurement. This method uses a guard ring which is placed outside of the

electrode that improves the confinement of the current flow. This reduces the limitation

of the Linear Polarization Resistance method. Therefore, it provides more accurate val-

ues for the surface area of rebar and the corrosion rate of the reinforcing steel. Also,

this method uses a potentiostatic device which can choose a range of potential fall and
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analyzed the linear range of the IV-curve. By choosing a linear region, the risk of the inac-

curacy due to the Galvano-static perturbation can be avoided. However, the confinement

of current flow is still problematic when the covering concrete layer is too thick.

Resistivity measurements can evaluate the corrosion risk near the surface of a concrete

structure(20). Electrodes are attached to the surface of the concrete structure. They

apply a constant electric field and measure currents between two node pairs. Resistivity

is calculated by Ohm’s law and the distance between the two nodes. High resistivity

indicates that the corrosion risk is low while low resistivity implies the corrosion risk

is high. The Wenner four probe method is generally applied when using the resistivity

method(19). The Wenner four probe method applies an impressed current between the

two outer electrodes and measures the voltage drop between two inner electrodes. The

resistivity measurement provides a reliable estimate of the corrosion risk of the concrete

structure being evaluated.

5. Infrared Thermography: Infrared Thermography provides image of temperature distri-

bution over reinforced concrete (23). All objects above absolute temperature (0K) radiate

infrared rays. The simplest method use an infrared camera to record the radiation and

to plot the temperature distribution. For reinforced concrete, the thermal conductivity of

a metal is higher than concrete, therefore reinforcing bars can be mapped by identifying

the higher temperature and temparature rises over time such as demonstrated in (24).

Structural health can be evaluated by finding abnormal temperature distribution.
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More advanced Infrared Tomography techniques involve combination with heat induction.

In (23), several methods are mentioned such as pulsed thermography, Lock-in thermog-

raphy and Pulsed phase thermography. Pulsed thermography uses short duration heat

pulse to analyze transient response while Lock-in thermography analyzes temperature

with stationary heat stimulation. Pulsed phase thermography is the combined method

of those two, but also phase analysis is provided by Fourier transforming time domain

data. In (25), heat diffusion is monitored when heat induction is applied. Since corroded

metal have very low conductivity, Infrared Tomography can be used to estimate level of

corrosion by measuring the heat transfer over reinforcing bars.

6. Ground Penetrating Radar: Ground Penetrating Radar (GPR) is commonly used to

detect underground objects. For civil engineering purpose, GPR is a very common method

to scan the deck of a bridge to monitor the surface condition and the internal structure

near the surface (24; 26; 27). Also, small GPR units are available to inspect other parts

of concrete. For example, GSSI Geophysical Survey Systems Inc produces handheld and

stroller types (28). For their product, the GPR unit can scan deck of bridge for up to a

depth of 0.6 m. The penetration depth is limited due to the attenuation of concrete. The

penetration can go deeper by using lower frequency in theory, however, this sacrifices the

resolution which is not suitable for inspection of bridge structure.

This method is described well in (29). The GPR unit sends pulsed electromagnetic waves

into the concrete structure and records returned signals due to objects which have different

permittivity or conductivity (see Figure 1 of (29)). The returned signals have time delay
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due to the propagation within the concrete, and peaks of strength in time of arrival

indicates the location of objects (see Figure 2 of (29)). Raw data contains signal strength

in time, and it is expressd in terms of distance by assuming the permittivity of the

concrete. The GPR unit scans over a area of surface, it provides contour plot (see Figure

4 of (29)) and it is possible to identify the thickness of pavement, and locate the depth of

rebars using mobile GPR system.
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1.2 Historical background of RF Tomography

Theoritical works of Diffraction Tomography and Microwave Tomography were researched

by Dr. Karl J. Langenberg, Dr. Weng Cho Chew, Dr. Anthony J. Devaney and Dr. Norbert

N. Bojarski (30; 31; 32; 33; 34; 35) . From the theoritical work, Dr. Michael Wicks developed

initial work of RF Tomography (36) as an alternative method to Ground Penetrating Radar

(GPR) for underground imaging. On the one hand, RF Tomography was initially developed

for tomographic imaging of deep underground cavities, such as tunnels. RF Tomography is

superior to Ground Penetrating Radar for this purpose. The next few paragraphs will provide

a brief list of the advantages of RF tomography.

The first advantage of RF tomography is its wide area monitoring capability. Existing

Ground Penetrating Radar systems collect only mono-static signal returns, and the device

being used, must be physically scanned along the site of interest. On the other hand, RFT

uses sensors which act like transmitters and/or receivers. These sensors are distributed around

the area of interest. All the data is collected at once and synthesized in a post-process. The

distributed sensors allow us to monitor a wide area of interest at once. This capability is very

useful when monitoring activities in a tunnel over a long period of time.

The second advantage is the feasibility of tomographic imaging by narrow band frequencies.

For Ground Penetrating Radar, the selection of operating frequencies is a compromise between

resolution and the penetration of electromagnetic waves. In GPR, a higher frequency is preferred

to achieve high resolution while a lower frequency is preferred to ensure enough penetration

due to the Signal to Noise Ratio (SNR) and the dynamic range of the equipment being used.
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However, RF Tomography takes full advantage of the spatial diversity in the tomographic

process, therefore even monochromatic signals can achieve clear images. When a measurement

configuration is limited to only mono-static configuration like the GPR, an achievable resolution

is also limited by the nominal range resolution (down range resolution) and the bandwidth of

the operating frequency, while the resolution of a multi-static configuration like RF Tomography

can be much higher due to the cross range resolution, which only depends on the frequency

(37).

The third advantage is that the image provided by RF tomography will display property

information of the materials being tested. GPR and also Synthetic Aperture Radar (SAR)

reconstruct an image based on the travelling time between transmitter and receiver. While

reconstructing object parameters can be achieved using correlation techniques, (38; 39) in GPR

and SAR, RF Tomography produces permittivity distribution in reconstruction. The forward

model of RF Tomography is derived from the volume integral equation using the permittivity

as the unknown quantity to be reconstructed. In general, a wave-front reconstruction technique

like the one used in GPR and SAR is suitable for mapping objects in a far-field (Fraunhofer) re-

gion while RF Tomography is suitable to reconstruct the near-field (Fresnel) region. Wave-front

reconstruction techniques usually assume plane wave propagation, which can make it difficult

to handle multiple scattering. Analysis on multiple scattering is also challenging in RF Tomog-

raphy. The exact forward model accounts for multiple scattering, however advanced inverse

techniques are required to avoid a problem of local minimum solution. The local minimum

solution satisfies the forward model, however it provides unrealistic and undisired solutions.
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A quadratic forward model has been reasearched to consider double scattering phenomenon.

Corresponding articles for the quadratic forward model can be found in (40; 41; 42; 43; 44; 1).

The advantages of RF Tomography make it appropriate to investigate reinforced concrete.

As mentioned in the previous section, Ground Penetrating Radar is currently used to examine

the structural health of reinforced concrete. RF tomography can provide additional information

to help assess the priority of a rehabilitation program since the multi-static configuration will

provide a higher resolution. Therefore, it is easier to identify the real problems and defects

inside a reinforced concrete structure. Another advantage of using RF tomography is that

it can be used to identify the difference between a hollow cavity and rebar inside a concrete

structure by looking at the reconstructed contrast.

1.3 Summary of chapters

The goal of this thesis is to provide a fair comparison of multi-monostatic measurement

configurations for Ground Penetrating Radar and multi-static measurement configurations for

the inspection of reinforced concrete structures. Structure of thesis is as follows.

Chapter 2 reviews the theoretical background of RF Tomography. Derivation of forward

models and inversion techniques are introduced to have clear idea of RF Tomography.

In chapter 3, a forward model for reinforced concrete structure is constructed. A supporting

pile structure is modeled as a dielectric cylinder with a circular cross section. Derivation of

analytical solutions are provided and used to develop the forward model. The forward model

and association Green’s functions were formulated by relating the analytical solution with the

Green’s function.
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In chapter 4, resolution analysis for the forward model for reinforced concrete structure

found in chapter 3. The goal of this resolution analysis was to compare achievable resolution

of three configurations which are associated with configurations of Grround Penetrating Radar

or RF Tomography. In order to focus only on achievable resolution of configurations, level of

complexity due to electromagnetic scattering and diffraction are removed by producing scattered

electric field from forward calculation for an ideal image.

In chapter 5, examples of tomographic reconstructions are provided. Unlike in chapter

4, scattered electric fields are produced from Method of Moment simulations and experiments.

First set of examples uses Method of Moment simulations to produce numerical scattered electric

field. Second set of examples contains experiments conducted at Andrew Electromagnetics

Laboratory, University of Illinois at Chicago.

Chapter 6 summarizes the results obtained in this thesis, and concludes with a discussion

on future investigations.



CHAPTER 2

REVIEW OF RADIO FREQUENCY TOMOGRAPHY

This chapter provides a review of RF Tomography limited to the concepts that are needed

to understand the application of RF Tomography to the investigation of reinforced concrete

structures in the following chapters. For a thorough review of RF Tomography, one should read

thesises and book chapeters of (1; 45; 46), and articles of (36; 47; 48; 49; 50; 51; 52; 53; 54; 55;

56; 57; 58; 59; 60; 61; 62; 63; 64; 65; 66; 67; 68; 69; 70; 71; 72; 73; 74; 75; 76; 77; 78; 79; 80; 81;

42; 43; 44; 82; 83; 84; 6; 85; 86; 87).

2.1 Equivalent theorem

The derivation of a volume integral equation can found in (88; 89), and it provides forward

models of RF Tomography.

Consider electric and magnetic current sources Ji and Mi which create total fields Et and

Ht in a scene with the present of an object. Maxwell’s equations can be written as

∇×Et =−Mi− jωµ(r′)Ht, (2.1)

∇×Ht = Ji + jωε(r′)Et, (2.2)

where µ(r′) and ε(r′) are the local permeability and permittivity, respectively.

17
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Next, the same current sources Ji and Mi in absence of objects create incident fields Ei and

Hi,

∇×Ei =−Mi− jωµbHi, (2.3)

∇×Hi = Ji + jωεbEi, (2.4)

where subscript b indicates a background medium.

Subtraction of Equation 2.3 from Equation 2.1 and Equation 2.4 from Equation 2.2 gives

∇× (Et−Ei) =−jω(µ(r′)Ht−µbHi), (2.5)

∇× (Ht−Hi) = jω(ε(r′)Et−µbEi). (2.6)

By definition, scattered fields are Es = Et−Ei, Hs = Ht−Hi, so that

∇×Es =−jω(µ(r′)−µb)Ht− jωµbHs, (2.7)

∇×Hs = jω(ε(r′)−µb)Et + jωεbEs. (2.8)

The volume equivalent electric and magnetic currents Jeq and Meq are defined as

Jeq(r′) = jω(ε(r′)−εb)Et (2.9)

Meq(r′) = jω(µ(r′)−µb)Ht (2.10)
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Therefore, the scattered field can be written as

∇×Es =−Meq(r′)− jωµbHs (2.11)

∇×Hs = Jeq(r′)+ jωεbEs (2.12)

which have the same form as equation as 2.1 and 2.2 by replacing Ei, Hi, Ji and Mi to Es, Hs,

Jeq and Meq.

2.2 Integral equation

Applying the curl operator to the previous equations yields

∇×∇×Es−ω2εbµbEs =−∇×Meq(r′)− jωµbJeq(r′), (2.13)

∇×∇×Hs−ω2εbµbEs =∇×Jeq(r′)− jωεbMeq(r′). (2.14)

In the case of non-magnetic materials (µ = µb), the equivalent magnetic current is zero,

Meq = 0, and Equation 2.13 becomes

∇×∇×Es−ω2εbµbEs =−jωµbJeq(r′) (2.15)

In order to formulate an integral equation, a dyadic Green’s function is needed. The corre-

sponding dyadic Green’s function for the background medium must satisfy

∇×∇×G(r,r′;kb)−ω2εbµbG(r,r′;kb) = Iδ(r−r′) (2.16)
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where kb represents that Green’s function of the background medium characterized by εb and

µb

Performing the dot product of Equation 2.15 and G(r,r′), as well as the dot product of Es

and Equation 2.16 provide

∇×∇×Es ·G(r,r′;kb)−ω2εbµbEs ·G(r,r′;kb) =−jωµbJeq(r′) ·G(r,r′;kb) (2.17)

Es ·∇×∇×G(r,r′;kb)−ω2εbµbEs ·G(r,r′;kb) = Es · Iδ(r−r′). (2.18)

Subtraction of 2.18 from 2.17 gives

∇×∇×Es ·G(r,r′;kb)−Es ·∇×∇×G(r,r′;kb) =−jωµbJeq(r′) ·G(r,r′;kb)−Es · Iδ(r−r′).

(2.19)

The vector Green’s theorem can be applied to the left hand side of the equation, and results

in

∇· [∇×Es×G(r,r′;kb)−∇×G(r,r′;kb)×Es] =−jωµbJeq(r′) ·G(r,r′;kb)−Es · Iδ(r−r′)

(2.20)
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When the volume integral is evaluated for the equation above, its left hand side returns zero

to satisfy the radiation condition for the Green’s function. Finally, the reciprocity of Green’s

function G(r′,r;kb) = G(r,r′;kb)t leads to the volume integral equation for the scattered field

Es(r) =−jω
∫∫∫

V
µbG(r,r′;kb) ·Jeq(r′)dr′ (2.21)

Similarly, an integral equation for the field without anomaly can be formulated from Equa-

tion 2.3 and Equation 2.4 yielding

Ei(r) =−jω
∫∫∫

V
µbG(r,r′;kb) ·Ji(r′)dr′ (2.22)

2.3 Exact forward model

The exact forward model of RF Tomography can be found by substituting Equation 2.9

into Equation 2.21 and Equation 2.22 and assuming µb = µ0,

Et(r) =−jωµ0

∫∫∫
V

G(r,r′;kb) ·Ji(r′)dr′+
∫∫∫

V
ω2µ0ε0εδ(r′)G(r,r′;kb) ·Et(r′)dr′ (2.23)

= Ei(r)+Es(r) (2.24)

where the first term corresponds to incident field due to known background geometry while the

second term corresponds to scattered field due to deviation from background geometry. The

scattered fields exist due to anomaly distribution represented in terms of the variation of the
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dielectric permittivity with respect to a background material, i.e. the contrast function defined

by

εδ(r′) = εr(r′)−εb− j
(σ(r′)−σb)

2πfε0
(2.25)

where εr and εb are relative permitivities of local and background medium, and σ(r′) and σb

are conductivities of local and background media.

A more familiar notation using freespace background (εb = 1) in many articles (69; 77; 76;

77), is

Et(r) =−jωµ0

∫∫∫
V

G(r,r′) ·Ji(r′)dr′+k2
0

∫∫∫
V

G(r,r′) ·εδ(r′)Et(r′)dr′, (2.26)

where wave-number has a relationship of k = ω2µε. In this thesis, the notation of 2.23 is used

because the focus is on inhomogeneous background medium in later chapters.

However, the problem of inverting the previous equation requires a non-linear inversion. We

are interested in finding the distribution of εδ(r′) which changes Et(r′) and G(r,r′;kb) as well.

Such an inverse problem is studied in (30; 31). The procedure decribed in (31) to solve the

non-linear inversion is as follows.

1. implement the integral equation with Green’s function for freespace.

2. solve the inverse problem to find permittivity distribution εδ(r′).
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3. repeat step 1 and 2 by updating new integral equation with background permittivity found

in step 2 until this process converges. When this procedure converges, Equation 2.23 will

provide the first term.

However in reality, the inverse problem in step 2 is known to be ill posed, and regularization

approaches must be used. There are many combinations of permittivity distribution εr(r′) that

can possibly satisfy 2.23, and the challenge is how to select the solution that converges to the

preferred solution.

2.4 Born approximation model

In order to simplify exact forward model, the Born approximation is used. The Born

approximation model usually assumes simple geometries such as freespace for which analytical

Green’s functions are available.

The Born approximation is the assumption that the difference of wave number is very small

k(r′)2 ≈ k2
b , and leads to a scattered field is very small compared to the incident field. The total

electric field Et(r′) of 2.23 for freespace background geometry yields

Et(r′) = Ei(r′)+Es(r′)≈Ei(r′). (2.27)

Therefore, 2.23 becomes

Et(r) =−jωµ0

∫∫∫
V

G(r,r′;kb) ·Ji(r′)dr′+k2
0

∫∫∫
V

G(r,r′;kb) ·εδ(r′)Ei(r′)dr′. (2.28)
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The advantage of the Born approximation is that the permittivity distribution εδ is the only

unknown on the right hand side of equation. Therefore, the resulting forward model is linear,

and relatively easy to deal with the inverse problem.

2.5 Quadratic model

The quadratic model is introduced to balance the complexity of inverse problem and the

accuracy of forward model.

Let us start to derive the quadratic forward model by expanding the exact forward model of

2.23. The local total field Et(r′) can be substituted by itself, and the forward model is expanded

into recursive form,

Et(r) = Ei(r′)+k2
0

∫∫∫
V

G(r,r′;kb) ·εδ(r′)Ei(r′)

+k2
0

∫∫∫
V

G(r,r′;kb) ·εδ(r′)
[
k2

0

∫∫∫
V

G(r′,r′′;kb) ·εδ(r′)Ei(r′′)dr′′
]
dr′

+k2
0

∫∫∫
V

G(r,r′;kb) ·εδ(r′)
[
k2

0

∫∫∫
V

G(r′,r′′;kb) ·εδ(r′)Es(r′′)dr′′
]
dr′ (2.29)

One may keep substituting total field to expand the equation with infinite terms. 2.29 contains

the incident field (1st term), a single scattering term (2nd term), a double scattering term (3rd

term) and further multi-scattering terms (4th term). Quadratic forward model is found by

approximation of the multi-scattering that is more than double (4th term). Also, please notice

that the Born approximation model is the same when 3rd and 4th term of the equation are

ignored.
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Articles (90; 40; 41; 1) provides further detail of the quadratic forward model and its imple-

mentation. Experimental validations in freespace are provided in (44; 42), and numerical result

of inhomogeneous background geometry is provided in (43) as preliminary result for future

work.

2.6 RF Tomography using infinitesimal dipoles

In this section, RF Tomography for infinitesimal dipoles is introduced. In previous sections,

forward models are written in general form assuming that Ji or Ei are produced from an

antenna. When RF Tomography is deployed, measurements are performed by a Vector Network

Analyzer (VNA) which produces an electromagnetic wave from the transmitting antenna (TX)

and receives the electromagnetic wave by the receiving antenna (RX). In this section, a pair of

TX and RX infinitesimal dipoles antennas are used.

Let us consider TX and RX as infinitesimal dipoles are located at rt and rr, and their

polarization states are represented by unit vectors at and ar, respectively. The TX antenna

produces the incident current distribution Ji at rt and electric fields everywhere. The incident

field produced by the TX antenna is found by substituting the incident current distribution I0`

for a infinitesimal dipole into 2.22,

Ei(rr,rt) =−jωµ0

∫∫∫
V

G(rr,rt;kb) · [atI0`δ(rr−rt)]dr′

=−jωµ0I0`G(rr,rt;kb) ·at. (2.30)
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Therefore, the incident field received by the RX antenna is

Ei(rr,rt) = ar ·Ei =Qar ·G(rr,rt;kb) ·at, (2.31)

where Q = −jωµ0I0d` is a normalization constant. The constant is normally canceled by a

reference measurement.

The incident fields at r′ is also substituted for the Born approximation model of 2.28,

Et(rt,rr) = Ei(rr,rt)+Es(rr,rt)

=Q

[
ar ·G(rr,rt;kb) ·at +k2

0

∫∫∫
D

ar ·G(rr,r′;kb) ·εδ(r′)G(r′,rt;kb) ·atdr′
]
. (2.32)

where the symbol D is used to indicate domain of investigation (DoI) as subspace of the whole

region V . In an actual problem, we set DoI as the only region, where the contrast δ(r′) is not

potentially zero.

Next step is to convert the continuous integral form into a matrix form by partitioning the

integral. Imagine that the DoI is partitioned into small cubic voxels with lengths dx, dy and

dz, and assume the material property and field distribution are uniform within the voxels. The

scattered field for a specific measurement can be expressed as sum of small integrals,

Esm(rr,rt)≈Qk2
0

N∑
n=1

εδn

∫∫∫
Dn

ar
m ·G(rr

m,r′;kb) ·G(r′,rt
m : kb) ·at

mdr′. (2.33)

where subscript n and m indicates the index of voxels and measurements, respectively.



27

2.33 produces linear equations,

Es = L ·v, (2.34)

where Es and v are measurement and unknown contrast arrays, respectively. The unknown

contrast array v(r′) is the same as the contrast function εδ(r′) when element of matrix L is

Lmn =Qk2
0

∫∫∫
Vp

ar ·G(rr,r′;kb) ·G(r′,rt : kb) ·atdr′

≈Qk2
0[ar ·G(rr,r′;kb) ·G(r′,rt : kb) ·at]dxdydz. (2.35)

In the 2.34, the dimension of Es, v are total number of measurements M ×1, total number of

unknowns N ×1 respectively, therefore the dimension of the matrix L is M ×N .

2.7 RF Tomography using infinite line source

Cylindrical pillar structures may be investigated using a two-dimensional model, so we now

focus our attention to the two-dimensional case, which will be used in later chapters. The

derivation of two dimensional model is very similar to general model in three dimension which

is mentioned in previous section.

There are two key points that make a difference going from the the three-dimensional model

to the two-dimensional model. The first point is the electric field is due to a line source. In a

two dimensional model, electric line sources are used to excite electric fields. Therefore, only ẑ

polarized fields exists in the space. The second point is that the Green’s functions represents

point to point propagation. When an infinite line source is excited, the electromagnetic wave
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propagate in the xy-plane and it is sufficient to only consider the z component of the electric

field. Since analytical solution of the two dimensional problem fits well in the cylindrical

coordinate (ρ,φ,z), locations in the xy-plane are represented by ρρρ. The exact forward model of

2.23 becomes all scalar,

Etz(ρρρr,ρρρt) = Eiz(ρρρr,ρρρt)+Esz(ρρρr,ρρρt) (2.36)

=−jωµ0

∫∫
D
ge(ρρρr,ρρρ′;kb)I(ρρρ′)dρρρ′+k2

0

∫∫
D
ge(ρρρr,ρρρ′;kb)εδ(ρρρ′)Etz(ρρρ′,ρρρt)dρρρ′ (2.37)

where ge and I represent Green’s function and current distribution in two dimension.

In particular, a thin line source Ie in freespace produces incident electric field

Eiz(ρρρr,ρρρt) =− k
2
0Ie

4ωε0
H

(2)
0

(
k0
∣∣∣ρρρr−ρρρt

∣∣∣) . (2.38)

Also, Maxwell Equation and the corresponding equation for the Green’s function are

∇×∇×Eiz(ρρρ)−ω2ε0µ0E
i
z(ρρρ) =−jωµ0Ieδ(ρρρ−ρρρ′) (2.39)

∇×∇×ge(ρρρ,ρρρ′;k0)−ω2ε0µ0ge(ρρρ,ρρρ′;k0) = δ(ρρρ−ρρρ′), (2.40)

therefore, Green’s function ge is given by

ge(ρρρ,ρρρ′) = j

ωµ0
Eiz(ρρρ,ρρρ′) =− j4H

(2)
0
(
k0
∣∣ρρρ−ρρρ′∣∣) (2.41)
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For the Born approximation model, the model equation is still linear and the matrix elements

of 2.34 are

Lmn = k2
0

∫∫
Dp

ge(ρρρr,ρρρ′;kb)Eiz(ρρρ′)dρρρ′

= k2
0

∫∫
Dp

[−j
4 H

(2)
0
(
k0
∣∣ρρρr−ρρρ′

∣∣)][− k2
0Ie

4ωε0
H

(2)
0

(
k0
∣∣∣ρρρ′−ρρρt

∣∣∣)]dρρρ′
≈Qk2

0[ge(ρρρr,ρρρ′;k0)ge(ρρρ′,ρρρt;k0)]dxdy. (2.42)

where Q=−jωµ0Ie.
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2.8 Inversion algorithms

Linear equations such as 2.34 were introduced in previous sections. We are interested in

finding the unknown v from measurements Es. However, the number of unknown N is usually

larger than number of measurements M , and the matrix L is rectangular shape and under-

determined which has fewer equations than unknowns. Therefore, many solutions of v satisfy

2.34.

In this section, some inversion algorithms are introduced. Since there are many solutions

available, finding a preferred solution is important.

2.8.1 Pseudo inverse

Pseudo-inverse is the most famous inverse technique to solve an under-determined matrix

(91). Pseudo inverse provides a solution of the linear equations with minimum euclidean norm

of the solution as

LH ·Es = LHL ·v (2.43)

v = L†Es (2.44)

where the superscript notation of H is the Hermitian transpose. Therefore, Pseudo inverse L†

is

L† = LH
(
LLH

)−1
. (2.45)
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The Pseudo inverse provides a solution, however the inversion may face a problem of ill-

conditioning. It is usally observed by a condition number (1), but can be also analyzed in

Singular Value Decomposition.

The singular value decomposition of a matrix L for an under-determined matrix (number

of measurements is smaller than number of unknowns M <N) yields

L = USVH , (2.46)

=



u11 u12 . . . u1M

u21 u22 . . . u2M

...
... . . . ...

uM1 uM2 . . . uMM


·



σ1 0 . . . 0 . . . 0

0 σ2 . . . 0 . . . 0

...
... . . . . . . ... 0

0 0 . . . σM . . . 0


·



v11 v12 . . . v1N

v21 v22 . . . v2N

...
... . . . ...

vN1 vN2 . . . vNN



H

(2.47)

where U and V are unitary matrices that satisfy UUH = I and VVH = I, and S contains

singular values σi in diagonal and zeros otherwise. Therefore, the Pseudo inverse of matrix L†

is

L† = (USVH)(USVHVSUH)−1

= (USVH)(US2UH)−1

= VHS†U (2.48)
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where S† is pseudo inverse of the matrix S,

S† = SH
(
SSH

)−1
. (2.49)

We can easily confirm that dot product of the matrix and Pseudo inverse is the identity matrix,

S ·S† = I and also L ·L† = I.

The important point needed to be mentioned is that 2.48 contains the inverse of singular

values
(
SSH

)−1
. This means that small singular value component of matrix L contributes

large amount to the solution of the inverse problem. Therefore, the solution often contains

unrealistically large numbers.

2.8.2 Truncated Singular Value Decomposition

Truncated Singular Value Decomposition (TSVD) (92) is used in many articles to overcome

the problem of Pseudo inverse. TSVD is categorized as a direct regularization method which

attempts to stabilize a system of linear equations by using the Singular Value Decomposition

as intermediate step. In TSVD, a regularization parameter is introduced by truncation of the

small singular values.
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Consider a matrix L and its singular value decomposition 2.8.1. TSVD removes small

singular values by truncating matrices of U, S and V. The regularized matrix L̃ contains

truncated matrices of U, S and V.

L̃ = UkSkVH
k

=



u11 u12 . . . u1k

u21 u22 . . . u2k

...
... . . . ...

uM1 uM2 . . . uMk


·



σ1 0 . . . 0

0 σ2 . . . 0

...
... . . . ...

0 0 . . . σk


·



v11 v12 . . . v1k

v21 v22 . . . v2k

...
... . . . ...

vN1 vN2 . . . vNk



H

(2.50)

where k is the number of singular values kept in TSVD inversion. The matrix L contains M

or N numbers of singular values for under-determined or over-determined matrix L. TSVD

keeps the matrix component of the corresponding singular values from the largest to k-th, and

removes the singular value component from (k+1)-th to smallest.

Similar to pseudo inverse, its inverse matrix can be achieved by

L̃† = VH
k S−1

k Uk (2.51)

(2.52)

Even though the matrix is approximated due to the truncation (L̃≈ L), the truncation has

a big advantage in inverse problems. For Pseudo inverse, small singular value components such

as σM have large contribution to the solution of inverse problem even though they are negligible
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in forward calculation. For TSVD, the smallest singular value components in use is σk which

is larger than σM .

L-curve

This regularization parameter can be obverved in the plot of the L-curve (93). An optimum

truncation indexNt is found at a kink of the L curve. This approach provides a good compromise

between euclidean norm of a solution ||x||2 and a residual ||b−Ax||2 for an equation of b = A ·x.

Figure 3: An example of L-curve.
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In practice, the kink can be ambiguous when the kink is not sharp. This problem arises

when the number of equations is not enough. It also means that the problem occurs when many

equations are similar to each other. In the following chapters, entropy is also used to determine

optimum regularization parameter in addition to the L-curve.

Spectral Content

The idea of spectral content has been used to observe achievable resolution. In articles

(2; 3; 4), the spectral content is defined in term of the norm L1; however, in this thesis the

squared euclidean norm is used because it is easier to associate it with a physical meaning. The

spectral content is defined as follow,

SC(kx,ky) =
Nt∑
n=1
|vn(kx,ky)|2 , (2.53)

vn(kx,ky) =
∫∫

D
vn(x,y)exp[−j(kxx+kyy)]dxdy, (2.54)

whereNt is the number of terms used and vn is n-th column vector of the decomposed matrix V.

A column vector vn (N×1 array) is reshaped to the two dimensional image domain (Nx×Ny)

in this analysis.

There are several ways to decide Nt for analysis of spectral content. In this thesis, Nt is

determined by optimum regularization parameter found by L-curve. In this way, the analysis

of the L-curve connects directly to resulting reconstructed images and spectral content.
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One reason to change the definition of the spectral content is that by using the euclidean

norm, Parseval’s theorem is preserved. In articles of (2; 3; 4), spectral content is obtained terms

of the L1 norm,

SC(kx,ky) =
Nt∑
n=1
|vn(kx,ky)| . (2.55)

On the other hand, because the matrix V is an unitary matrix, a selected column vector vn

always satisfies

||vn||2 = 1. (2.56)

also, recalling Parseval’s theorem of one dimensional discrete Fourier transform (DFT) (94),

X[k] =
L−1∑
l=0

x[l] exp
[
−j 2πkn

P

]
(2.57)

L−1∑
l=0
|x[l]|2 = 1

P

P−1∑
k=0
|X[k]|2 (2.58)

where L and P are number of elements in real and Fourier domain, respectively.

For two dimensional problems like the case of spectral content, Parseval’s theorem is satisfied

according to

∑
x

∑
y

|vn(x,y)|2 = 1
Nkx ·Nky

∑
kx

∑
ky

|vn(kx,ky)|2 = 1 (2.59)
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where Nkx and Nky are the size of resulting two dimensional Fourier domain in kx and ky axis.

In conclusion, the new definition of 2.54 preserve the relationship of

1
Nt ·Nkx ·Nky

∑
kx

∑
ky

|SC(kx,ky)|2 = 1. (2.60)

2.8.3 Conjugate gradient

The Conjugate Gradient method (95; 96) is a very common technique for inverse problems.

This method is categorized as an iterative regularization method which uses the method of

steepest descent algorithm. Method of steepest descent algorithm is well covered in (97)

Consider linear equations of b = Ax, and define a cost function C as

C = (b−Ax)H(b−Ax) = bHb−bHAx− (Ax)Hb+(Ax)H(Ax). (2.61)

Notice that the cost function is the squared euclidean norm of the residual and a scalar quantity.

The solution can be found by minimizing the cost function.

The next step is to find the direction that has the steepest slope to minimize the cost

function. The direction can be found by the gradient of the cost function,

∇C = 0−0−2AHb+2AHAx =−2AH(b−Ax) (2.62)

where ∇x = ∂x
xH = 0, ∇xH = ∂xH

∂xH = 2. (2.63)
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Therefore, the rule to update the solution according to the conjugate gradient method for RF

Tomography Es = L ·v is

vnew = vold−
1
2α∇C (2.64)

= vold+αLH(Es−L ·vold) (2.65)

As long as the iteration step α is small, a solution of the next step vnew has smaller residual

norm than the solution of previous step vold has.

When the gradient ∇C is computed, the direction is found by the steepest descent slope

from the previous solution vold. However, it often has the same or very similar direction as

the direction of previous iteration had. In the conjugate gradient method, conjugate Gram-

Schmidt orthonormalization for residual Es−L ·v is applied to all previous residuals (98; 96).

The conjugate Gram-Schmidt orthonormalization process ensures finding orthogonal direction

to previously found. More detail can be found in (96).

2.8.4 Algebraic reconstruction technique

Algebraic Reconstruction Technique (ART) (99) is also very popular iterative regularization

method. ART can be derived from steepest descent algorithm for a selected equation.

The updating rule of Algebraic Reconstruction Technique is

vnew = vold+ α

||Li||22
LHi (Ei−Li ·vold). (2.66)
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where subscript i corresponds to i-th equation. According to stability condition of steepest

descent, the iteration step must satisfy α< 1 (97), however the algorithm tends to converge too

fast and an undesired solution when α = 1. In order to avoid such solution, smaller iteration

step α must be used. In this thesis, the iteration step are α= 10−4 for simulations and α= 10−2

for experiments used in chapter 5.

2.8.5 Physical bounds and constraints for iterative regularization method

An advantage of iterative regularization method such as Conjugate Gradient method and

Algebraic Reconstruction Technique is to easily introduce constrains for a resulting solution.

In an iterative regularization method, any initial guess of a solution can be used to start

from. When the initial guess of solution is very close to the actual solution, the algorithm

won’t be trapped on undesired solution. Similarly, we may introduce an intermediate guess of

solution during the iteration process. When a solution does not make sense for any reason, we

can modify the solution to preferred solution as long as the solution converges.

In real world, dielectric permittivity and conductivity are always positive numbers. Recall-

ing matrix of RF Tomography 2.34 and the unknown contrast array 2.25,

Es = L ·v (2.67)

v(r′) = εr(r′)−εb+ j
(σ(r′)−σb)

2πfε0
, (2.68)
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εr(r′)≥ 1 (2.69)

σ(r′)≥ 0 (2.70)

When background medium is freespace (εb = ε0), negative real part and real imaginary part

of the contrast are unrealistic from physics point of view. In article of (1; 77), the constraints

are introduced by enforcing the quantity as

if Re(v)< 0 → Re(v) = |Re(v)| (2.71)

if Im(v)> 0 → Im(v) =−|Im(v)|. (2.72)

This physical bound keeps the solution norm ||v||2, however the residual norm is changed

||Es−L ·v|| which violates the recursive rule and convergence stability. In conjugate gradient

method, Gram-Schmidt process produces correct direction and scaling of projected subspace;

therfore, it ensures the convergence (96; 1).

In this thesis a background medium is a concrete in simulations and sand or gravel in

experiments, dielectric contrast of a cavity leads to negative real part of the contrast instead.

Therefore, in this thesis, physical constraints are applied by the modifications of

if Re(v)> 0 → Re(v) =−|Re(v)| (2.73)

if Im(v)> 0 → Im(v) =−|Im(v)|. (2.74)
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The constraints are rational way to reduce the number of possible solutions, and resulting

less artifacts in most of cases. The reconstructed images with and without the modifications

are shown in Chapter 5.



CHAPTER 3

FORWARD MODEL FOR REINFORCED CONCRETE STRUCTURE

In this chapter, a forward model for reinforced concrete which is made of a circular dielectric

cylinder is constructed. A background medium of a circular dielectric cylinder is chosen to

represent a supporting pile of a bridge. Inverse problem contains several issues which can affect

reconstructed image quality. In order to understand the best achievable reconstructed image

under perfect knowledge, exact analytical solutions in cylindrical objects are considered. The

Green’s functions of RF Tomography forward model will be evaluated exactly by replacing the

analytical solutions with an appropriate constant. This test is aimed to identify the reason of

artifact in a reconstructed image due to model error or an algorithm.

A forward model of two dimensional structure in 2.37 and its implementation using freespace

Green’s function are introduced in section 2.7 of the previous chapter. In order to construct

a forward model for a circular dielectric cylinder, analytical solutions of a dielectric cylinder

are used in this thesis. The analytical solutions are translated into Green’s function of forward

model, 2.37. This chapter starts with well-known derivation of scattering problems due to a

line source two dimensional cylindrical coordinate (100; 101; 89).

3.1 Analytical Solutions

The aimed test geometry contains a Perfect Electric Conductor (PEC) cylinder covered

with dielectric coating. Also, cases for only a dielectric cylinder is considered as a special case

42
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of the geometry. Analytical solutions will be different when an incident electric line source is

located outside or inside. Analytical solutions are provided for 4 case as shown in Figure 4.

Geometry (a) contains a PEC cylinder with dielectric coating when an electric line source is

located outside dielectric region. Geometry (b) is considered when a PEC cylinder is removed

from geometry (a). Geometry (c) contains geometry of a PEC cylinder with dielectric coating

when an electric line source located inside dielectric region. Geometry (d) is considered when

a PEC cylinder is removed from geometry (c).

3.1.1 Analytical solution for a line source located at outside of a dielectric cylinder

Geometry (a)

An analytical solution of scattered electric fields from a PEC cylinder with dielectric coating

when an electric line source located outside the dielectric region is provided (100; 101; 89). .

An electric line source is located at (ρ = ρs, φ = φs), and its electric field in absence of

objects in freespace is

Eiz(ρ,φ) =− k
2
0Ie

4ωε0
H

(2)
0 (k0 |ρρρ−ρρρs|) , (3.1)

or

Eiz(ρ,φ) =− k
2
0Ie

4ωε0



∞∑
n=−∞

Jn (k0ρ)H(2)
n (k0ρs)ejn(φ−φs) ρ≤ ρs

∞∑
n=−∞

Jn (k0ρs)H(2)
n (k0ρ)ejn(φ−φs) ρ≥ ρs

(3.2)
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Region 1

Region 2

Source

b

a

ρs

(a)

Region 1

Region 2

(b)

Region 1

Region 2

(c)

Region 1

Region 2

(d)

Figure 4: Geometries for analytical solution (a) and (b) geometory correspond to a line source at outside

of a dielectric cylinder, and (c) and (d) correspond to a line source at inside of a dielectric cylinder.

where Jn and H(2)
n are Bessel function and Hankel function of 2nd kind.

Because of the presence of the dielectric structure, the scattered electric field is given by

Esz(ρ,φ) =− k
2
0Ie

4ωε0

∞∑
n=−∞

anH
(2)
n (k0ρ)ejn(φ−φs) ρ≥ b (3.3)
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so that the total electric field in region 1 is Eiz +Esz . The electric field in region 2 is

Edz (ρ,φ) =− k
2
1Ie

4ωε1

∞∑
n=−∞

[bnJn (k1ρ)+ cnYn (k1ρ)]ejn(φ−φs) a≤ ρ≤ b (3.4)

where ε1 = ε0εr and k1 = k0
√
εrµr.

The corresponding magnetic field can be found by

H =− 1
jωµ
∇×E =− 1

jωµ

(
ρ̂

1
ρ

∂Ez
∂φ
− φ̂∂Ez

∂ρ

)
. (3.5)

Hence the incident magnetic field is

H i
z(ρ,φ) =−j Ie4



∞∑
n=−∞

H(2)
n (k0ρs)

[
ρ̂
jn

ρ
Jn (k0ρ)− φ̂k0J

′
n (k0ρ)

]
ejn(φ−φs) ρ≤ ρs

∞∑
n=−∞

Jn (k0ρs)
[
ρ̂
jn

ρ
H

(2)
0 (k0ρ)− φ̂H(2)′

0 (k0ρ)
]
ejn(φ−φs) ρ≥ ρs

, (3.6)

note k2/(ω2εµ) = 1.

The scattered magnetic field in region 1 is

Hs
z (ρ,φ) =−j Ie4

∞∑
n=−∞

an

[
ρ̂
jn

ρ
H(2)
n (k0ρ)− φ̂k0H

(2)′
n (k0ρ)

]
ejn(φ−φs) ρ≥ b, (3.7)

where the prime symbol means derivative with respect to the argument of the function.
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The magnetic field inside the dielectric region is

Hd
z (ρ,φ) =−j Ie4

∞∑
n=−∞

[
ρ̂
jn

ρ
[bnJn (k1ρ)+ cnYn (k1ρ)]

−φ̂k1
[
bnJ

′
n (k1ρ)+ cnY

′
n (k1ρ)

]]
ejn(φ−φs) a≤ ρ≤ b. (3.8)

There are three boundary conditions to find the modal coefficients an, bn and cn. The

electric field must be zero at ρ= a

Edz

∣∣∣
ρ=a

= 0 (3.9)

0 =− k
2
1Ie

4ωε1

∞∑
n=−∞

[bnJn (k1a)+ cnYn (k1a)]ejn(φ−φs) (3.10)

bnJn (k1a)+ cnYn (k1a) = 0 (3.11)

The continuity of electric field at ρ= b gives

(
Eiz +Esz

)∣∣∣
ρ=b

= Edz

∣∣∣
ρ=b

(3.12)

− k2
0Ie

4ωε0

∞∑
n=−∞

[
Jn (k0b)H(2)

n (k0ρs)+anH
(2)
n (k0b)

]
ejn(φ−φs)

=− k
2
1Ie

4ωε1

∞∑
n=−∞

[bnJn (k1b)+ cnYn (k1b)]ejn(φ−φs) (3.13)

Jn (k0b)H(2)
n (k0ρs)+anH

(2)
n (k0b) = µr [bnJn (k1b)+ cnYn (k1b)] (3.14)
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The continuity of magnetic field at ρ= b gives

(
H i
φ+Hs

φ

)∣∣∣
ρ=b

= Hd
φ

∣∣∣
ρ=b

(3.15)

− j k0Ie
4

∞∑
n=−∞

[
J ′n (k0b)H(2)

n (k0ρs)+anH
(2)′
n (k0b)

]
ejn(φ−φs)

=−j k1Ie
4

∞∑
n=−∞

[
bnJ

′
n (k1b)+ cnY

′
n (k1b)

]
ejn(φ−φs) (3.16)

J ′n (k0b)H(2)
n (k0ρs)+anH

(2)′
n (k0b) =√εrµr

[
bnJ

′
n (k1b)+ cnY

′
n (k1b)

]
(3.17)

Those boundary conditions can be represented as matrix


0 Jn (k1a) Yn (k1a)

H
(2)
n (k0b) −µrJn (k1b) −µrYn (k1b)

H
(2)′
n (k0b) −

√
εrµrJ

′
n (k1b) −

√
εrµrY

′
n (k1b)




an

bn

cn


=


0

−Jn (k0b)H(2)
n (k0ρs)

−J ′n (k0b)H(2)
n (k0ρs)


(3.18)

The modal coefficients must be found by inverting the matrix. The derivative of Bessel and

Hankel functions is

∂

∂ (kρ)Zn (kρ) =−Zn+1 (kρ)+ n

kρ
Zn (kρ) (3.19)

Geometry (b)

The scattered field from only the dielectric cylinder when an electric line source is located

outside the dielectric region is considered. The solution can be found as simple case of previous

case.
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The boundary at ρ = a does not exist, also coefficient the modal coefficient cn must be

zero due to singularity of Bessel function of second kind at ρ = 0. Therefore, the new modal

coefficients must satisfy the matrix equations

H
(2)
n (k0b) −µrJn (k1b)

H
(2)′
n (k0b) −

√
εrµrJ

′
n (k1b)


an
bn

=

−Jn (k0b)H(2)
n (k0ρs)

−J ′n (k0b)H(2)
n (k0ρs)

 . (3.20)
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3.1.2 Analytical solution for a line source located at inside of a dielectric cylinder

Geometry (c)

An analytical solution of scattered electric field from a PEC cylinder with dielectric coating

when an electric line source located inside the dielectric region is provided.

The field expressions are very similar to previous except parameter must be changed ac-

cording to materials, k0→ k1 and ε0→ ε1. The total electric and magnetic fields are Esz and

Hs
z outside the dielectric while Eiz +Edz and H i

z +Hd
z inside dielectric. Therefore, the modal

coefficients must changed from the previous problem. Specifically, the electric field at ρ = a

must be zero,

Eiz +Edz

∣∣∣
ρ=a

= 0 (3.21)

0 =− k
2
1Ie

4ωε1

∞∑
n=−∞

[
Jn (k1a)H(2)

n (k1ρs)+ bnJn (k1a)+ cnYn (k1a)
]
ejn(φ−φs) (3.22)

bnJn (k1a)+ cnYn (k1a) =−Jn (k1a)H(2)
n (k1ρs) (3.23)
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The continuity of the tangential electric field at ρ= b gives

Eiz +Edz

∣∣∣
ρ=b

= Esz |ρ=b (3.24)

− k2
1Ie

4ωε1

∞∑
n=−∞

[
Jn (k1ρs)H(2)

n (k1b)+ bnJn (k1b)+ cnYn (k1b)
]
ejn(φ−φs)

=− k
2
0Ie

4ωε0

∞∑
n=−∞

anH
(2)
n (k0b)ejn(φ−φs) (3.25)

−anH(2)
n (k0b)+µr [bnJn (k1b)+ cnYn (k1b)] =−µrJn (k1ρs)H(2)

n (k1b) (3.26)

The continuity of the tangential electric field at ρ= b gives

H i
z +Hd

z

∣∣∣
ρ=b

= Hs
z |ρ=b (3.27)

− j k1Ie
4

∞∑
n=−∞

[
Jn (k1ρs)H(2)′

n (k1b)+ bnJ
′
n (k1b)+ cnY

′
n (k1b)

]
ejn(φ−φs)

=−j k0Ie
4

∞∑
n=−∞

anH
(2)′
n (k0b)ejn(φ−φs) (3.28)

−anH(2)′
n (k0b)+√εrµr

[
bnJ

′
n (k1b)+ cnY

′
n (k1b)

]
=−√εrµrJn (k1ρs)H(2)′

n (k1b) (3.29)

These boundary conditions can be arranged as matrix


0 Jn (k1a) Yn (k1a)

−H(2)
n (k0b) µrJn (k1b) µrYn (k1b)

−H(2)′
n (k0b)

√
εrµrJ

′
n (k1b)

√
εrµrY

′
n (k1b)




an

bn

cn


=


−Jn (k1a)H(2)

n (k1ρs)

−µrJn (k1ρs)H(2)
n (k1b)

−√εrµrJn (k1ρs)H(2)′
n (k1b)


(3.30)
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Geometry (d)

Scattering from only the dielectric cylinder when an electric line source is located inside the

dielectric region is considered. The solution can be found as simple case of previous case.

The boundary at ρ = a does not exist, also the modal coefficient cn must be zero due to

singularity of Bessel function of second kind at ρ = 0. Therefore, the modal coefficients must

satisfy the matrix equations

−H
(2)
n (k0b) µrJn (k1b)

−H(2)′
n (k0b)

√
εrµrJ

′
n (k1b))


an
bn

=

 −µrJn (k1ρs)H(2)
n (k1b)

−√εrµrJn (k1ρs)H(2)′
n (k1b)

 . (3.31)
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3.2 Forward model for reinforced concrete

The forward model for reinforced concrete is constructed from the analytical solutions found

in the previous section. Consider Equation 2.37 for a cylindrical background relative permit-

tivity εb and kb. The corresponding incident field Eiz(ρρρt,ρρρr) and Green’s function ge(ρρρr,ρρρ′;kb)

are found from the solution of geometry (b). Let us define the notation for the locations in

cylindrical coordinates as ρρρ′(ρ′,φ′), ρρρt(ρt,φt) and ρρρr(ρr,φr).

In the construction of forward model, the scattered field due to the dielectric cylinder is part

of the incident field. The incident field of 2.37 is found by 3.3 when a source and observations

are located at TX (ρρρt) and RX (ρρρr),

Eiz(ρρρr,ρρρt) =− k
2
0Ie

4ωε0

[
H

(2)
0

(
β0
∣∣∣ρρρr−ρρρt

∣∣∣)+
∞∑

n=−∞
anH

(2)
n (k0ρ

r)ejn(φr−φt)
]
. (3.32)

One may realize that the incident field defined here contains the incident field for freespace and

scattered field due to the dielectric cylinder. By this consideration, the scattered field due to

the dielectric cylinder is not a part of the anomaly which is expressed by εδ of Equation 2.37,

and reconstructed as an image in RF Tomography.

Also, the Green’s function ge(ρρρ′,ρρρt;kb) is found by

ge(ρρρ′,ρρρt;kb) = j

ωµIe
Edz (ρρρ′,ρρρt)

=−j k2
1

4ω2ε1µ0

∞∑
n=−∞

bnJn
(
k1ρ
′)ejn(φ′−φt), (3.33)
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similarly, use of reciprocity provides Green’s function of opposite direction,

ge(ρρρr,ρρρ′;kb) = j

ωµIe
Edz (ρρρ′,ρρρr)

=−j k2
1

4ω2ε1µ0

∞∑
n=−∞

bnJn
(
k1ρ
′)ejn(φ′−φr). (3.34)

Those Green’s functions are used to implement the forward model Equation 2.37,

Etz(ρρρr,ρρρt) = Eiz(ρρρr,ρρρt)+k2
0

∫∫
D
ge(ρρρr,ρρρ′;kb)εδ(ρρρ′)Eiz(ρρρ′,ρρρt)dρρρ′ (3.35)

where the term Eiz(ρρρ′,ρρρt) is still based on the Born approximation Etz(ρρρ′,ρρρt) ≈ Eiz(ρρρ′,ρρρt), and

linear system matrix L is produced from 2.7. This forward model takes into account propagation

of electromagnetic waves in homogeneity due to presence of the dielectric cylinder.



CHAPTER 4

RESOLUTION ANALYSIS

This chapter is dedicated to analyze resolutions of the three configurations, Case 1: Multi-

Monostatic/Muti-frequency, Case 2:Multi-static/Single-frequency and Case 3: Multi-static/Multi-

frequency configurations. The Case 1 corresponds to configuration of Ground Penetrating Radar

while Cases 2 and 3 corresponds to configuration of RF Tomography. The system matrices L

are produced from the forward model found in chapter 3 which use the Born approximation.

The resolution analysis focuses only on the system matrices as mathematical point of view. In

order to achieve the purpose, scattered field data is produced from the forward calculation of

the system matrices rather than using actual electromagnetic scattered field manipulation. This

consideration removes the level of complexity due to electromagnetics and Born approximation.

The background medium assumed in this thesis is a circular dielectric cylinder, which is

different from the homogeneous background medium assumed in the analyses performed in

many other articles, such as in (2; 3; 4; 5). RF Tomography for homogeneous background

medium has better quality of reconstructed images in a higher operating frequency. On the other

hand, when the background medium is inhomogeneous, the bounded medium produce unique

electric field distributions depending on choice of operating frequencies. The consideration is

very important because the reconstruction of RF Tomography sometimes fails when improper

operating frequency is used for the system matrix L. In reality, it also depend on geometry such

54



55

as shape and size of background medium and its permittivity. This leads to the importance of

implementing multiple frequencies in RF Tomography.

Figure 5 shows (a) a image of cross section and (b) and ideal image used in resolution

analysis. The background dielectric cylinder has a 20 cm radius, and its material properties

are given by εr = 4 and σ = 0.005 S/m. The dielectric cylinder represents a pile made of

reinforced concrete. The black line indicates the background dielectric cylinder and an area

under investigation which is partitioned with a square pixel of 1 cm. Total number of unknowns

is 1681. Figure 5 (b) is the ideal image used in resolution analysis.

(a) (b)

Figure 5: Geometry of resolution analysis, (a) schematic cross section of the geometry (b) an ideal

images used to produce scattered field Es for resolution analysis.
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The procedure of the resolution analysis is as follows.

1. Produce system matrix L for a forward model for reinforced concrete.

2. provide an ideal image videal which contains a contrast of one at a pixel (10,10) cm and

zeros otherwise.

3. Find Es
ideal by forward calculation of L ·videal

4. Add Additive White Gaussian Noise (AWGN) to the Es
ideal, where the Signal to Noise

Ratio (SNR) is defined with respect to the power of the Es
ideal. The SNRs are chosen to

be -10, 10 and 30 dB.

5. Plot L-curves and identify their corner of curves and determine optimum regularization

parameter. In TSVD scheme, the optimum regularization parameter is the number of

terms used to obtain reconstructed images and also Spectral content for this analysis.

Therefore, Pont Spread Function and Spectral Content are directly related for later step.

6. Reconstruct point spread function (PSF) vpsf using TSVD for the optimum regularization

parameter found from the L curve.

7. Normalize vpsf with its maximum and plot PSF image. Entropy is evaluated to compare

quality of images quantitatively.

8. Plot spectral content for the number of terms found from L-curve.

4.1 Test 1: Same number of Tx, Rx and frequency values

There are 41 transmitting line sources (TX) and 41 observations (RX)located along the

circumference of the dielectric cylinder at a radius of 21 cm and 20.9 cm respectively as shown
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in Figure 6. In the figure, locations of transmitters and receivers are indicated as blue square

and red star while the black line represents dielectric cylinder. Operating frequencies are from

1000 MHz to 3000 MHz with increment of 50 MHz. The frequency range is commonly used in

Ground Penetrating Radar because it is good compromise between resolution and penetration.

From the set of measurements, following three configurations are produced.

Figure 6: Locations of line source (TX) and observation (RX) for Tests 1 and 2 indicated as blue squares

and red stars, respectively. The black circle indicates the Domain of Investigation (DoI).
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Case 1: Multi-Monostatic/Muti-frequency configuration

This configuration corresponds to the typical configuration used for Ground Penetrating

Radar. The measurements are limited to many mono-static measurements, which means TX

and RX are collocated. All available frequencies are used in this configuration. In this, config-

uration, total number of measurements are 41 positions × 41 frequencies, 1681 measurements.

Case 2: Multi-static/Single-frequency configuration

This configuration use all combination of transmitters and receivers, however frequency

is limited to a single frequency. In this, configuration, total number of measurements are

41×41 = 1681 measurements.

Case 3: Multi-static/Multi-frequency configuration

This configuration uses all available measurements. All combination of transmitters, re-

ceivers and frequencies are used.In this, configuration, total number of measurements are

41×41×41 = 68921 measurements.
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4.1.1 Pretest: Frequency choice for Multi-static/Single-frequency configuration

Best frequency choice for Case 2: Multi-static/Single-frequency configuration is discussed in

this section. For analysis, ill condition number, incident electric field, L-curve and point spread

function are compared for different frequencies.

Condition number

Condition number for Case 2 in different frequencies is shown in Figure 7. Highest frequency

is normally best frequency choice when background medium is homogeneous, however not nec-

essary true for an inhomogeneous background medium. Condition number shows how sensitive

a solution is with respect changes or errors of the input. The matrix L is ill-conditioned when

condition number is large while the matrix L is well-conditioned when condition number is

small. The condition number is calculated for Pseudo Inverse sense using all singular values

terms, and same behavior is expected when Truncated Singular Value Decomposition is used to

improve the ill conditioning. When background is homogeneous, highest frequency 3 GHz has

smallest condition number thus is the best choice of frequency. On the other hand, when back-

ground is inhomogeneous, highest frequency is not the best choice of frequency. Even though

the tendency that higher frequency provides smaller condition number, the condition number

is fluctuating over frequency. According to Figure 7, 2.9 GHz is best choice of frequency for

this test.
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(a)

(b)

Figure 7: Condition number of matrix L for Case 2, Test 1 (a) when background is homogeneous (b)

when background is inhomogeneous.
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Electric field distribution

A electric field distribution in a homogeneous medium due to a source is simply a decaying

behavior from a source while field distributions of bounded medium like the forward model

of reinforced concrete must depend on frequencies. Electric field distribution for six highest

frequencies are shown in Figure 8 where the transmitter is located at (0, 21) cm. The field

distribution of bounded medium like the forward model of reinforced concrete must have stand-

ing wave behavior depending on frequency. The electric field distribution in 2750, 2850 and

3000 MHz have null inside the dielectric cylinder, and the null region is not observable. Also,

those frequency with null field must be related to frequencies with high condition number ob-

served in previous analysis. This suggests us to avoid the use of resonating frequencies for a

geometry for tomographic purpose.



62

(a) (b)

(c) (d)

(e) (f)

Figure 8: Electric field distribution due to first transmitter located at (0,21) cm for frequencies of (a)

2750MHz, (b) 2800MHz, (c) 2850MHz, (d) 2900MHz, (e) 2950MHz , (f) 3000MHz.
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L-curve and singular values

L-curve and singular values are plotted for each frequency in Figure 9. The kink of L-curve

indicates the optimum regularization parameter. The kinks are located at smaller residual norm

||Lv−Es|| for 2800, 2900 and 2950 MHz while the corners are located at large number of the

residual norm for 2750, 2850 and 3000 MHz. The resulting residual norm at the kink is the error

for TSVD scheme, and large residual norm means failure of reconstruction. The frequencies

with large residual norm have large condition number as discussed before. On the other hand,

frequencies with large residual norm have larger singular values for at first 200 than the other

frequencies. This indicates only those first 200 singular values and associated equations are

useful to represent full matrix L, and following smaller singular values are negligible. This is

exactly meaning of ill conditioning which has difficulty of inversion due to those small singular

values.
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(a)

(b)

Figure 9: For Case 2 of Test 1 (a) L-curves when AWGN of SNR = 30dB is added, (b) Singular values .
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Point spread function

The resulting point spread function for each frequency is shown in Figure 10 through Fig-

ure 12. The point spread function is found based on minimum Entropy.

E =−
N∑
n=1

ss(xq,yq)ln[ss(xq,yq)], (4.1)

ss(xn,yn) = |xpsf (xq,yq)|2/
N∑
n=1
|xpsf (xn,yn)|2. (4.2)

Kink of L-curve is usually used to identify an optimum regularization parameter; however,

they are often ambiguous when the kink are not sharp. On the other hand, entropy of point

spread function is a deterministic number that can be easily minimized. In fact, when image

reconstruction is successful, reconstructed images for minimum entropy scheme and the kink

of L-curve scheme are very similar. As we found large condition number and residual norm at

frequencies of 2750, 2850 and 3000 MHz, resulting point spread functions have a lot of artifacts.

The resulting PSF at 2950 MHz looks better than PSF at 2900 MHz, however, I would expect

the PSF will be changed if the target is located at different position.
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(a) (b)

(c) (d)

(e) (f)

Figure 10: Point spread functions of Case 2 for frequencies of (a) 2750MHz, (b) 2800MHz, (c) 2850MHz,

(d) 2900MHz, (e) 2950MHz , (f) 3000MHz when AWGN of SNR = 30dB are added to Es.
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(a) (b)

(c) (d)

(e) (f)

Figure 11: Point spread functions of Case 2 for frequencies of (a) 2750MHz, (b) 2800MHz, (c) 2850MHz,

(d) 2900MHz, (e) 2950MHz , (f) 3000MHz when AWGN of SNR = 10dB are added to Es.
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(a) (b)

(c) (d)

(e) (f)

Figure 12: Point spread functions of Case 2 for frequencies of (a) 2750MHz, (b) 2800MHz, (c) 2850MHz,

(d) 2900MHz, (e) 2950MHz , (f) 3000MHz when AWGN of SNR = -10dB are added to Es.
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From the analysis on the condition number, the electric field distribution, the L-curve and

the point spread function, it was determined that 2900 MHz is the best choice of frequency.

One might read the minimum residual norm at 2800 MHz from the L-curves, and the best

result at 2950 MHz from point spread function, however they must depend on the ideal image

one starts with. In other words for example, if a target pixel is located at (10,10) cm, the best

frequency would change if the pixel is moved.
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4.1.2 Comparison of the three configurations for Test 1

In this section, three configurations; (Case 1) Multi-Monostatic/Muti-frequency configu-

ration, (Case 2) Multi-static/Single-frequency configuration and (Case 3) Multi-static/Multi-

frequency configuration. In this test, number of transmitters, receivers and frequencies are the

same 41 points. This allow us to compare Cases 1 and 2 directly because the dimensions of

matrices L are the same. Case 3 always has larger number of measurements than the others

have, so we can not compare it directly. It contains all equations used in Cases 1 and 2, and it

produces best solution among the three configurations.

Condition number

Condition number for Pseudo inverse scheme is summarized in Table I. Size of matrix

L is same for Cases 1 and 2 while Case 3 has larger matrix. We may compare condition

numbers for Cases 1 and 2 directly while we may not compare condition number for Case 3

with others. Condition number for Case 2 is smaller than Case 1, it indicates that Case 2

has more stable reconstruction than Case 1 does. Case 3 has lager condition number than

Case 2 has when inhomogeneous Green’s function. It is probably due to some equations which

have ill conditioning. For example, Figure 8 may suggest that we must avoid to use some

frequencies such as 2750 MHz and 3000 MHz because objects are unobserved due to the null field

distribution within the medium. By the nature of regularization, such equations are eliminated

by regularized inversion. For example, when the field distributions is slanted like 2750 MHz of

Figure 8, it produces many of similar equations in matrix L and has many of small singular
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values. Regularization techniques such as Truncated Singular Value Decomposition eliminate

and ignore the small singular values components.

TABLE I: CONDITION NUMBER OF TEST 1.

Case 1 Case 2 Case 3

Homogeneous 326 dB 312 dB 288 dB

Inhomogeneous 198 dB 168 dB 180 dB

L-curve

L curves for 3 cases are plotted for SNR = 30, 10 and -10 dB as shown in Figure 13. There is

a same issue of comparison for 3 different configurations. We may compare L-curves for Cases

1 and 2 because the size of the matrix L is the same, however, we may not compare Case 3

with others because residual norm has different dimension for the horizontal axis. Case 2 has

less residual norm than Case 1 has at the kinks of L-curves. This indicates reconstructed point

spread function has less error than Case 1 has. Also, Case 2 has smaller solution norm than

Case 1 has. This indicates that point spread function for Case 2 has less artifacts than its Case

1 has. Case 3 also has smaller solution norm at the corner than other two cases.
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Normalized L-curve is also provided in Figure 14. Horizontal and vertical axes are normal-

ized in a range between 10−1 and 105. Top left and bottom right of curves are all aligned. The

plot corresponds to actual view when we may identify the corner. Multi-static configurations

(Cases 2 and 3) have sharper kinks than the mono-static configuration. The sharper kink pro-

vides less ambiguity on choosing a regularization parameter. Therefore, Case 3 has an advantage

on deciding a regularization parameter and providing more stable result of reconstruction.



73

(a)

(b) (c)

Figure 13: Comparison of unnormalized L-curves for Test 1 when AWGN are added to Es with

(a) SNR = 30 dB, (b) SNR = 10 dB, (c) SNR = -10 dB.
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(a)

(b) (c)

Figure 14: Comparison of normalized L-curves for Test 1 when AWGN are added to Es with

(a) SNR = 30 dB, (b) SNR = 10 dB, (c) SNR = -10 dB.
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Singular values

Singular plot is shown in Figure 15. Case 2 has smaller slope of the singular value curve

than Case 1 has. Remember small singular values are negligible for forward calculation while

the small singular values contributes to unstable errors in inverse problem. Smaller slope of the

curve indicates many equations are independent of each other and useful. L-curves for Cases 3

and 2 are almost parallel, but the region with small slope is longer. It indicates the reason why

Case 3 has better results in following analyses.

Figure 15: Singular values for Test 1.
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Point spread function

The point spread function for three cases are shown in Figure 16, and corresponding entropy

is summarized in II. The point spread function for SNR = 30, 10 and -10dB are analyzed to

see how how sensitive to noise. This noise analysis imply ill conditioning of each three case

configurations of measurements.

When SNR = 30, the resulting PSFs are very similar to each other. This is because the

number of measurements are larger than the number of unknowns, and matrix L is over-

determined. When SNR is decreased, we can see better results of Case 2 than Case 1, and of

Case 3 than Case 2.

Figure 17 also shows the point spread function for the case when fundamental homogeneous

Green’s functions are used. The point spread function for homogeneous Green’s functions has

same conclusion as inhogeneous Green’s function is used.

TABLE II: ENTROPY OF POINT SPREAD FUNCTION FOR TEST 1.

Homogeneous Inhomogeneous

SNR [dB] Case 1 Case 2 Case 3 Case 1 Case 2 Case 3

-10 6.64 6.42 3.43 6.34 6.49 5.52

10 4.99 3.44 2.24 6.33 5.47 4.74

30 4.19 2.62 2.02 5.42 5.13 4.20
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Figure 16: Point spread functions for Test 1 with inhomogeneous Green’s function when AWGN of

SNR = 30, 10 and -10 dB are added.



78
SN

R
=

30
dB

Case 1 Case 2 Case 3

SN
R

=
10

dB
SN

R
=

-1
0d

B

Figure 17: Point spread functions for Test 1 with homogeneous Green’s function when AWGN of

SNR = 30, 10 and -10 dB are added.
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Spectral content

Reconstructed spectral content can be seen in analysis of the spectral content. The spectral

content is computed as follow

SC(kx,ky) =
Nt∑
n=1
|vn(kx,ky)|2 (4.3)

vn(kx,ky) =
∫∫

D
vn(x,y)exp[−j(kxx+kyy)]dxdy (4.4)

where vn is nth column vector of matrix V, and Nt is number of singular values used in the

analysis. In this thesis, Nt is optimum regularization parameter found in previous step with

L-curve. Therefore, the spectral contents are directly related with analysis of point spread

function shown in previous section.

Spectral contents for inhomogeneous Green’s function are shown in Figure 18. In the figure,

low frequency spatial component is shown in middle. In the analysis of spectral content, ideal

case has uniform distribution (all in red). In fact, case of pseudo inverse use all terms Nt→N ,

the number of unknowns, and it has uniform distribution. Truncated singular value decomposi-

tion regularization filters small singular values which is associated with high frequency spectral

contents, and the other regularization methods also have the same low-pass filtering effect. The

theoretical coverage of spectral content is discussed in (102), and we can see Edward’s circle

with radius of 2kb,max which is

2kb,max = 2
2πfmax

√
εb

c0
= 251.3. (4.5)
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where fmax, εb and c0 are maximum frequency 3 GHz, relative permittivity of the background

medium 4, and speed of light 299792458 [m/s], respectively. For SNR = 30 and 10 dB, Case 3

has more coverage in high frequency which indicates improvement of resolution. When SNR = -

10dB, the high frequency spectral content tends to contribute artifacts in reconstructed images.

The high frequency component of spectral content is filtered in order to have robust reconstruc-

tion in Case 3.

As a reference, spectral content for homogeneous Green’s function are also shown in Fig-

ure 19. One may immediately notice that there is a hole in low frequency component of spectral

content. The behavior is inherited for inhomogeneous Green’s function case as seen in Figure 18

for Case 1 and SNR = 10dB. We can see clear differences between for inhomogeneous and ho-

mogeneous Green’s function of Case 1, and it can be concluded that the multi-scattering effect

due to bounded medium provides more coverage in the low frequency.
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Figure 18: Spectral content for Test 1 with inhomogeneous Green’s function when AWGN of SNR = 30,

10 and -10 dB are added.
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Figure 19: Spectral content for Test 1 with inhomogeneous Green’s function when AWGN of SNR = 30,

10 and -10 dB are added.
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4.2 Test 2: More number of frequencies values from Test 1

For Case 1 configuration, number of frequency is set to 41 points, so that dimensions of

matrices are same for Cases 1 and 2. In section, number of frequencies is increased for case

1 to see if number of frequencies within the same range actually contributes to the quality of

reconstruction.

In this test, number of transmitters and receivers are kept same as Test 1 while number of

frequency is now changed to 201 points.

Condition number

Condition number is summarized in Table III. The condition number is increased when

number of frequencies is increased. Also, recalling to Table I, the condition number is still

larger than Case 2 and 3.

TABLE III: CONDITION NUMBER FOR CASE 1 OF TEST 2.

Test 1 Test 2

Number of frequencies 41 201

Homogeneous 326 dB 317.3

Inhomogeneous 198 dB 206.6
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L-curve

Normalized L-curve is shown in Figure 20. The range of L-curve is normalized to align top

left and bottom right to compare three cases which has different sizes of matrices L. Case 1 still

does not have sharp as Cases 2 and 3 even though Case 1 has more number of measurements

than Case 2 has. In Truncated Singular Value Decomposition scheme, Case 1 is still more

ambiguous to locate the kink of the curve and the optimum regularization parameter.
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(a)

(b) (c)

Figure 20: Comparison of normalized L-curves for Case 1 of Test 2 when AWGN of (a) SNR = 30 dB,

(b) SNR = 10 dB, (c) SNR = -10 dB are added. L-curves for Case 2 and 3 of Test 1 are shown as

references.
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Singular values

Singular values are plotted in Figure 21. Cases 2 and 3 from Test 1 are also plotted. By

coincidence, singular values for Cases 1 and 3 are very similar so that we can compare the

curves. Slope of the curve for Case 1 has steeper than the Case 3 has within the range of index

from 100 to 700. This means Case 3 has more independent equations available than Case 1

does, and this is the reason why Case 1 has condition number larger than Case 3 does.

Figure 21: Singular values of Test 2.
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Point spread function

Figure 22 shows point spread function for Test 2, and corresponding entropy is summarized

in Table IV. While we don’t see large differences when SNR = 30 dB, more artifact seen in

Case 1 when SNR = 10 and -10 dB. The result tells that Case 1 still has ill conditioning even

though number of frequency points is increased. Furthermore, the reconstructed point spread

function for Case 1 of Test 2 is very similar to Case 1 of Test 1 Figure 16 which concludes that

the increase of frequency points within the same bandwidth does not provide better quality of

reconstructed images.

TABLE IV: ENTROPY OF POINT SPREAD FUNCTION FOR TEST 2.

SNR [dB] Case 1, Test 2 Case 2, Test 1 Case 3, Test 1

-10 6.49 6.49 5.52

10 6.48 5.47 4.74

30 3.39 5.13 4.20
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Figure 22: Point spread functions for Case 1 of Test 2 with inhomogeneous Green’s function when AWGN

of SNR = 30, 10 and -10 dB are added. Point spread functions for Cases 2 and 3 of Test 1 are shown as

references.
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Spectral content

Spectral contents for Case 1 are shown in Figure 23. Spectral content from Test 1 is also

shown to see the difference due to increase of number of frequencies. Interestingly, uniformity of

spectral content is sacrificed in Test 2 for SNR = 30 and 10 dB. It is probably due to worsening

of ill conditioning which is observed as increase of condition number in previous analysis.



90
SN

R
=

30
dB

Test 1 Test 2

SN
R

=
10

dB
SN

R
=

-1
0d

B

Figure 23: Spectral content for Case 1 configuration with inhomogeneous Green’s function when AWGN

of SNR = 30, 10 and -10 dB are added. Spectral contents for Case 1 of Test 1 is shown as references.
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4.3 Test 3: Test case for tomographic reconstructions

In this section, resolution analysis for Test 3 is provided. The three configurations are

produced from measurements of 50 positions of transmitters and receivers and 14 points of

frequencies wchic are from 1000 MHz to 2900 MHz with increment of 150 MHz. while the

geometry of dielectric cylinder is kept same as Test 1. The transmitters and receivers are

located along the circumference of the dielectric cylinder at a radius of 21 cm and 20.9 cm

respectively as shown in Figure 24. The test configuration is chosen very similar to (3), and

used in following chapter 5.

Figure 24: Locations of line source (TX) and observation (RX) for Test 3 indicated as blue squares and

red stars, respectively. The black circle indicates the Domain of Investigation (DoI).
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System matrices L are reproduced from the available measurements. Three configurations

now have different dimensions as follow

Case 1: Multi-Monostatic/Muti-frequency configuration

This configuration corresponds to the typical configuration used for Ground Penetrating

Radar. The measurements are limited to many mono-static measurements, which means trans-

mitters and receivers are collocated. All available frequencies are used in this configuration.

In this configuration, total number of measurements are 50 positions × 13 frequencies, 650

measurements.

Case 2: Multi-static/Single-frequency configuration

This configuration use all combination of 50 transmitters and 50 receivers, however the

frequency is limited to a single frequency at 2950 MHz. In this, configuration, total number of

measurements are 50×50 = 2500 measurements.

Case 3: Multi-static/Multi-frequency configuration

This configuration uses all available measurements. All combination of transmitters, re-

ceivers and frequencies are used.In this, configuration, total number of measurements are

50×50×13 = 32500 measurements.
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L-curve

Normalized L-curves for 3 cases are plotted for SNR =30 10, and -10 dB as shown in

Figure 25. Since all three cases have different dimensions, we may not compare the curves

directly. Further analysis is skipped in this section, however we may check the corner sharpness

of the curve.
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(a)

(b) (c)

Figure 25: Comparison of normalized L-curves for Test 3 when AWGN of (a) SNR = 30 dB,

(b) SNR = 10 dB, (c) SNR = -10 dB are added.
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Point spread function and spectral content

Point spread functions and spectral content for optimum regularization parameter Nt are

shown in Figure 26 and Figure 27. Entropy of the point spread function is summarized in

Table V

TABLE V: ENTROPY OF POINT SPREAD FUNCTION FOR TEST 3.

SNR [dB] Case 1, Test 2 Case 2, Test 1 Case 3, Test 1

-10 6.57 6.44 5.33

10 5.93 3.46 2.55

30 3.84 2.44 2.20
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Figure 26: Spectral content for Test 3 with inhomogeneous Green’s function when AWGN of SNR = 30,

10 and -10 dB are added.
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Figure 27: Spectral contents for Test 3 with inhomogeneous Green’s function when AWGN of SNR = 30,

10 and -10 dB are added.



CHAPTER 5

TOMOGRAPHIC RECONSTRUCTION

Reconstructions using RF Tomography are demonstrated in this chapter. In previous chap-

ter, resolution analysis for three configurations are compared in mathematics sense because the

scattered field Es is produced from the forward calculation of Es = L ·v. On the other hand, the

electromagnetic scattered field Es is produced from Method of Moment simulation and actual

experiments in this chapter.

Conjugate Gradient method and Algebraic Reconstruction Technique are also used. Those

inversion techniques allow us to introduce constrains, and provide improvement on resulting

reconstructions and unique information of material by considering real and imaginary part of

reconstructed contrast.

5.1 Numerical examples of RF Tomography

This section continues from Section 4.3 of Chapter 4, which is the resolution analysis for 50

transmitters and 50 receivers with frequencies bestween 1000 MHz and 2950MHz with 150 MHz

step in Test 3 of Chapter 4. The same setup is used to produce system matrices L for three con-

figurations (Case 1) Multi-monostatic/Multi-frequency, (Case 2) Multi-static/Single-frequency

and (Case 3) Multi-static/Multi-frequency, however actual scattered electromagnetic field Es is

produced from Method of Moment simulations.

98
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The testing geometries contains Perfect Electric Conductor (PEC) and/or hollow cylinders

with a 2.5 cm radius are located for the first three geometries, and a 1×5 cm rectangular PEC

and/or hollow cylinders are located between two PEC cylinders next two geometries.

The scattered field data is computed by the Method of Moment using the commercial

software FEKO (103). Two-dimensional simulations in the XY-plane are implemented by setting

a wire source with a periodic structure along the z direction.

First, the Method of Moment simulation and an analytical solution in a free space are

compared. A normalizing constant is determined by

C =
EiAnalytical
EiFEKO

. (5.1)

Second, the scattered electric field is obtained through background subtraction.

1. Compute the electric fields in the presence of a PEC and/or a hollow cylinder.

2. Compute electric fields in the presence of only a dielectric cylinder. In this test, the

dielectric cylinder is treated as a background medium and part of the incident field.

3. Find a scattered electric field due to irregularity by subtracting Step 2 from Step 1, and

multiply the normalizing constant.

4. Corrupt the scattered electric field by adding AWGN with SNR = 10 dB and -10 dB.

Because the dielectric cylinder is treated as background and its total electric field is treated as

incident field in step 2, the background dielectric cylinder won’t contributes to scattered fields

and the image of the cylinder won’t be reconstructed.
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Third, the unknown contrast v are inverted by the Truncated Singular Value Decomposi-

tion, the Conjugate Gradient method, and the Algebraic Reconstruction Technique, and recon-

structed images are displayed. The reconstructed images are normalized to their maximum,

and their entropy is evaluated for each images.

5.1.1 Tomographic examples using Truncated Singular Value Decomposition

In order to confirm the conclusion of the resolution analysis in Chapter 4, the first set

of tomographic iamges are produced by TSVD. Similar to resolution analysis, the optimum

regularization parameters are obtained from a kink of L-curve.
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Figure 28: Tomographic images by TSVD without AWGN: (a) Geometry, (b) Multi-Monostatic Muti-

frequency configuration, (c) Multi-static Single-frequency configuration and (d) Multi-static Multi-

frequency configuration.
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Figure 29: Tomographic images by TSVD with AWGN of SNR = 10 dB: (a) Geometry, (b) Multi-

Monostatic Muti-frequency configuration, (c) Multi-static Single-frequency configuration and (d) Multi-

static Multi-frequency configuration.
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Figure 30: Tomographic images by TSVD with AWGN of SNR = -10 dB: (a) Geometry, (b) Multi-

Monostatic Muti-frequency configuration, (c) Multi-static Single-frequency configuration and (d) Multi-

static Multi-frequency configuration.
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Tomographic images using TSVD for noiseless, AWGN of SNR = 10, and -10 dB are shown

in Figure 28 through Figure 30. We may observe less artifacts in Case 3 (Multi-static/Multi-

frequency configuration) in all reconstructed images. In particular, Case 3 configurations is

stronger against noise as observed in Figure 30 for SNR = -10 dB.

Also, we might distinguish the type of material of the objects in the reconstructed images

from the contrast. In fact, while the contrast is distributed within the hollow cylinder, in

the case of metallic cylinder a contour line is observed and reconstructed. This reconstructed

behavior is expected since the reconstruction behavior is related to the current distribution.

In other words, in the case of a dielectric object, displacement currents exists throughout the

volume of the object and so the entire volume contributes to the scattered field and the dielectric

contrast. On the other hand, in the case of a metallic object, currents can only exists at its

surface and so only the surface of the object contributes the creation of the scattered field and

of the contrast.
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A PEC with crack

Tomographic reconstruction using RF Tomography for a PEC cylinder with random a PEC

cylinder is demonstrated. The test geometry contains a PEC cylinder with raduous 2.5 cm and

approximately 5 cm long random shaped hollow near the PEC cylinder. The test geometry is

shown in Figure 31.

Figure 31: Geometry of a PEC cylinder with a crack.

Tomographic images using TSVD inversion for the test geometry is shown in Figure 32. This

problem is challenging to identify the crack because the scattered field from the PEC cylinder

is dominant which masks the scattered field due to the crack. Case 3 configuration provides

the best result, and the exsistance of the crack is indicated as irregular shape in addition to the

outlined PEC cylinder.
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Figure 32: Tomographic images of a PEC cylinder with a crack using TSVD for (a) case 1, (b) case 2

and (c) case 3, with Noiseless, AWGN of SNR = 30, 10 and -10 dB.
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Entropy of the tomographic images using TSVD without noise is summarized in Table VI.

Entropy is used to compare numerically the quality of the tomographic images. Large entropy

of Case 1 configuration means more artifacts spread over the entire images. Also, reconstructing

images for PEC cylinder has larger entropy than the hollow cavity cylinders. Even though it

is expected to have large entropy for geometries with PEC cylinders because PEC cylinder is

reconstructed as contour, it also indicates noisier images of PEC objects.

TABLE VI: ENTROPY OF THE TOMOGRAPHIC IMAGES USING TSVD.

geometry Case 1 Case 2 Case 3

2 PEC cylinders 6.5117 6.0312 5.4404

2 void cylinders 6.5399 5.5351 4.9468

A PEC & a void cylinders 6.5508 6.1368 5.4059

2 PEC & a PEC rectangular cylinders 6.5576 6.1513 5.9320

2 PEC & a void rectangular cylinders 6.5362 6.1268 5.6872

A PEC cylinder with crack 5.7659 5.4947 4.8815
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5.1.2 Tomographic examples using Conjugate Gradient and Algebraic Reconstruction

technique

Tomographic images using iterative regularization method are provided. Tomographic re-

sults using TSVD were provided previously. TSVD is categorized as direct regularization

method since the proper images are obtained by modifying, filtering for specifically in TSVD

, the ill-conditioned component of linear system matrix L. However, TSVD requires singular

value decomposition which is computationally costly. On the other hand, iterative regulariza-

tion methods such as Conjugate Gradient and Algebraic Reconstruction Technique does not

require large computational effort like singular value decomposition and inverse matrix opera-

tions. Also, iterative method is easy to introduce constraints in middle of process. It means

the reduction of possible solutions.

The constraints are introduced based on a prior knowledge of εr(ρρρ′)≤ εb for hollow cavities

and σ(ρρρ′)≥ 0. Immediately after the solution is updated for each iteration, the modification of

solution is applied as follows,

if Re(v)> 0 → Re(v) =−|Re(v)| (5.2)

if Im(v)> 0 → Im(v) =−|Im(v)|. (5.3)



109
(a
)

Case 1 Case 2 Case 3

(b
)

(c
)

(d
)

Figure 33: Tomographic images of two PEC cylinders (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification.
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Figure 34: Tomographic images of two hollow cylinders (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification.
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Figure 35: Tomographic images of a PEC and hollow cylinders (a) Conjugate Gradient method, (b)

Conjugate Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic

Reconstruction technique with modification.
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Figure 36: Tomographic images of two circular PEC cylinders with a rectangular PEC cylinder (a) Con-

jugate Gradient method, (b) Conjugate Gradient method with modification (c) Algebraic Reconstruction

technique (d) Algebraic Reconstruction technique with modification.
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Figure 37: Tomographic images of two circular PEC cylinders with a rectangular hollow cylinder (a)

Conjugate Gradient method, (b) Conjugate Gradient method with modification (c) Algebraic Recon-

struction technique (d) Algebraic Reconstruction technique with modification.
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Figure 38: Tomographic images of a PEC cylinder with a crack (a) Conjugate Gradient method, (b)

Conjugate Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic

Reconstruction technique with modification.
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Tomographic images using Conjugate Gradient method and Algebraic Reconstruction Tech-

nique are provided in Figure 35 through Figure 38. Tomographic images with and without the

constrains are also shown.

By comparison of reconstructing results in (a) and (b), we observe that the the modifications

actually helps the image qualities for the Conjugate Gradient method. Conjugate Gradient

method is usually stable, however it fails to reconstruct images in many test cases. It is

probably because the calculation reached a solution which is the undesired solution. Inversion

algorithms are often trapped by local minimum solutions, and we need a good reason to avoid

such solutions. The modification introduced in (b) is rational and helped avoiding the local

minimum solution.

On the other hand, reconstructing results using Algebraic Reconstruction Technique are

shown in in (c) and (d). Because the iteration step is necessary to be small, the iteration step is

chosen as α = 10−4 for this test. The modification in the Algebraic Reconstruction Technique

tends to provide very unique result with severe reduction of artifacts. Even though we often

must be careful with the results, it could be useful to identify largest scatter in the scene.
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5.2 Experimental examples of RF Tomography

RF Tomography using experimental data is provided in this section. The RF Tomography

measuring system as shown in Figure 39 is designed by Dr. Vittorio Picco (1), and the setup is

extended to use of a box filled with sand or gravel in this thesis. The positioning system allow

movements of transmitting (TX) and receiving (RX) halfwave dipoles of frequncy 3.14 GHz

independently in circular paths as two arms are controlled by two stepper motors and a con-

troller. The A Vector Network Analyzer (HP 8753ES) collects the scattering parameter S21.

Automatic meaurements are programmed using LabVIEW (104), and the controller for motor

and the Network Analyzer are controlled by a computer.

As shown in Figure 40 (a), a supporting structure made of Polyvinyl chloride (PVC) is

placed from axis of the positioning system. A wooden box is settled on top the supporting

structure. TX, RX antennas and half the height of the box are carefully adjusted at the same

height. During a measurement, TX and RX antennas move around the box while the box stays

at same position.

Scattered field is extracted from background subtraction procedure in the experiment. The

procedure is following.

1. Place copper cylinders or Styrofoam blocks in the box and cover them with sand or gravel

as shown in Figure 40 (a).

2. Perform first set of measurements are performed by the RF Tomography measuring sys-

tem. The corresponding measured St21 has meaning of total field.
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Figure 39: Picture of RF Tomography measuring system. c©2014 by Vittorio Picco (1).

3. Remove only the buried objects, copper cylinders or Styrofoam blocks while the back-

ground medium, sand or gravel stays filled. The corresponding measured Si21 has meaning

of incident field which contains also scattered field from the box. The strings are used to

pull out only objects in Figure 40.

4. Find scattering parameter associated with scattered field Ss21 by subtracting scattering

parameters Si21 from St21.
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(a) (b)

Figure 40: Experimental setup.

5. Normalize the extracted scattering parameter Ss21 by ratio of Si21,Freespace and analytical

solution EiFreespace of freespace. The reference measurement of freespace for Si21,Freespace is

performed by removing the box from the scene.

The procedure turns into the equation of

Es =
EiFreespace
Si21,Freespace

(St21−Si21). (5.4)

The box filled with sand or gravel is treated as background and part of incident field, also

forward model is constructed for the background. Method of Moment simulations by FEKO

are used to produce Green’s functions and forward model. In the simulations, ideal dipoles
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are located at TX and RX positions, and a forward model is constructed from meaning of

reciprocity for RX side.

Procedure to produce forward model is as follows.

1. Place a block of dielectric cube with size of the box in FEKO simulation, and compute

electric fields within the dielectric medium due to the TXs.This provide Ei(r′,rt) in 2.28.

2. Compute electric fields within the dielectric medium the from RXs are computed, and

converted into Green’s function. The conversion is perfomed by

ar ·G(rr,r′) = j

ωµ0
Ei(r′,rr) (5.5)

where rr and r′ are exchanged by meaning of reciprocity.

3. Construct a forward model for the background medium of dielectric block by implementing

Es(rr,rt) = k2
0

∫∫∫
D

ar ·G(rr,r′) ·Ei(r′,rt)εδr′. (5.6)

System matrix L is produced by partitioning the region D into voxels.

The wooden box has outer to outer size of 20× 20 in xy-plane, and height of 15 cm with

1 cm thickness of walls. Hollow copper cylinders of radius 1 cm and height 5 cm or blocks of

Styrofoam with size of 2×3 cm with height of 5 cm are used in the experiments. Those objects

are completely covered.
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The RF Tomography measuring system collects 220 measurements of scattering parameter

for 11 TXs and 20 RXs. The TX half-wave dipole is located at 44.5 cm (≈ 4.7λ) away from

center of movement, and the RX half-wave dipole is located 23.1 cm (≈ 2.4λ) away from center

of movement. The positioning system is allowed to move arms of 360◦ and 280◦ angles for TX

and RX. Figure 41 indicates the locations of TX and RX antennas for the measurement as

red circles and blue diamonds, respectively. The antennas are located at TX (0, 44.5) cm and

RX (0, 23.1) cm at beginning, and they move clockwise during the measurements.

The scattered field and forward model are prepared by a procedure as mentioned before.

When the forward model is constructed, a block of dielectric medium is assumed with relative

permittivity of 2.5 for sand and 2 for gravel, and size of the box which is 20× 20 in xy-plane

and height of 15 cm.

Tomographic images are produced for eight cases of geometries, a copper cylinder, two

copper cylinders, a block of Styrofoam, and two blocks of Styrofoam buries in each which are

covered with sand or gravel. After the reconstruction, tomographic images are normalized to

its maximum.

5.2.1 Styrofoam blocks buried in a medium

Tomographic example of Styrofoam blocks are provided. Since the forward model corre-

sponds to Born approximation, we expect artifact due to multiple scattering. However, sand

and Styrofoam must have similar properties of permittivity, so the Born approximation could

be a good approximation for this case.
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Figure 41: TX (red circle), RX (blue diamonds) antenna and the box (Yellow square) locations in

xy-plane for the experiment.

Figure 42 through Figure 45 show reconstructing tomographic results using Conjugate Gra-

dient and Algebraic Reconstruction Technique. Styrofoam blocks are well reconstructed in

overall. In particular,
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(a) (b)

(c) (d)

Figure 42: A Styrofoam block buried in sand using (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification c©2016 IEEE (6).
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(a) (b)

(c) (d)

Figure 43: A Styrofoam block buried in gravel using (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification c©2016 IEEE (6).
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(a) (b)

(c) (d)

Figure 44: Two Styrofoam blocks buried in sand using (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification c©2016 IEEE (6).
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(a) (b)

(c) (d)

Figure 45: Two Styrofoam block buried in gravel using (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification c©2016 IEEE (6).
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5.2.2 Copper cylinders buried in a medium

Figure 46 through Figure 49 show reconstructing tomographic images using Conjugate Gra-

dient and Algebraic Reconstruction Technique. Reconstruction of metallic objects are more

challenging in RF Tomography because large scatterer does not satisfy Born approximation,

and usually requires more accurate forward model such as quadratic model to take into account

multiple scattering phenomenon.

Even though there are artifacts in the scene, we are still able to identify locations of copper

cylinders. The artifact tends to appear between the actual locations of cylinders and wall of

wooden box.
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(a) (b)

(c) (d)

Figure 46: A copper cylinder buried in sand using (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification c©2016 IEEE (6).
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(a) (b)

(c) (d)

Figure 47: A copper cylinder buried in gravel using (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification c©2016 IEEE (6).
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(a) (b)

(c) (d)

Figure 48: Two copper cylinders buried in sand using (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification c©2016 IEEE (6).
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(a) (b)

(c) (d)

Figure 49: Two copper cylinders buried in gravel using (a) Conjugate Gradient method, (b) Conjugate

Gradient method with modification (c) Algebraic Reconstruction technique (d) Algebraic Reconstruction

technique with modification c©2016 IEEE (6).
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5.2.3 Material recognition by real and imaginary part of reconstructed contrast

The reconstructed images provide potential usage of identifying object type between metallic

and dielectric contrast. Resulting reconstructed contrast v is normalized in the range between

0 and 1 in absolute values, but also real and imaginary part of the contrast are in the range

between -1 and 0 by modification used in Algebraic Reconstruction Technique.

Figure 50 and Figure 51 shows images of real part of the resulting contrast v in addition

to its absolute quantity. The range of plot are fixed between 0 and 1 for absolute value v and

-1 and 0 for real Re(v) and imaginary part Im(v) of the reconstructed contrast. Recalling the

contrast as

v(r′) = εr(r′)−εb+ j
(σ(r′)−σb)

2πfε0
, (5.7)

where I assumed εb ≈ 2.5 and σb ≈ 0, the contrast must have real quantity for Styrofoam objects

and imaginary for copper objects. One may observe the expected behavior in reconstructed

images. If further development of RF Tomography is achieved to reduce the artifacts, we may

use the phenomenon to distinguish between crack and reinforcing bars. RF Tomography may

provide unique information to inspection of reinforced concrete, potentially finding internal

crack and associated corrosion.
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Figure 50: Reconstructed images of a copper cylinder (left) and a block of Styrofoam (right) using

Algebraic Reconstructions Technique with physical constraints, for (top) absolute quantity |v|, (middle)

real quantity Re(v), (bottom) imaginary quantity Im(v) c©2016 IEEE (6).
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Figure 51: Reconstructed images of two copper cylinders (left) and two blocks of Styrofoam (right) using

Algebraic Reconstructions Technique with physical constraints, for (top) absolute quantity |v|, (middle)

real quantity Re(v), (bottom) imaginary quantity Im(v) c©2016 IEEE (6).



CHAPTER 6

CONCLUSION

Chapter 1 introduced technical challenges of monitoring bridges and provided review of

existing diagnostic techniques for structural health of bridge.

Chapter 2 reviewed the theoretical background of RF Tomography and inversion tech-

niques. The forward models are derived starting from a set of Maxwell equations. In particular,

it covered implementation of the forward models in two and three dimensional geometries us-

ing Born approximation, which produced linear system matrices. Inversion techniques such as

Truncated Singular Value Decomposition, Conjugate Gradient method, and Algebraic Recon-

struction Technique were introduced as regularized inverse techniques which are used in later

chapters.

Chapter 3 developed forward model for reinforced concrete structure. A reinforced concrete

structure is modeled as a two dimensional dielectric cylinder. The analytical solution for a

dielectric cylinder due to a line source is derived, and used to form the forward model.

Chapter 4 was dedicated to analyze the resolutions of the three configurations, Case 1:

Multi-Monostatic/Muti-frequency, Case 2: Multi-static/Single-frequency, and Case 3: Multi-

static/Multi-frequency configurations. While system matrices were produced from forward

models based on Born approximation, the resolution analysis was performed to examine how

well the system matrices were able to produce. In order to achieve this purpose, scattered field

134
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data sets were produced from the forward calculation of the system matrices with the Born

approximation other than solving real full wave electromagnetic scattered fields.

First, justification of operating frequency for case 2 was provided. Condition number,

electric field distribution, L-curve, and point spread function were discussed to justify selected

operating frequency for the case 2 configuration. The reconstructed results for some frequencies

failed to reconstruct images which implied importance of using multi-frequencies.

Second, resolution analyses for three configurations were provided. Test 1 was made of same

size of system matrices for case 1 and case 2 configurations so that they could avoid a problem

of normalization for comparison. The comparison of case 1 and case 2 gave a comparison of

multi-monostatic and muti-static configurations, equivalently Ground Penetrating Radar and

RF Tomography configurations. It concluded that multi-static configurations had superior

reconstructing results.

Third, the number of frequencies for the Case 1 configuration was increased. More equations

for its system matrix were produced than the Case 2 had in the previous test. It confirmed

that more numbers of frequencies within the same range of the frequency band actually did

not provide improvements. Therefore, it justified that muti-static configuration is the key to

improve image qualities.

Finally, resolution analyses for tomographic example was provided in Chapter 5.

Chapter 5 provided tomographic examples of RF Tomography with inhomogeneous back-

ground medium from numerical and experimental scattered fields.
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First section used Method of Moment simulations to produce scattered field for RF Tomog-

raphy. Test setups were chosen as same as Section 4.3 of Chapter 4. PEC and hollow cavity

cylinders were placed on the xy-plane, and commercial software FEKO computed electromag-

netic fields in two dimensions by the feature of periodic structure. Reconstructed images for

three case configurations defined in Chapter 4 were presented, and their image qualities are

compared. The multi-static/multi-frequency configurations provide less artifacts and clearer

images. In particular, it is critical when the noise is added to scattered field. It also provided

reconstructed images by iterative regularization inverse methods, Conjugate Gradient method,

and Algebraic Reconstruction Technique. Constraints based on physics were introduced in

iterative methods which helped to obtain favorable results.

Second section used experimentally obtained scattered fields for RF Tomography. Experi-

ments were conducted by RF Tomography measuring system at the Andrew Electromagnetics

Laboratory of University of Illinois at Chicago. The measuring system was upgraded to use

a wooden box that could set up experiments for buried objects within a medium. The test

cases involved copper cylinders or Styrofoam blocks buried in sand or gravel. While clearer

images were achieved in reconstructing Styrofoam, many artifacts are produced in reconstruct-

ing copper cylinders. It is expected because the forward model corresponded to the Born

approximation, and multiple scattering due to wooden wall are ignored.

Future work

Quadratic model with inhomogeneous Green’s functionWe have observed that some

reconstructed images for metallic objects had larger artifacts than the images for dielectric
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objects had. In this thesis, it focused on the forward models using Born approximation which

ignored multiple scattering due to the metallic objects. One suggests to implement the quadratic

forward model to consider the multiple scattering phenomenon in the inverse problem, and

preliminary results are shown in (43). In order to obtain improve the reconstructed images

comparing to the Born approximation forward model, following consideration must be overcome.

• Computational resource for the quadratic forward model: A quadratic forward model

takes into account double scattering phenomena. The phenomenon can be included by

internal operator explained in (1). The internal operator has square matrix of number

of unknown contrast. The internal operator could be large matrix and time costly, in

particular when multiple frequencies are used. In Chapter 3, analytical solution due to a

line source located within a dielectric cylinder which can be used to produce the internal

operator for the background medium.

• Regularized inversion for quadratic model: Quadratic model is more accurate forward

model, however no longer any regularized inverse techniques are available. Even though

the forward model would be more accurate, not regularized solutions would provide poor

image reconstructions.

Method of background subtraction: One of the technical challenge is to extract scat-

tered electric field from experimental measurement setup which provide total electric field. In

Ground Penetrating Radar, we may use time gating technique to remove the first refection.

In RF Tomography, this thesis used method of background subtraction, however incident field

must be estimated numerically inspection in real world.
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COPYRIGHT PERMISSIONS

In this appendix we present the copyright permissions for the articles and contents that were

used in this thesis. Some experiments and reconstructed images are published in 2016 URSI

International Symposium on Electromagnetic Theory (EMTS)(6), and that copyright belongs

to IEEE. The statement of the copyright permission is in following page.
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