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CHAPTER 1

INTRODUCTION

The purpose of this monograph is to study bounds for Castelnuovo-Mumford regularity of

algebraic varieties.

The notion of Castelnuovo-Mumford regularity, or simply regularity, has attracted consid-

erable attention in the past thirty years. It has several equivalent definitions in the context

of algebraic geometry or commutative algebra. It was first introduced by Mumford in (1) to

study families of curves on surfaces. Since then plenty of research has shown that the notion

of regularity plays an important role in many classic areas such as linear systems, syzygies,

vanishing theorems, moduli problems, and computational algebraic geometry.

We are interested in the study of regularity of algebraic varieties, in particular regularity

bounds. There was a surprising result, obtained by Bertram, Ein and Lazarsfeld in (2), which

initiated research on regularity bounds in its current form, and served as the starting point of

this monograph. It says that if X ⊂ Pn is a nonsingular subvariety of codimension e cut out by

hypersurfaces of degrees d1 ≥ d2 · · · ≥ dt then its regularity is bounded by d1+d2+· · ·+de−e+1.

This bound is reproved by Chardin and Ulrich (3) in the case that X has rational singularities.

Recently deFernex and Ein (4) proved it again by assuming the pair (Pn, e·X) is log canonical. In

practical computation X is often defined by a homogeneous ideal I which may not be saturated.

Thus to get a regularity bound for I will be of considerable practical importance. Fortunately,

such a bound was obtained by Chardin and Ulrich in the aforementioned work. Our first main
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result, Theorem 3.3.2, was inspired by their work to give a computational regularity bound for

I by assuming that X is a local complete intersection with log canonical singularities.

The approach leading to the result of Bertram, Ein and Lazarsfeld is to establish a vanishing

theorem for the ideal sheaf defining the nonsingular variety concerned. In fact in their work they

actually established a vanishing theorem for all powers of the ideal sheaf. Thus it is interesting

to generalize this vanishing theorem for powers of an ideal sheaf which defines a singular variety,

in particular in the light of the work of deFerenx and Ein as mentioned above. In this direction,

we obtained such a result in Theorem 4.2.2 for a local complete intersection with log canonical

singularities.

The study of the regularity of powers of an ideal sheaf leads to consideration of the asymp-

totic behavior of regularity. This interesting behavior was first observed by an approach of

commutative algebra under the effort of Swanson (5), Cutkosky, Herzog and Trung (6) and

Kodiyalam (7). They showed that the asymptotic regularity of an homogeneous ideal is ac-

tually a linear function of powers. On the geometric side Cutkosky, Ein and Lazarsfeld (8)

give a very interesting asymptotic formula. Specifically, suppose that I is an ideal sheaf on a

projective space, they show that lim
p→∞

regI p

p
= s. The constant s is an invariant to measure

the local positivity of the ideal sheaf I . Unfortunately, as opposed to homogeneous ideals, the

asymptotic regularity of I is not a linear function in general. However, in Theorem 5.2.2 we

prove that the asymptotic regularity of I can be bounded by linear functions, which is the

best one can hope for.
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There is a beautiful conjectured bound for the regularity of a variety. Suppose that X is

a nondegenerate subvariety in a projective space. Eisenbud and Goto (9) has conjectured that

regX ≤ degX−codimX+1. This has been proved by Gruson, Lazarsfeld and Peskine (10) for

integral curves and by Lazarsfeld (11) for nonsingular surfaces. Somewhat weaker results for

nonsingular varieties of dimension up to six also proved by Kwak in (12) and (13). Except for

the case of curves, very little is known about this conjecture for singular varieties. Collaborating

with Lawrence Ein we are able to prove in Corollary 6.3.7 that the conjecture is true for normal

surfaces with rational, Gorenstein elliptic and log canonical singularities.

There is a very interesting Mukai regularity theory, or M -regularity, on polarized abelian

varieties developed by Pareschi and Popa in a series of papers (14), (15) and (16). It can

be viewed as an analogue to the Castelnuovo-Mumford regularity theory. Many fundamental

properties and theorems about the notion of M -regularity have been proved by Pareschi and

Popa. Inspired by the work of Gruson, Lazarsfeld and Peskine on curves in projective spaces

(10), collaborating with Luigi Lombardi, we consider M -regularity bounds for nonsingular

curves in a polarized abelian variety. It is proven in Theorem 7.3.4 that there exist bounds that

depend on the positivity of the polarization of the abelian variety.



CHAPTER 2

CASTELNUOVO-MUMFORD REGULARITY

Throughout this monograph, we will always work over the complex number field k = C. A

variety is always reduced and irreducible. A scheme is always of finite type over k. We follow

the terminologies in (17) on algebraic geometry and the ones in (18) on commutative algebra.

In this chapter we briefly review the basic theory of Castelnuovo-Mumford regularity, most

of which is well-known. Since we only need the stated results, we gather them without proofs

mainly from (19), (20) and (21).

The following definition of regularity for any coherent sheaf on a projective space was

originally introduced by Mumford in (1, Chapter 14).

Definition 2.0.1. A coherent sheaf F on Pn is m-regular if H i(Pn,F (m− i)) = 0, for i > 0.

The Castelnuovo-Mumford regularity reg(F ) of F is the least integer m for which F is m-

regular.

Remark 2.0.2. If the coherent sheaf F has support of dimension zero, then reg(F ) will be

−∞. Otherwise regF is always a finite number. In particular, for any nonzero sheaf of ideals

I its regularity is always finite.

We can also define the notion of regularity for any finitely generated graded module over a

polynomial ring. More background on this can be found in (20).
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Definition 2.0.3. Let S = k[x0, · · · , xn] be a polynomial ring over k andM a finitely generated

graded S-module. Take a minimal graded free resolution of M as

· · · −→ F2 −→ F1 −→ F0 −→M −→ 0,

with Fi = ⊕jS(−di,j). The Castelnuovo-Mumford regularity regM of M is the supremum of

the numbers di,j − i for all i and j.

The above two notions can be related to each other as follows. Suppose that M is a finitely

generated graded module over S = k[x0, · · · , xn]. Let M be the sheafification of M on the

projective space Pn. Denote by m = (x0, . . . , xn) the maximal ideal of S. Then there is an

exact sequence of graded S-modules

0→ H0
m(M)→M → ⊕dH

0(Pn,M (d))→ H1
m(M)→ 0,

and for any i ≥ 2, H i
m(M) = ⊕dH

i−1(Pn,M (d)). From these, we can easily deduce the following

proposition.

Proposition 2.0.4 ((20, Proposition 4.16)). Let M be a finitely generated graded S-module,

and let M be the coherent sheaf on Pn that it defines. Then the module M is d-regular if and

only if

1. M is d-regular;

2. H0
m(M)e = 0 for every e > d; and

3. the canonical map Md → H0(Pn,M (d)) is surjective.

In particular, regM ≥ regM always, with equality if M = ⊕dH
0(Pn,M (d)).
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Remark 2.0.5. Let us focus on a homogeneous ideal I of S. It has a unique saturation Isat.

If I defines a subscheme X of Pn, then Isat equals the unique defining homogeneous ideal IX of

X. The sheafificaton of IX is the ideal sheaf IX of X. Now it is easy to see the fundamental

relation that regIX = reg IX = reg Isat ≤ reg I.

The following theorem shows the crucial point of the notion of regularity. It was first proved

by Mumford in (1, Chapter 14).

Theorem 2.0.6. Let F be an m-regular coherent sheaf on Pn. Then for every k ≥ 0:

(1). F (m+ k) is generated by its global sections.

(2). The natural maps H0(Pn,F (m))⊗H0(Pn,OPn(k))→ H0(Pn,F (m+k)) are surjective.

(3). F is (m+ k)-regular.

The following two useful propositions are very easy to prove by checking the definition

directly from the corresponding long exact sequence.

Proposition 2.0.7. Let 0 → F1 → F2 → F3 → 0 be an exact sequence of coherent sheaves

on Pn. Then

1. regF2 ≤ max{regF1, regF3};

2. regF3 ≤ max{regF1 − 1, regF2}.

Notice that in general it is very difficult to obtain the regularity of F1 only from the exact

sequence in the proposition. In practice in order to determine regF1, we need more information

on the morphism H0(Pn,F2(k))→ H0(Pn,F3(k)). However such problem would not appear if

we consider finitely generated graded S-modules instead of coherent sheaves on Pn.
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Proposition 2.0.8. Suppose that 0 → M1 → M2 → M3 → 0 is an exact sequence of finitely

generated graded S-modules. Then

1. regM1 ≤ max{regM2, regM3 + 1};

2. regM2 ≤ max{regM1, regM3};

3. regM3 ≤ max{regM1 − 1, regM2}.

It is worth mentioning the following theorem deduced from the work of Giusti and Galligo

(see (21, Theorem 3.7) for details). It shows a doubly exponential bound for the regularity

of an homogeneous ideal. Thus for any subvariety of a projective space there always exists a

regularity bound determined by the degrees of its defining equations.

Theorem 2.0.9. Let S = k[x0, · · · , xn] be a polynomial ring over k and I ⊂ S be a homogeneous

ideal. Let d(I) be the maximum of the degrees of a minimal set of generators of I. Then

reg I ≤ (2d(I))2
n−1

We conclude this section by citing the following two results which we shall use repeatedly.

Theorem 2.0.10. Let f : Y → X be a morphism of schemes and F a coherent sheaf on Y .

Then there is a spectral sequence Ei,j
2 = H i(X,Rjf∗F )⇒ H i+j(Y,F ).

Proposition 2.0.11 ((19, Lemma 4.3.10)). Let f : Y → X be a morphism of projective varieties

and let A be an ample line bundle on X. Suppose that F is a coherent sheaf on Y with the

property that H i(Y,F ⊗ f∗A⊗m) = 0 for all i > 0 and m≫ 0. Then Rif∗F = 0 for all i > 0.



CHAPTER 3

REGULARITY BOUNDS FOR HOMOGENEOUS IDEALS

In this chapter, we study the regularity bound for a homogeneous ideal by imposing geometric

conditions on the variety it defines. We mainly consider singularities of the variety. It turns

out that under some mild conditions on singularities, one can expect to have a linear regularity

bound in terms of the degrees of defining equations.

Turning to the details, let I be a homogeneous ideal in a polynomial ring R = k[x0, . . . , xn]

generated by forms of degree d1 ≥ d2 ≥ · · · ≥ dt. Let X = ProjR/I be the subscheme defined

by I in Pn of codimension r. Note that in general the number t of defining equations is larger

than the codimension r. We denote by IX the saturation of I, i.e., the defining ideal of X. It

is uniquely determined by X and always contains I. Furthermore, IX is m-regular if and only

if the ideal sheaf IX of X is m-regular. In this chapter, we consider the regularity bounds for

the coordinate ring R/I as a graded R-module, and it is easy to see that reg I = regR/I + 1.

The result of Betram, Ein and Lazarsfeld (2) showed that if X is nonsingular then one has

a linear bound regR/IX ≤
r∑

i=1

di − r in terms of di, (we call it as BEL-bound and we will

come back to this result in the next chapter). Note that the sum in the bound is taken from

one to the codimension r, i.e., the first r highest degrees of the defining equations. However,

since regR/IX ≤ regR/I this bound could not give any information on the regularity of

R/I, which prevents further applications in practice. It was improved in the work of Chardin

and Ulrich (3). They first generalized the BEL-bound of R/IX to the case that X is a local
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complete intersection with rational singularities. Then they further gave a linear bound of R/I

as regR/I ≤ (dimX + 2)

2
(

r∑
i=1

di − r), (which we call CU-bound). At this point, the story of

bounding the regularity seems complete from either the geometric side or the algebraic side.

This also strengthen the intuitions that mild singularities could lead to mild regularity bounds.

Recently BEL-bound of R/IX was reproved by deFernex and Ein (4) in a much more general

situation, namely that the pair (Pn, rX) is log canonical. Log canonical singularity basically

arose from the minimal model program. It already includes a large range of singularities, e.g.

local complete intersection with rational singularities considered by Chardin and Ulrich. A

very interesting question is if one can establish a similar CU-bound for R/I under log canonical

singularity. This is the main motivation of this chapter and we prove this bound in Theorem

3.3.2. Our approach is based on the generic linkage method used in the work of Chardin and

Ulrich (3). The idea is to construct a generic link Y of X and then pass to the intersection

divisor Z = Y ∩X so that we can use induction on the dimension.

3.1 Flat family of log canonical singularities

Log canonical singularities arose from the minimal model program. In this section, we follow

the approach in (22) to study this singularity in a flat family.

A normal variety X is said to be Q-Gorenstein if its canonical Weil divisor KX is Q-Cartier,

i.e., mKX is a Cartier divisor for some integer m. We consider a pair (X,Y ), where X is a

normal Q-Gorenstein variety and Y is a formal sum Y =
∑

i qi ·Yi of proper closed subschemes

Yi of X with nonnegative rational coefficients qi.
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Let X ′ be a nonsingular variety which is proper and birational over X. If E is a prime

divisor on X ′ then E defines a divisor over X. The image of E on X is called the center of E

and denoted by cX(E).

Given a divisor E over X, we choose a proper birational morphism µ : X ′ → X with X ′

nonsingular such that E is a divisor on X ′, and such that all the scheme-theoretic inverse images

µ−1(Yi) are divisors. The log discrepancy a(E;X,Y ) is defined such that the coefficient of E in

KX′/X−
∑

i qi ·µ−1(Yi) is a(E;X,Y )−1. This number is independent of the choice of X ′. If we

further assume that the divisor KX′/X −
∑

i qi · µ−1(Yi) has a simple normal crossing support

then such morphism µ is called a log resolution of the pair (X,Y ).

Let W be a nonempty closed subset of X. The minimal log discrepancy of the pair (X,Y )

on W is defined by mld(W ;X,Y ) = inf
cX(E)⊆W

{a(E;X,Y )}, where the infimum is computed by

considering all log resolution µ : X ′ → X of the pair (X,Y ) and all prime divisors E on any

such X ′ with center µ(E) contained in W . If mld(p;X,Y ) ≥ 0 for a closed point p ∈ X, we

say that the pair (X,Y ) is log canonical at p. If (X,Y ) is log canonical at each closed point

of X or equivalently mld(X;X,Y ) ≥ 0, we then say that the pair (X,Y ) is log canonical. If

mld(X;X,Y ) > 0, we say that the pair (X,Y ) is Kawamata log terminal, or klt for short. If

Y = 0, we just write the pair (X,Y ) as X.

One important theorem on minimal log discrepancy is Inversion of Adjunction. It is proved

for local complete intersection varieties by Ein and Mustaţǎ.

Inversion of Adjunction ((23, Theorem1.1)). Let X be a normal, local complete intersection

variety, and Y =
∑

i qi ·Yi, where qi ∈ R+ and Yi ⊂ X are proper closed subschemes. If D ⊂ X
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is a normal effective Cartier divisor such that D * ∪iYi, then for every proper closed subset

W ⊂ D, we have

mld(W ;X,D + Y ) = mld(W ;D,Y |D).

The local complete intersection log canonical singularities behave well in flat families. More

specifically, consider a flat family over a local complete intersection log canonical scheme, where

all fibers are also local complete intersection log canonical. Then we show that the total space

itself is local complete intersection log canonical.

We start with the case where the flat family has a nonsingular base.

Proposition 3.1.1. Let f : Y → X be a flat morphism of schemes of finite type over k.

Assume that X is nonsingular and each fiber of f is local complete intersection log canonical.

Then Y is local complete intersection log canonical.

Proof. Since X and all fibers are normal and local complete intersections, by flatness of f , we

see that Y is normal and a local complete intersection (24, Section 23). Choosing an irreducible

component of Y and its image, we can assume that Y is a variety and f is surjective. Since

the question is local we can further assume that X = SpecA is affine. Let x ∈ X be a

closed point defined by a maximal ideal m of A. Then OX,x is a regular local ring with a

maximal ideal mx = (t1, t2, . . . , tn) generated by a regular system of parameters t1, · · · , tn

where n = dimX. Shrinking X if necessary, we can extend ti to X and therefore can assume

that m = (t1, . . . , tn) ⊂ A generated by a regular sequence. Set Ii = (t1, . . . , ti). Note that

OX,x/(t1, . . . , ti) is regular. By shrinking X again if necessary, we can further assume that A/Ii
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is regular for each i = 1, . . . , n. Let Xi = SpecA/Ii be subschemes of X and consider the

following fiber product
Yi −−−−→ Y

fi

y yf

Xi −−−−→ X

By the flatness of fi and the assumption that each fiber of fi is a local complete intersection

and normal, we see that Yi is a local complete intersection and normal for each i = 1, . . . , n.

Let y be a closed point on the fiber Yx = Yn. By the flatness of f , (t1, . . . , tn) is a regular

sequence in OY,y and therefore the ti’s define divisors D1, . . . , Dn around y in Y such that

Yi = D1 ∩D2 ∩ · · · ∩Di, for i = 1, . . . , n. Now by Inversion of Adjunction, we have

mld(y;Yn) = mld(y;Yn−1, Dn|Yn−1)

= mld(y;Yn−2, Dn|Yn−2 +Dn−1|Yn−2)

= . . .

= mld(y;Y,D1 + · · ·+Dn).

From the assumption that mld(y;Yn) ≥ 0, we get that mld(y;Y ) ≥ 0, i.e. Y is log canonical at

y, which proves the proposition.

Next let us consider the general case in which the flat family has a singular base. We

first resolve the singularities of the base, and then base change to a new flat family over a

nonsingular base. However, in this procedure, some extra divisors could be introduced on the
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new flat family. This means that we need to consider singularities of pairs on the new flat

family.

Theorem 3.1.2. Let f : Y → X be a flat morphism of schemes of finite type over k. Assume

that X and all fibers of f are local complete intersection log canonical. Then Y is local complete

intersection log canonical.

Proof. As in the proof of Proposition 3.1.1, we may assume that X and Y are varieties and Y

is normal and a local complete intersection. All we need to show is that Y is log canonical.

Take a log resolution of X, µ : X̃ → X, and construct the fiber product Ỹ = Y ×X X̃:

Ỹ −−−−→ Y

g

y yf

X̃
µ−−−−→ X

By Proposition 3.1.1, Ỹ is local complete intersection log canonical. Since X is log canonical,

we can write the relative canonical divisor K
X̃/X

= P − N , where P and N are effective

divisors supported in the exceptional locus of µ, so that N =
∑

Ei where Ei are prime divisors

with simple normal crossings. By base change for relative canonical diviosrs, we have K
Ỹ /Y

=

g∗K
X̃/X

and therefore K
Ỹ /Y

= g∗(P )− g∗(N).

Denoting by Fj ’s the distinct irreducible components of those g∗(Ei) (note that g∗(Ei) =

g−1(Ei) as scheme-theoretical inverse image of Ei), we have g
∗(N) =

∑
Fj . This will be shown

in detail at the beginning of the proof of Lemma 3.1.3 below.
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Now we let π : Y ′ → Ỹ be a log resolution of Ỹ such that

KY ′/Y = K
Y ′/Ỹ + π∗K

Ỹ /Y

= A−B + π∗g∗P −
∑

π∗Fi

where A is the positive part of K
Y ′/Ỹ and B is the negative part of K

Y ′/Ỹ and all prime divisors

in the above formula are simple normal crossings. In order to show Y is log canonical, it is

enough to show that the coefficient of each prime divisor in B+
∑

π∗Fi is 1. This is equivalent

to showing that the pair (Ỹ , g−1N) is log canonical, which is shown in the following Lemma

3.1.3.

Lemma 3.1.3. Let f : Y → X be a flat morphism of varieties such that X is nonsingular and

each fiber of f is local complete intersection log canonical. Assume that E1, . . . , Er are prime

divisors on X with simple normal crossings. Then the pair (Y,
∑r

i=1 f
−1(Ei)) is log canonical,

where f−1 means scheme-theoretical inverse image.

Proof. From Proposition 3.1.1, Y is local complete intersection log canonical. Also for each

divisor Ei, the scheme-theoretical inverse f−1(Ei) is local complete intersection log canonical.

This implies that
r∑

i=1

f−1(Ei) =

s∑
j=1

Fj

where Fj are distinct irreducible components of the subschemes f−1(Ei). Note that since f

is flat, each Fj only appears in one f−1(Ei), and if some Fj ’s are in the same f−1(Ei) then
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they are disjoint. Furthermore each Fj is a Cartier normal divisor on Y with local complete

intersection log canonical singularities. We need to show the pair (Y,
∑

Fj) is log canonical.

We prove this by induction on the dimension of X. First assume that dimX = 1. Then

E1, . . . , Er are distinct points and F1, . . . , Fs are pairwise disjoint. It is enough to show that

for each j, mld(Fj ;Y, Fj) ≥ 0. Choosing a closed point p ∈ Fj of Y , by Inversion of Adjunction

and the fact that Fj has log canonical singularities, we have mld(p;Y, Fj) = mld(p;Fj) ≥ 0.

Assume X has any dimension. Since Y is log canonical, it is enough to show that for each

j, mld(Fj ;Y,
∑s

t=1 Ft) ≥ 0. Without loss of generality, we prove this for F1 and assume that

F1 ⊆ f−1(E1). Choosing any closed point p ∈ F1 of Y , by Inversion of Adjunction, we have

mld(p;Y, F1 +
s∑

t=2

Ft) = mld(p;F1,
s∑

t=2

Ft|F1).

For i = 2, . . . , r, we set Di = E1 ∩ Ei and note that
∑s

t=2 Ft|F1 =
∑r

i=2 f
−1(Di), where f−1

means scheme-theoretical inverse image. Now we are in the situation f : F1 → E1, where

E1 is nonsingular and D2, . . . , Dr are divisors on E1 with simple normal crossings. Then

applying induction on F1, we get that the pair (F1,
∑s

t=2 Ft|F1) is log canonical and therefore

mld(p;F1,
∑s

t=2 Ft|F1) ≥ 0 which proves the lemma.

If f : Y → X is a surjective smooth morphism, then we can move singularities freely from

Y to X. Using the notion of jet schemes, we have a quick proof for this as follows.

Given any scheme X, we can associate the m-th jet scheme Xm for any positive integer

m. The properties of jet schemes are closely related to the singularities of X. We may use
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jet schemes to describe local complete intersection log canonical singularities. The work of Ein

and Mustaţǎ shows that if X is a normal local complete intersection variety, then X has log

canonical singularities if and only if Xm is equidimensional for every m. For more information

on jet schemes and their application to singularities, we refer the reader to (22).

Proposition 3.1.4. Let f : Y → X be a smooth surjective morphism of schemes of finite type

over k. Then X is local complete intersection log canonical if and only if Y is local complete

intersection log canonical.

Proof. First note that since f is smooth, we have X is normal and a local complete intersection

if and only if Y is normal and a local complete intersection. Since f is smooth and surjective,

for every m we have an induced morphism between m-jet schemes fm : Ym → Xm, which is

smooth and surjective (22, Remark 2.10). Then Ym is equidimensional if and only if Xm is

equidimensional. Now by (23, Theorem 1.3), we get the proposition.

Remark 3.1.5. In the proof, if f is smooth but not surjective, we can only get fm : Ym → Xm

is smooth. Then equidimensionality of Xm will imply that Ym is equidimensional. This means

that for a smooth morphism f : Y → X, if X is local complete intersection log canonical then Y

is also local complete intersection log canonical singularities. This is a quick proof for a special

case of Theorem 3.1.2.

3.2 Generic linkages

In this section, we study the log canonical singularities in a generic linkage. This could be

compared to the work (3) on studying rational singularities in a generic linkage. The s-generic
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residual intersection theory can be found in (25). Throughout this section, all rings are assumed

to be Noetherian k-algebras and a point on a scheme means a point locally defined by a prime

ideal, not necessarily maximal. All fiber products are over the field k unless otherwise stated.

Let S = SpecR be an affine scheme and X ⊂ S be a codimension r subscheme defined by an

ideal I = (z1, . . . , zt). For an integer s ≥ 0, let M = (Uij)t×s be a t× s matrix of variables and

R′ = R[Uij ] be the polynomial ring over R obtained by adjoining the variables of M . Define

S′ = S × At×s = SpecR′, which has a natural flat projection π : S′ → S. Let X ′ = π−1(X) be

defined by the ideal IR′. Construct an ideal α in R′ generated by α1, . . . , αs as follows:

α = (α1, . . . , αs) = (z1, . . . , zt) ·M

and set J = [α : IR′]. The subscheme Y ′ of S′ defined by J is called an s-generic residual

intersection of X.

We define Z to be the scheme-theoretical intersection of X ′ and Y ′. Its defining ideal is

IZ = J + IR′. We equip Z with a restricted projection morphism π : Z → X and call Z an

intersection divisor of an s-generic residual intersection of X.

Note that if s < r, then α is generated by a regular sequence and therefore J = α, Z = X ′.

The interesting case is when s ≥ r. In particular, when s = r, Y ′ is called a generic linkage of

X. Correspondingly, we call Z an intersection divisor of a generic linkage of X.

Under the assumption that X is a local complete intersection, the morphism π : Z → X,

and in particular its fibers, can be understood very well. This offers us an opportunity to pass

singularities from X to Z.

We start with a lemma which describes the fibers of π when X is a complete intersection.
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Lemma 3.2.1. Let S = SpecR be a Gorenstein integral affine scheme and X be a complete

intersection subscheme defined by a regular sequence I = (z1, . . . , zr) in R. For s ≥ 0, let

M = (Uij)r×s, R
′ = R[Uij ], α = (α1, . . . , αs) = (z1, . . . , zr) ·M and J = [α : IR′]. Assume that

Z is defined by J + IR′ and consider the natural morphism π : Z → X. We have

(1) If s < r, then Z ∼= X × Ar×s and π is the projection to X.

(2) If s ≥ r, then π : Z → X is a flat morphism and for any point p ∈ X,

π−1(p) ∼= k(p)[Uij ]/Ir(M)

where Ir(M) is the r × r minors ideal of M .

(3) In particular, if s = r, then π : Z → X is a flat morphism such that each fiber is a local

complete intersection with rational singularities.

Proof. (1) is trivial because in this case J = α and Z is defined by IR′ so that Z = π−1(X) ∼=

X × Ar×s.

For (2) and (3), let q ∈ X ⊂ S be a point and passing to the local ring Rq, we can

assume R is local. By (25, Example 3.4), J = (α1, . . . , αs, Ir(M)) and then Z is defined by

IZ = J + IR′ = (I, Ir(M)).

Notice that R[Uij ]/(I, Ir(M)) = R/I ⊗R R[Uij ]/Ir(M). This means that the morphism

π : Z → X can be constructed from the fiber product

Z −−−−→ SpecR[Uij ]/Ir(M)

π

y yθ

X −−−−→ S = SpecR
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Since θ is flat, we obtain π is flat. The fiber of π at p ∈ X is

F = k(p)⊗R/I R[Uij ]/(I, Ir(M))

= k(p)[Uij ]/Ir(M).

In particular, if s = r, we see that F is a local complete intersection with rational singularities.

Now we turn to the case where X is a local complete intersection.

Proposition 3.2.2. Let S = SpecR be a Gorenstein integral affine scheme and X be a sub-

scheme defined by an ideal I = (z1, . . . , zt) in R. For s ≥ 0, let M = (Uij)t×s, R
′ = R[Uij ],

α = (α1, . . . , αs) = (z1, . . . , zt) ·M , and J = [α : IR′]. Let Z be defined by J + IR′ and consider

the natural morphism π : Z → X. Let p ∈ X be a point of S and assume that Ip is generated

by a regular sequence of length r. Then there is an affine neighborhood of p over which π can

be factored as follows

Z

π
��

π′

  @
@@

@@
@@

@

X Pg
oo

such that P = X ×A(t−r)×s with g the projection to X and Z can be viewed as an intersection

divisor of an s-generic residual intersection of P .
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Note that the above diagram is local. More precisely, there is an affine neighborhood U of

p and the morphism π : Z → X in the above diagram really means the restriction of π over U ,

i.e. π : π−1(U) ∩ Z → U ∩X.

Proof. By assumption, we may replace S by an affine neighborhood of p such that I is generated

by a regular sequence, say z1, . . . , zr. Then



zr+1 = a1,r+1z1 + a2,r+1z2 + . . .+ ar,r+1zr

zr+2 = a1,r+2z1 + a2,r+2z2 + . . .+ ar,r+2zr

. . .

zt = a1,tz1 + a2,tz2 + . . .+ ar,tzr

(3.1)

where aij ∈ R. Set A = (aij)r×(t−r). We can write (zr+1, . . . , zt) = (z1, . . . , zr) · A. Denote

M =

(
C

B

)
, where

C =



U11 U12 · · · U1s

U21 U22 · · · U2s

. . . . . . . . . . . . . . . . . . .

Ur1 Ur2 · · · Urs


, B =



Ur+1,1 Ur+1,2 · · · Ur+1,s

Ur+2,1 Ur+2,2 · · · Ur+2,s

. . . . . . . . . . . . . . . . . . . . . . . . . . .

Ut1 Ut2 · · · Uts


.

Using the equations in ( 3.1), we can rewrite (α1, . . . , αs) = (z1, . . . , zt) ·M as

(α1, . . . , αs) = (z1, . . . , zr) · (A ·B + C).
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Set N = (Vlm)r×s = A · B + C. Then the ring extension of R to R′ can be obtained by

extending twice: R → R1 = R[Uij |i > r] → R′ = R1[Vpq]. The first extension R → R1 gives

the morphism g : SpecR1 = S × A(t−r)×s → S. Let P = g−1(X) = X × A(t−r)×s defined by

IR1 which is the complete intersection generated by the regular sequence (z1, . . . , zr) in R1.

Restricting g to P , we get a projection g : P → X. In the second extension, R1 → R′, we see

that Z can be viewed as an intersection divisor of an s-generic residual intersection of P with

morphism π′ : Z → P .

Since Z is a generic intersection divisor of X, the fibers of the morphism π : Z → X are local

complete intersections with rational singularities and they are log canonical. So the morphism

π : Z → X provides us a flat family of log canonical singularities, to which results of the

previous section can be applied.

Proposition 3.2.3. Let S = SpecR be a regular affine scheme and X be a subscheme defined by

an ideal I = (z1, . . . , zt) with codimension r in S. Construct a generic linkage J of I as follows:

let M = (Uij)t×r, R′ = R[Uij ], α = (α1, . . . , αr) = (z1, . . . , zt) ·M , and J = [α : IR′]. Let

Z be a subscheme of SpecR′ defined by the ideal J + IR′ and consider the natural morphism

π : Z → X. If X is local complete intersection log canonical, then Z is also local complete

intersection log canonical.
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Proof. Choose any point p ∈ X. By the assumption, Ip is generated by a regular sequence with

length l ≥ r. By Proposition 3.2.2, there is an affine neighborhood of p, over which we can

factor π : Z → X as follows

Z

π
��

π′

  @
@@

@@
@@

@

X Pg
oo

such that P ∼= X×A(t−l)×r, which is defined by a regular sequence of length l in S×A(t−l)×r, and

Z is an intersection divisor of a r-generic residual intersection of P . There are two possibilities

as follows.

If l = r, then by Lemma 3.2.1 (3), π′ : Z → P is a flat morphism whose fibers are locally

complete intersection log canonical. Now by Proposition 3.1.4 and Theorem 3.1.2 we obtain

that Z is local complete intersection log canonical.

If l > r, then by Lemma 3.2.1 (1), Z ∼= P × Al×r. Using Proposition 3.1.4, we have that Z

is local complete intersection log canonical.

We have passed the singularities from X to Z in above proposition. As we mentioned in

the Introduction, we need to understand the generators of Z. Since Z is defined by J + IR′,

basically, we need to know the generators of the generic linkage J . The method we will use

here is quite standard in (3) and we shall be brief.

Lemma 3.2.4. Let X ⊂ Pn be a equidimensional Gorenstein subscheme with log canonical

singularities. Then regωX = dimX + 1, where ωX is the canonical sheaf of X.
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Proof. By assumption, ωX is a direct sum of the canonical sheaves of each irreducible component

of X. We may assume that X is irreducible. Since X is log canonical, Kodaira vanishing

holds for X (26, Corollary 1.3), i.e., H i(X,ωX(k)) = 0, for all k > 0 and i > 0. Note that

HdimX(X,ωX) ̸= 0. Then we see regωX = dimX + 1.

Proposition 3.2.5. Let X ⊂ Pn be a equidimensional Gorenstein subscheme with log canonical

singularities and codimension r. Assume that Y ⊂ Pn is direct linked with X by forms of degrees

d1, . . . , dr. Denote by J the defining ideal of Y and write σ =
∑r

i=1(di − 1). Then J = (J)≤σ.

Proof. Let I ⊂ R = k[x0, . . . , xn] be the defining ideal of X and d = dimR/I. Let b = I ∩ J be

generated by forms in degrees d1, . . . , dr and ω be the canonical module of R/I. If d = 2, i.e.,

X is a nonsingular curve, then (ω)≤d = ω by (3, Proposition 1.1). If d > 2, i.e., dimX > 1,

then regω = regωX = d by Lemma 3.2.4 and therefore we have (ω)≤d = ω.

Observe that J/b = HomR(R/I,R/b) = ExtrR(R/I,R)[−d1 − · · · − dr] = ω[d − σ]. Hence

(J/b)≤σ = (ω[d− σ])≤σ = (ω)≤d[d− σ] = ω[d− σ]. From the diagram

0 −−−−→ (b)≤σ −−−−→ (J)≤σ −−−−→ (J/b)≤σ −−−−→ 0∥∥∥ y ∥∥∥
0 −−−−→ b −−−−→ J −−−−→ J/b −−−−→ 0,

we see (J)≤σ = J .

3.3 Proof of the main theorem

Applying the results we have established, we are able to give a bound for the Castelnuovo-

Mumford regularity of a homogenous ideal which defines a local complete intersection log canon-

ical scheme. This partially generalizes the work of Chardin and Ulrich (3) and gives a new
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geometric condition under which a reasonable bound can be obtained. For the convenience of

the reader, we follow the construction from (3) and keep the same notations.

Proposition 3.3.1. Let R = k[x0, . . . , xn] and I ⊂ R be a homogeneous ideal of codimension

r generated by forms f1, . . . , ft of degrees d1 ≥ d2 ≥ · · · ≥ dt ≥ 1. Let

aij =
∑

|µ|=dj−di

Uijµx
µ, for r + 1 ≤ i ≤ t, 1 ≤ j ≤ r,

where Uijµ are variables. Denote A = (aij), K = k(Uijµ), R
′ = R⊗k K and define

(α1, . . . , αr) = (f1, . . . , ft)

(
Ir×r

A

)
,

J = [(α1, . . . , αr)R
′ : IR′]. Assume that X = ProjR/I is local complete intersection log

canonical. Then Z = ProjR′/IR′ + J is local complete intersection log canonical.

Proof. Reduce the question to standard affine covers of Pn
k . Without loss of generality, we focus

on one affine cover U = SpecR(x0), where R(x0) means the degree zero part of the homogeneous

localization of R with respect to x0, which is canonically isomorphic to k[x1/x0, . . . , xn/x0]. Set

V = π−1(U), where π is the natural morphism π : Pn
K → Pn

k . Note that V = SpecR′
(x0)

. For

simplicity, we reset our notations as follows. Replace R by R(x0), R
′ by R′

(x0)
, fi by fi/x

di
0 , and

I by I(x0). Then on the affine open set U , X is generated by I = (f1, . . . , ft) in R. We redefine

elements of the matrix A by setting aij =
∑

Uijµx
µ/x

|µ|
0 . We can see that on V , Z is defined

by the ideal J + IR′, where J = [α : IR′] and α = (α1, . . . , αr) is defined by the equations in

the assumption. Note that aij ’s now become variables over R and therefore A is a matrix of

variables over R. We restrict to this affine case in the following proof.
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Consider ring extensions R[aij ] → R[Uijµ] → R′ = R ⊗k K. The first one is given by

adjoining variables. The second one is the localization of R[Uijµ] by the multiplicative set

W = k[Uijµ] \ {0}. They give morphisms ϕ1 and ϕ2 respectively:

SpecR′ ϕ2−−−−→ SpecR[Uijµ]
ϕ1−−−−→ SpecR[aij ].

In R[aij ], set J1 = [α : IR[aij ]] and define a subscheme Z1 = SpecR[aij ]/(J1 + IR[aij ]), so

that Z = (ϕ0 ◦ ϕ1)
−1(Z1). To show Z has the desired singularities, we just need to show Z1

has the desired singularities. This is because ϕ1 is smooth and it passes singularities from Z1

to ϕ−1
1 (Z1) by Proposition 3.1.4. Our singularities are preserved by localization and so ϕ2 will

continue passing singularities from ϕ−1
1 (Z1) to Z. Hence all we need is to prove the proposition

for Z1 in SpecR[aij ].

To this end, we introduce a new matrix of variables B = (blm)r×r and set

C =

(
B

A ·B

)
= (cuv)t×s,

which is also a matrix of variables over R. In the ring R[cuv], we construct an intersection

divisor Z ′ of X as follows: let α′ = (α′
1, . . . , α

′
r) = (f1, . . . , ft) ·C, J ′ = (α′ : IR[cuv]) and define

Z ′ = SpecR[cuv]/(J
′ + IR[cuv]). Then consider the diagram

SpecR[aij ]
q←−−−− SpecR[aij ]⊗k k(blm)y yp

SpecR ←−−−− SpecR[cuv]
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where q is induced by the base field extension R[aij ] → R[aij ] ⊗k k(blm), and p is induced by

R[cuv]→ R[aij ]⊗k k(blm), which is the localization of R[cuv] with respect to the multiplicative

set k[blm] \ {0}. We note that p−1(Z ′) = q−1(Z1) = Z1 ⊗k k(blm). By Proposition 3.2.3,

Z ′ is local complete intersection log canonical. Since p is induced by localization, we obtain

that p−1(Z ′) is also local complete intersection log canonical. Finally because q is the base

field change of Z1 from k to k(blm), it is easy to see that Z1 is local complete intersection log

canonical if and only if q−1(Z1) = Z1 ⊗k k(blm) is local complete intersection log canonical.

This proves the proposition.

Theorem 3.3.2. Let R = k[x0, . . . , xn] and I = (f1, . . . , ft) be a homogeneous ideal, not a

complete intersection, generated in degrees d1 ≥ d2 ≥ · · · ≥ dt ≥ 1 of codimension r. Assume

that X = ProjR/I is local complete intersection log canonical and dimX ≥ 1. Then

regR/I ≤ (dimX + 2)!

2
(

r∑
i=1

di − r − 1),

unless R = k[x0, x1, x2] and I = lH with l a linear form and H a complete intersection of 3

forms of degree d1 − 1, in which case regR/I = 3d1 − 5.

Proof. We construct R′, α = (α1, . . . , αr), J and Z as in Proposition 3.3.1 and write σ =
r∑

i=1

(di − 1) and d = dimR/I.

By the assumption that I is not a complete intersection, we may assume that d2 ≥ 2.

Also we note that if σ = 1, then ht I = 1 and there is a linear form l and a homogeneous
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ideal H such that fi = lhi and H = (h1, . . . , ht), where hi are all linear forms, so we get

regR/I = regR/(l) + regR/H = 0. Then we may assume in the following proof that σ ≥ 2.

We consider the codimension r in two cases.

Case of r ≥ 2. We proceed by induction on d. For d = 2, we have n ≥ 3. Applying (3,

Proposition 2.2), we have regR/I ≤ (dimX + 2)!

2
(σ − 1).

Assume that d ≥ 3. Let X ′ = ProjR′/IR′ which is local complete intersection log canonical.

Let (IR′)top be the unmixed part of IR′; it defines an equidimensional subscheme X ′top which

is local complete intersection log canonical and J is directly linked with (IR′)top by α. By

Proposition 3.2.5, J = (J)σ. Set Z
′ = ProjR′/(IR′)top+(J)σ which is a Cartier divisor onX ′top,

then in the ring R′/(IR′)top, J is generated by d forms β1, . . . , βd of degrees at most σ, which

give forms β1, . . . , βd in J of degrees at most σ such that Z ′ = ProjR′/(IR′)top + (β1, . . . , βd),

and therefore we obtain Z = ProjR′/IR′ + (β1, . . . , βd). Let J ′ = (α1, . . . , αr, β1, . . . , βd). We

have an exact sequence

0→ R′/IR′ ∩ J ′ → R′/IR′ ⊕R′/J ′ → R′/IR′ + J ′ → 0.

From this, we get

regR/I = regR′/IR′ ≤ max{reg(R′/IR′ ∩ J ′), reg(R′/IR′ + J ′)}.

Since IR′ ∩ J ′ = (α1, . . . , αr) is a complete intersection, reg(R′/IR′ ∩ J ′) = σ. We just need to

bound reg(R′/IR′ + J ′). Note that IR′ + J ′ = (f1, . . . , ft, β1, . . . , βd) and ht(IR′ + J ′) = r+1.

By assumption of d1 ≥ 2, we have σ ≥ dr+1.
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If IR′+J ′ is a complete intersection, then some r+1 generators will be a regular sequence.

Assume that fi1 , . . . , fip , βj1 , . . . , βjq are such generators where p+ q = r + 1. Then

regR′/IR′ + J ′ =

p∑
η=1

(deg fiη − 1) +

q∑
µ=1

(deg βiµ − 1).

If p ≤ r, then we can get regR′/IR′+J ′ ≤ σ+d(σ−1) ≤ (d+ 1)!

2
(σ−1). Otherwise p = r+1,

then we still have regR′/IR′ + J ′ ≤ σ + σ − 1 ≤ (d+ 1)!

2
(σ − 1).

If IR′ + J ′ is not a complete intersection, then let fi1 , . . . , fip , βj1 , . . . , βjq be r + 1 highest

degree generators. By Proposition 3.3.1, Z = ProjR′/IR′ + J ′ is local complete intersection

log canonical, then we use induction for IR′ + J ′ to get

regR′/IR′ + J ′ ≤ d!

2
(

p∑
η=1

(deg fiη − 1) +

q∑
µ=1

(deg βiµ − 1)− 1).

If p ≤ r, then the left part of the equality is ≤ d!

2
(σ + d(σ − 1) − 1) ≤ (d+ 1)!

2
(σ − 1). If

p = r + 1, then the left part is ≤ d!

2
(σ + dr+1 − 1− 1) ≤ d!

2
(σ + σ − 1− 1) ≤ (d+ 1)!

2
(σ − 1).

Hence we still obtain regR′/IR′ + J ′ ≤ (d+ 1)!

2
(σ − 1). This proves the result for r ≥ 2.

Case of r = 1. There is an homogeneous form l and an homogeneous ideal H such that

fi = lhi, I = lH and H = (h1, . . . , ht) = [I : l]. Since X is a local complete intersection and

normal, htH ≥ n. Also by assumption of d ≥ 2 we have n ≥ 2. We consider the following two

cases for n.

n = 2, then R = k[x0, x1, x2], ht I = 1. Applying (3, Proposition 2.2), we get regR/I ≤

3(σ− 1), unless R = k[x0, x1, x2], l is a linear form and H a complete intersection of 3 forms of

degree d1 − 1, in which case regR/I = 3d1 − 5.

n ≥ 3, then d = n. We first note that we have the inequality
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deg l +
n+1∑
i=1

(deg hi − 1) ≤ (n+ 1)!

2
(σ − 1).

If htH = n+ 1, then dimR/H = 0, and thus we have regR/H ≤
n+1∑
i=1

(deg hi − 1), from which

we get regR/I = regR/(l) + regR/H ≤ (n+ 1)!

2
(σ − 1). If htH = n and H is a complete

intersection, it is easy to see regR/I ≤ (n+ 1)!

2
(σ − 1). If htH = n and H is not a complete

intersection, then by (3, Proposition 2.1.), regR/H ≤
n+1∑
i=1

(deg hi − 1). So we still obtain

regR/I ≤ (n+ 1)!

2
(σ − 1).

Remark 3.3.3. It is well known that if I is a complete intersection, then regR/I ≤ σ. Including

the situation of a complete intersection in the theorem above, we get Theorem 1.1 in the

Introduction.



CHAPTER 4

VANISHING THEOREMS FOR IDEAL SHEAVES

In this chapter we study the cohomology groups of the ideal sheaf of a subvariety of a projective

space. The vanishing of these groups usually leads to a regularity bound for the variety. The

establishment of some appropriate vanishing theorems is one of the most efficient ways to obtain

regularity bounds.

As we mentioned in the previous chapter, in (2) Bertram, Ein and Lazarsfeld established

a vanishing theorem for powers of an ideal sheaf, which initiated the study of the regularity

bounds in its current form, as far as we know. The theorem says that if I defines a nonsingular

subvariety X of codimension e in Pn cut out scheme-theoretically by hypersurfaces of degrees

d1 ≥ d2 · · · ≥ dt, then H i(Pn,I p(k)) = 0 for i > 0 and k ≥ pd1 + d2 + · · ·+ de − n. From this

theorem we immediately obtain the regularity bound regI p ≤ pd1 + d2 + · · ·+ de − e+ 1.

In 2008 deFernex and Ein (4) established a similar vanishing theorem for an ideal sheaf

without considering powers, i.e., the case of p = 1 as above. By assuming that the pair (Pn; eX)

is log canonical, they followed a novel approach based on results on log canonical singularities

and multiplier ideal sheaves, which offered a new insight into the regularity problem of varieties.

Comparing to Bertram-Ein-Lazarsfeld theorem, and motivated by deFernex-Ein theorem,

in this chapter we will establish a vanishing theorem in Theorem 4.2.2 for powers of the ideal

sheaf defining a local complete intersection subvariety with log canonical singularities.
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Mainly following the approach of deFernex and Ein in (4), we construct a formal sum

Z = (1 − δ)B + δeV + (p − 1)V , for 0 < δ ≪ 1 and p ≥ 1, where B is the base scheme of

some linear series. Then in a neighborhood of V , the associated multiplier ideal sheaf J(X,Z)

is equal to I p. This gives us a chance to apply Nadel’s vanishing theorem to the multiplier

ideal sheaf J(X,Z), from which we are able to deduce the vanishing theorem of I p.

Having the above vanishing theorem in hand and applying it to a subvariety of Pn, we

obtain a regularity bound for the powers of an ideal sheaf in terms of its generating degrees as

in Corollary 4.2.3.

4.1 Multiplier ideal sheaves

In this section, we briefly review the definition of multiplier ideal sheaves and give some

quick applications to the problem of bounding regularity. We follow the terminologies on log

canonical singularity defined in the beginning of Section 3.1, and the approach in (27), mainly

Chapter 9, to the theory of multiplier ideal sheaves.

Consider a pair (X,Z), where X is a normal, Q-Gorenstein variety and Z is a formal finite

sum Z =
∑

j qjZj of proper closed subschemes Zj of X with nonnegative rational coefficients

qj .

Definition 4.1.1. Let X be a nonsingular variety and let f : X ′ → X be a log resolution of

the pair (X,Z). We define the multiplier ideal sheaf J(X,Z) associated to (X,Z) as J(X,Z) =

f∗OX′(KX′/X − ⌊
∑

qjf
−1(Zj)⌋) ⊆ OX .

Notation 4.1.2. If X is clear from the context, then we also write the multiplier ideal sheaf

J(X,Z) simply as J(Z).
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In the definition above the symbol ⌊
∑

qjf
−1(Zj)⌋ means the round-down or integer part

of the Q-divisor
∑

qjf
−1(Zj). Notice that since X is nonsingular we see that the pushforward

of the relative canonical divisor OX′(KX′/X) is trivial (27, Lemma 9.2.19.) and therefore the

coherent sheaf J(X,Z) is an ideal sheaf. Also the definition of the multiplier ideal sheaf J(X,Z)

is independent on the choice of the log resolution f , cf. (27, Section 9.2.).

In order to use multiplier ideal sheaves in the study of the regularity problem of an ideal

sheaf , in most case we need to construct an appropriated multiplier ideal sheaf such that it at

least locally equals to the ideal sheaf we considered. In fact, there is a more general question to

ask when an ideal sheaf is a multiplier ideal sheaf. We shall prove some results in this direction.

For nonsingular varieties it is easy to prove the following result by blowing-up along non-

singular subvarieties.

Proposition 4.1.3. Let X be a nonsingular variety and V ⊂ X be a nonsingular subvariety

of codimension e defined by IV . Then we have J(cV ) = OX if c < e, and J(cV ) = I
[c]−e+1
V if

c ≥ e. In particular, J(eV ) = IV .

Proposition 4.1.4. Let X be a nonsingular variety and V ⊂ X be a subscheme of codimension

e defined by IV . Then IV ⊆ J(eV ) if and only if J((e− 1)V ) is trivial.

Proof. If e = 1, then J((e − 1)V ) = OX is trivial and the result is obvious. In the sequel, we

assume that codimension e > 1.

We prove ”only if” part first, i.e., assume that IV ⊆ J(eV ). Take a log resolution µ :

X ′ → X of the pair (X,V ). It is enough to show that for any prime divisor E on X ′, we

have the inequality ordEKX′/X − e · ordEIV ≥ −ordEIV . This is a local question. Let η be
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the generic point of E such that µ(η) = p ∈ X. Then for any local equation f ∈ IV,p, since

IV ⊆ J(eV ), we have locally, (i.e., around η), div(f) +KX′/X − e · µ−1(V ) ≥ 0. This implies

ordEKX′/X − e · ordEIV ≥ −ordEf , and therefore ordEKX′/X − e · ordEIV ≥ −ordEIV .

Next we prove ”if” part by assuming J((e − 1)V ) is trivial. Still take a log resolution

µ : X ′ → X for (X,V ). Then it enough to show for any prime divisor E on X ′ we have

inequality ordE(KX′/X)− ordEI e
V ≥ −ordEIV , that is ordE(KX′/X)− (e− 1)ordEIV ≥ 0.

Note that e > 1, every divisor in KX′/X− (e−1)µ−1(V ) is exceptional. By assumption that

J((e− 1) · V ) = µ∗OX′(KX′/X − (e− 1)µ−1(V )) = OX , we see that KX′/X − (e− 1)µ−1(V ) is

effective and then KX′/X − (e− 1)µ−1(V ) ≥ 0, which proves the result.

The proof above also leads to the following corollary, which gives a slightly more general

result.

Corollary 4.1.5. Let X be a nonsingular variety and V ⊂ X be a subscheme of codimension

e > 1 defined by IV . Then for any integer a > 0, IV ⊆ J(a · V ) if and only if J((a− 1) · V ) is

trivial.

Lemma 4.1.6. Let X be a nonsingular variety and V ⊂ X be a reduced equidimensional

subscheme of codimension e defined by IV . Then J(e · V ) ⊆ IV .

Proof. Let IV = ∩IVi be a primary decomposition of IV such that each IVi defines a com-

ponent Vi of V with the generic point ηi. By assumption, V is generic smooth, and therefore

for each ηi, there is an open set U such that IV |U = IVi |U and V is nonsingular on U . By
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Proposition 4.1.3 we have J(e · V )|U = IVi |U which means J(e · V )ηi = IVi,ηi . Then we obtain

the inclusion J(e · V ) ⊆ IVi since IVi is primary. Hence we get J(e · V ) ⊆ IV .

Theorem 4.1.7. Let X be a nonsingular variety and V ⊂ X be a reduced equidimensional

subscheme of codimension e defined by IV of codimension e. Then J(e · V ) = IV if and only

if J((e− 1) · V ) is trivial.

Proof. By Lemma 4.1.6 we always have J(e ·V ) ⊆ IV . Thus we just need to show IV ⊆ J(e ·V )

if and only if J((e− 1) · V ) which follows from Proposition 4.1.4.

From Lemma 4.1.9 we immediately have the following corollary.

Corollary 4.1.8. Let X be a nonsingular variety and V ⊂ X be a reduced equidimensional

subscheme of codimension e defined by IV . Assume that the pair (X, e · V ) is log canonical,

then J(e · V ) = IV .

Lemma 4.1.9. Let X be a nonsingular variety and V ⊂ X be a subscheme of codimension e.

Assume that the pair (X, e · V ) is log canonical, then J((e− 1) · V ) is trivial.

Proof. If e = 1, then there is nothing to prove. Assume that e > 1. Take a log resolution

µ : X ′ → X of the pair (X, e ·V ). For any prime divisor E over X on X ′, we have the inequality

ordE(KX′/X) − ordEI e
V ≥ −1 since (X, e · V ) is log canonical. Then it is easy to see that

if ordEIV = 0, then ordE(KX′/X) ≥ 0 = −ordEIV . If ordEIV ̸= 0 then ordE(KX′/X) −

ordEI e
V ≥ −1 ≥ −ordEIV . So in any case we have ordE(KX′/X) − ordEI e

V ≥ −ordEIV

which implies that ordE(KX′/X)− ordEI
(e−1)
V is effective and gives the result.
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There is an important vanishing theorem, which is usually called Nadel’s vanishing theorem

and is a variant of Kawamata-Viehweg vanishing theorem in the context of multiplier ideal

sheaves. Many applications of multiplier ideal sheaves in regularity problems will depend on

this theorem. For the proof of the theorem see (27, Section 9.4.B.) for details.

Theorem 4.1.10. Suppose that X is a nonsingular projective variety in the pair (X,Z). Let

Lj and A be Cartier divisors on X such that IZj ⊗ Lj is globally generated for each j and

A−
∑

qjLj is big and nef. Then

H i(X,ωX ⊗A⊗ J(X,Z)) = 0 for i > 0,

where ωX is the canonical sheaf of X.

Directly applying this theorem we can immediately get regularity bounds for multiplier ideal

sheaves.

Corollary 4.1.11. Let V ⊂ Pn be a subscheme defined by IV of codimension e. Assume that

IV (d) is globally generated for some d > 0. Then for any positive number a, we have

H i(Pn, J(a · V )(k + ad− n)) = 0 for i > 0, k ≥ 0.

In particular reg J(a · V ) ≤ ad− e+ 1.

Proof. Use Theorem 4.1.10 in the following form: let X be a nonsingular projective variety and

V ⊂ X be a subscheme defined by IV . If for an integer a > 0 there is a line bundle L and A

such that L⊗IV is globally generated and A⊗ L⊗a is nef and big. Then we have

H i(X,ωX ⊗A⊗ J(a · V )) = 0, for all i > 0.
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Now applying it to the situation that X = Pn, L = OPn(1) and A = OPn(1) we obtain the

result.

Corollary 4.1.12. Let V ⊂ Pn be a reduced equidimensional subscheme of codimension e

defined by IV and assume that the pair (Pn, eV ) is log canonical. Suppose that IV (d) is

globally generated for some d > 0. Then one has regIV ≤ ed− e+ 1.

Proof. Applying Corollary 4.1.11 to the multiplier ideal sheaf J(e ·V ) and noticing the equality

J(e · V ) = I by Corollary 4.1.8 we obtain the result.

Keep the notations as in above corollary, we can allow the pair (Pn, e · V ) has isolated non

log canonical points. Specifically we define Nlc(Pn, e · V ) to be a closed subset of Pn such that

Nlc(Pn, V ) = {p ∈ Pn|mld(p;Pn, e · V ) < 0},

i.e., the closed set containing the points where the pair (Pn, e ·V ) fails to be log canonical. Since

Pn is nonsingular the set Nlc(Pn, e · V ) must be a closed subset of V . In particular if the pair

(Pn, e · V ) is log canonical then Nlc(Pn, e · V ) is empty and we set dimNlc(Pn, e · V ) = −1.

Corollary 4.1.13. Let V ⊂ Pn be a reduced equidimensional subscheme of codimension e

defined by IV and assume that the pair (Pn, e · V ) is log canonical outside Nlc(Pn, e · V ).

Suppose that IV (d) is globally generated for some d > 0 and dimNlc(Pn, e · V ) ≤ 0. Then one

has regIV ≤ ed− e+ 1.

Proof. Using a short exact sequence 0 → J(e · V ) → IV → Q → 0 where the inclusion

J(e ·V ) ⊆ IV is from Lemma 4.1.6 and Q is the quotient. Since Nlc(Pn, e ·V ) and by Corollary
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4.1.8 we see dimSuppQ ≤ 0 and then apply Theorem 4.1.10 to deduce H i(Pn,IV (k)) = 0 for

i > 0, k > ed− n, from which the result follows.

4.2 Vanishing theorems

In this section, we prove our main vanishing theorem for the powers of an ideal sheaf. We

basically follow the idea of Ein and deFernex (4). The crucial point is to construct appropriated

multiplier ideal sheaves locally equal to the powers of the ideal sheaf.

Lemma 4.2.1. Let X be a nonsingular projective variety and V ⊂ X be a local complete

interesection subvariety of codimension e. Suppose that V is scheme-theoretically given by

V = H1 ∩ · · · ∩Ht, for some Hi ∈ |L⊗di |, where L is a globally generated line bundle on X and

d1 ≥ · · · ≥ dt. Then V is log canonical if and only if the pair (X, eV ) is log canonical.

Proof. Using (4, Proposition 3.1.) we see that for any point p ∈ X there are sufficiently general

divisors Di ∈ |L⊗di ⊗ IV |, for i = 1, . . . , e, such that mld(p;X, eV ) = mld(p;X,D1 + · · · +

De). Then applying (4, Proposition 3.5.) we see that mld(p;V, 0) = mld(p;X,D1 + · · · +

De) since by assumption V is a local complete intersection. Thus for any point p ∈ X, we

have mld(p;X, eV ) = mld(p;V, 0). V is log canonical if and only if the pair (X, eV ) is log

canonical.

Theorem 4.2.2. Let X be a nonsingular projective variety and V ⊂ X be a local complete

intersection subvariety with log canonical singularities. Suppose that V is scheme-theoretically

given by V = H1 ∩ · · · ∩Ht, for some Hi ∈ |L⊗di |, where L is a globally generated line bundle

on X and d1 ≥ · · · ≥ dt. Set e = codimX V , then we have
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H i(X,ωX ⊗ L⊗k ⊗A⊗I p
V ) = 0, for i > 0, k ≥ pd1 + d2 + · · ·+ de,

where p ≥ 1 and A is a nef and big line bundle on X.

Proof. First note that by the assumption of V being a local complete intersection, V is log

canonical if and only if the pair (X, eV ) is log canonical from Lemma 4.2.1.

Consider the base locus subscheme B ⊂ X of the linear series |L⊗(d1+···+de) ⊗ I e
V |. For

each p ∈ V using (4, Corollary 3.5 or Proposition 3.1), we see that there is a divisor D ∈

|L⊗(d1+···+de)⊗I e
V | such that (X,D) is log canonical at p. This implies that the pair (X,B) is

also log canonical at p and therefore is log canonical in a neighborhood of V .

Take a log resolution µ : X ′ → X of B and V such that the scheme-theoretical inverse

images µ−1(B) and µ−1(V ) and the exceptional locus of µ are divisors with simple normal

crossing supports. Then µ factors through the blowing-up of X along V . Let F be the unique

exceptional divisor onX ′ dominating V and coming from this blowing-up. We have the following

two observations: (1) for any divisor E on X ′, we have ValE B ≥ eValE V , since IB ⊆ I e
V by

the definition of B; (2) in particular, for the divisor F , we have ValF B = eValF V = e.

Now, for 0 < δ ≪ 1, we construct a formal sum

Z = (1− δ)B + δeV + (p− 1)V, for p ≥ 1,

and associate to Z the multiplier ideal sheaf J(X,Z). We compare J(X,Z) with I p
V locally

around V . For this, let U be a neighborhood of V such that all prime divisors in

KX′/X − (1− δ)µ−1(B) + δeµ−1(V ) + (p− 1)µ−1(V )
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over U have centers intersecting V and the pair (X,B) is log canonical in U . Picking a such

prime divisor E on X ′, there are two possibilities for its center.

First assume that CX(E) ⊆ V . Then ValE V ≥ 1. Since the pair (X,B) is log canonical

around V , we have ValE B − ordEKX′/X ≤ 1, and therefore ValE B − ordEKX′/X ≤ ValE V .

Thus

ValE((1− δ)B + δeV + (p− 1)V )− ordEKX′/X

≤ ValE B − ordEKX′/X +ValE(p− 1)V

≤ ValE pV.

Then we have ordEKX′/X −ValE Z ≥ −ValE I p
V .

Second assume that CX(E) ∩ V is not empty but CX(E) * V . Then ValE V = 0. We see

that

ValE((1− δ)B + δeV + (p− 1)V )− ordEKX′/X

= ValE((1− δ)B)− ordEKX′/X < 1.

The last inequality is because the pair (X,B) is log canonical in U and therefore the pair

(X, (1− δ)B) is Kawamata log terminal in U . Hence we obtain ordEKX′/X −ValE Z > −1.

Combining above two possibilities, we obtain that for any divisor E over U ,

ordEKX′/X − ⌊ValE Z⌋ ≥ −ValE I p
V .
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This implies that on U , we have the inclusion I p
V |U ⊆ J(X,Z)|U .

Next we prove globally on X, J(X,Z) ⊆ I p
V . From the definition of multiplier ideal sheaves

and the fact that IB ⊆ I e
V , we have J(X,Z) ⊆ J(X, eV + (p− 1)V ).

Let η be the generic point of V . Take a neighborhood U ′ of η in X such that V |U ′ is

nonsingular. The blowing-up of U ′ along V |U ′ gives a log resolution of U ′ and V |U ′ . Computing

J(X, eV + (p− 1)V ) on this blowing-up, we see that at the point η,

J(X, eV + (p− 1)V )η = I p
V,η.

Thus globally on X, J(X, eV + (p − 1)V ) ⊆ I <p>
V . Since V is a local complete intersection,

I p
V = I <p>

V and therefore on X, we have J(X,Z) ⊆ I p
V .

From above, in the open neighborhood U of V , we have the equality J(X,Z)|U = I p
V |U and

therefore J(X,Z) = I p
V ∩IW for some subscheme W of X disjoint from V .

Applying Nadel’s vanishing theorem to J(X,Z) = I p
V ∩IW and using (4, Lemma 4.3.), we

have the vanishing

H i(X,ωX ⊗ L⊗k ⊗A⊗I p
V ) = 0, for i > 0, k ≥ pd1 + d2 + · · ·+ de,

where p ≥ 1 and A is a nef and big line bundle on X.

Corollary 4.2.3. Let V ⊂ Pn be a subvariety of codimension e such that V is a local complete

intersection with log canonical singularities. Assume that V is cut out scheme-theoretically by

hypersurfaces of degrees d1 ≥ · · · ≥ dt. Then H i(Pn,I p
V (k)) = 0, for i > 0, k ≥ pd1 + d2 +

· · ·+ de − n. In particular, one has regI p ≤ pd1 + d2 + · · ·+ de − e+ 1.
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4.3 Application to Multi-regularity

In this section we apply the results from previous sections to the study of multi-regularity on

biprojective spaces, a variant of the notion of regularity on projective spaces. In (28), authors

gave a general definition of multigraded regularity of coherent sheaf on toric varieties. Here, we

only consider the special case of biprojective space.

Definition 4.3.1. Let F be a coherent sheaf on a biprojective space Y = Pa × Pb. We say

that F is m = (m1,m2)-regular if H
i(Y,F (m1 − u,m2 − v)) = 0 for all i > 0 and u + v = i,

(u, v) ∈ N2 (we assume 0 ∈ N).

Denote by regF the set of the pair m such that F is m-regular. An important property

of this biregualrity is that if F is m-regular, then it is m+ N2-regular.

We are interested in the multigraded regularity of ideal sheaves of subschemes in biprojective

spaces. The following version of Nadel vanishing theorem can be easily deduced from Theorem

4.1.10.

Proposition 4.3.2. Let X be a nonsingular projective variety over and L1 and L2 be globally

generated line bundles on X. Assume that V ⊂ X is a subscheme of codimension e defined by

IV such that IV ⊗ Lc
1 ⊗ Ld

2 is globally generated for some positive integer c and d. If there is

a line bundle A such that A⊗ Lec
1 ⊗ Led

2 is nef and big. Then

H i(X,ωX ⊗A⊗ Lk1
1 ⊗ Lk2

2 ⊗ J(e · V )) = 0,

for all i > 0 and all k1 ≥ 0, k2 ≥ 0.
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Applying this vanishing theorem to the case of biprojective space we obtain multigraded

regularity of multiplier ideal sheaf J(e · V ). Under the condition that the pair (X, e · V ) is log

canonical, we can compare IV to the multiplier ideal sheaf and therefore have a chance to get

its multigraded regularity.

Lemma 4.3.3. Let V ⊂ X = Pm × Pn be a subscheme of dimension r. Then for any pair

(p, q) ∈ N2, one has H i(X,IV (p − u, q − v)) = 0, for all i ≥ r + 2 and all (u, v) ∈ N2 with

u+ v = i.

Proof. Since OX is (0, 0)-regular, it is (p, q)-regular if (p, q) ∈ N2. So we have H i(X,OX(p −

u, q − v)) = 0, for all i > 0 and all (u, v) ∈ N2 with u+ v = i.

Considering the short exact sequence

0→ IV (p− u, q − v)→ OX(p− u, q − v)→ OV (p− u, q − v)→ 0,

it is easy to get the result.

Corollary 4.3.4. Let X = Pm × Pn and V ⊂ X be a subscheme with codimension e defined

by IV such that IV (c, d) is globally generated for some nonnegative integers c and d. Assume

that V is equidimensional without embedded components and the pair (X, e ·V ) is log canonical,

then IV is (ec− e+ n+ 1, ed− e+m+ 1)-regular.

Next we consider the case that a subvariety of Pm×Pn is cut out by given bidegree equations.

We say two pairs of integers (a, b) ≥ (c, d) if and only if a ≥ c and b ≥ d.

Theorem 4.3.5. Let X be a locally complete intersection projective variety with rational sin-

gularities and let V ⊂ X be a pure-dimensional proper subscheme of codimension e with no



43

embedded components. Suppose that V is scheme-theoretically given by V = H1 ∩H2 ∩ · · · ∩Ht

for some divisors Hi ∈ |Li|, where Li’s are line bundles and satisfy the condition that for each

i = 1, ..., t − 1, Li ⊗ L−1
i+1 is generated by global sections and Lt is also generated by global

sections. Assume that the pair (X, e · V ) is log canonical. Then one has

H i(X,ωX ⊗ L⊗A⊗IV ) = 0,

for all i > 0, where A is a nef and big line bundle and L is a line bundle such that L⊗ L−1
1 ⊗

L−1
2 ⊗ · · · ⊗ L−1

e is generated by global sections.

Corollary 4.3.6. Let V ⊂ Pn × Pn be a pure-dimensional proper subscheme of codimension

e with no embedded components. Assume that V is given by equations of bidegree (c1, d1) ≥

(c2, d2) ≥ · · · ≥ (ct, dt) and the pair (Pm × Pn, e · V ) is log canonical. Then the ideal sheaf IV

of V is (
e∑

i=1

ci − e+ 1 + n,
e∑

i=1

di − e+ 1 +m)-regular.

Proof. We use Theorem 4.3.5 directly. Write X = Pm × Pn. Let Li = OX(ci, di) for i =

1, 2, · · · , t and let L = OX(

e∑
i=1

ci + k1,

e∑
i=1

di + k2) for k1 ≥ 0, k2 ≥ 0. Also let A = OX(1, 1) be

a ample line bundle. Notice that ωX = OX(−m − 1,−n − 1), the canonical line bundle of X.

Then we have vanishing H i(X,IV (
e∑

i=1

ci −m + k1,
e∑

i=1

di − n + k2)) = 0 for all i > 0, k1 ≥ 0

and k2 ≥ 0. This implies that for 0 < i ≤ r + 1, and (u, v) ∈ N2 with u + v = i, we have

H i(X,IV (

e∑
i=1

ci −m+ r + 1− u,

e∑
i=1

di − n+ r + 1− v)) = 0. Then plus Lemma 4.3.3 (notice

that (

e∑
i=1

ci −m+ r + 1,

e∑
i=1

di − n+ r + 1) ∈ N2) we obtain the result.
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Remark 4.3.7. If we assume that IV (c, d) is generate by global sections, i.e., V is given by

equations of bidegrees (c1, d1) = (c2, d2) = · · · = (ct, dt) = (c, d), then from Corollary 4.3.6

above we immediately get Corollary 4.3.4.



CHAPTER 5

ASYMPTOTIC REGULARITY OF IDEAL SHEAVES

In this chapter, we study the asymptotic behavior of the Castelnuovo-Mumford regularity of

an ideal sheaf on a projective space. In general it is very difficult to bound the regularity

efficiently in terms of invariants of an ideal, for example, the degrees of generators. However,

if one considers the regularity of sufficiently high powers of the ideal, i.e., the asymptotic

regularity, then the picture seems tractable.

The phenomenon that the asymptotic regularity can be bounded by a linear function was

first observed by Swanson (5) by means of commutative algebra. She showed that for any

homogeneous ideal I, there exist constants d and e such that reg Ip ≤ dp + e for all p ≥ 1.

Later Cutkosky, Herzog and Trung (6) and Kodiyalam (7) established an effective result which

shows that the asymptotic regularity can indeed be a linear function, i.e., for p large enough

reg Ip = dp+e for some constants d and e. A very concrete algebraic meaning of the rate d was

also given in their work. However, the constant e seems mysterious in their theory and very

little is currently known.

Turning to a geometric setting, one considers an ideal sheaf I on the projective space

Pn, and expects to establish a theory in which the asymptotic regularity shall be related to

geometric invariants of the ideal sheaf. The first result in this direction is due to Cutkosky, Ein

and Lazarsfeld (8). They established the equality lim
p→∞

regI p

p
= s, where s is an invariant of I

measuring the local positivity of I (see Section 5.1 for details). Thus the asymptotic regularity

45
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is a linear-like function of the slope s. However, several examples (e.g. (6), (8)) have shown

that s could be an irrational number and therefore regI p is in general far from being a linear

function for p sufficiently large. Thus the best one can hope for is that the asymptotic regularity

is bounded by linear functions or the difference | regI p − sp| is bounded by a constant. This

question was raised by Cutkosky and Kurano in (29) and is the motivation of this chapter.

The main result we establish in this chapter is Theorem 5.2.2 which states that the asymp-

totic regularity of an ideal sheaf is bounded from below and above by linear functions with the

slope as its s-invariant. Starting from this result, we are able to establish asymptotic regularity

bounds for symbolic powers of an ideal sheaf in Theorem 5.3.2.

5.1 The s-invariant of an ideal sheaf

Let I be an ideal sheaf on the projective space Pn. Construct the blowing-up µ : W =

BlI Pn → Pn of Pn along I with the exceptional Cartier divisor E on W such that I ·OW =

OW (−E). Let H be the hyperplane divisor of Pn. Notice that for m sufficiently large mµ∗H−E

is ample on W since OW (−E) is µ-ample. Following (8) we associate I an invariant to measure

its positivity, which is defined as follows.

Definition 5.1.1. The s-invariant of I (with respect to the divisor H) is the positive real

number s(I ) = min{ s | sµ∗H − E is nef }. Here sµ∗H − E is considered as an R-divisor on

W .

In general, on any projective nonsingular variety X with a fixed ample line bundle H we

can define the s-invariant for an ideal sheaf I with respect to H in a similar fashion. However
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if we assume X = Pn then we always assume that the s-invariant is defined with respect to the

hyperplane divisor. Usually the general case will follow easily from the case of X = Pn.

Another important invariant associated to I is d(I ), the minimal number such that I (d)

is generated by its global sections. There is a fundamental inequality of s-invariant s(I ) and

d(I ) as follows.

Proposition 5.1.2 ((8, Lemma 1.4.)). One has the inequality s(I ) ≤ d(I ). More generally,

s(I ) ≤ d(I p)

p
for every integer p ≥ 1.

The following proposition plays an essential role in the approach of using blowing-up to study

asymptotic regularity. It shows that the sufficiently high powers of an ideal sheaf actually equal

the pushfoward the multiples of the exceptional divisor on the blowing-up.

Proposition 5.1.3 ((8, Lemma 3.3.)). Let I ⊂ OX be an ideal sheaf on a nonsingular pro-

jective variety X, and µ : W = BlI (X)→ X the blowing-up of I , with exceptional divisor E.

There exists an integer p0 > 0 with the property that if p ≥ p0, then µ∗(OW (−pE)) = I p, and

for any divisor D on X, H i(X,I p(D)) = H i(W,OW (µ∗D − pE)) for all i ≥ 0.

5.2 The asymptotic regularity of an ideal sheaf

We prove our main result of this chapter that the asymptotic regularity is bounded by linear

functions. We follow the approach in (8) by using the following Fujita’s vanishing theorem on

the blowing-up of an ideal sheaf.
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Theorem 5.2.1 ((19, Theorem 1.4.35.)). Let V be a projective variety. Fix A an ample divisor

and F a coherent sheaf. There is a number m0 = m0(A,F ) such that for any nef divisor B,

H i(V,F (mA+B)) = 0, for i > 0,m ≥ m0.

Notice that the crucial point in above theorem is that the number m0 only depends on the

ample divisor A and the coherent sheaf F not on the nef divisor B.

Theorem 5.2.2. Let I be an ideal sheaf on Pn and let s = s(I ) be the s-invariant. Then

there exists a constant e such that for all p ≥ 1, we have sp ≤ regI p ≤ sp+ e.

Proof. We first prove the upper bound of regI p. For this, it suffices to show that there exists

a constant e such that for all p ≥ 1, we have regI p ≤ ⌈sp⌉ + e, where ⌈sp⌉ means the least

integer greater than sp.

Consider the blowing-up µ : W = BlI (Pn) → Pn of Pn along I , with the exceptional

divisor E. Let H = OPn(1) be the ample hyperplane divisor.

We choose a rational number ϵ such that (⌈s⌉ + ϵ)µ∗H − E is ample. By considering the

sheaf F = OW in Theorem 5.2.1, we can have a large integer n0 such that n0ϵ is an integer

number and such that the ample divisor A := n0(⌈s⌉+ϵ)µ∗H−n0E satisfies the vanishing result

of Theorem 5.2.1 for any nef line bundle. Notice that we can write n0(⌈s⌉+ ϵ) = ⌈n0s⌉+ e0 for

some non-negative integer e0 and therefore A = (⌈n0s⌉+ e0)µ
∗H − n0E. We fix such ϵ, n0 and

e0 and the ample divisor A in the sequel.

Now for an integer p large enough, say larger than n0, we consider a divisor Bp defined

as Bp := ⌈(p − n0)s⌉µ∗H − (p − n0)E. Then Bp is nef because of the definition of s and the
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inequality
⌈(p− n0)s⌉

p− n0
≥ (p− n0)s

p− n0
= s. Now we add this nef divisor Bp to the ample divisor

A constructed above. The resulting divisor is A+Bp = (⌈n0s⌉+ ⌈(p− n0)s⌉+ e0)µ
∗H − pE.

Notice that the divisor A+Bp has no higher cohomology by the choice of A and Theorem

5.2.1. It is an easy fact that for any positive real number a and b, ⌈a⌉+ ⌈b⌉ = ⌈a+ b⌉+ c where

c = 0 or 1. Thus we can write ⌈n0s⌉+⌈(p−n0)s⌉ = ⌈n0s+(p−n0)s⌉+c = ⌈sp⌉+c where c = 0

or 1 and then the divisor A+Bp = (⌈sp⌉+ e0 + c)µ∗H − pE. Finally by adding an additional

µ∗H to A+Bp when c = 0 we obtain a divisor Rp = A+Bp + (1− c)µ∗H (this possible extra

µ∗H is just for canceling the awkward number c). Since µ∗H is nef the divisor Rp does not

have any higher cohomology by the choice of A and Theorem 5.2.1. That means we get

H i(W,OW ((⌈sp⌉+ e0 + 1)µ∗H − pE)) = 0 for i > 0 and p≫ 0.

Thus by Proposition 5.1.3 there is a number p0 such that for p > p0, we have

H i(Pn,I p(⌈sp⌉+ e0 + 1)) = 0 for i > 0.

Therefore I p is (⌈sp⌉ + e0 + 1 + n)-regular for p > p0. Taking into account the finitely many

cases where p ≤ p0, we can have a constant e such that regI p ≤ ⌈sp⌉+ e for all p ≥ 1.

Next, we prove the lower bound of regI p. For p ≥ 1, suppose ap = regI p. Then I p(ap)

is generated by its global sections. Thus the invertible sheaf OW (apµ
∗H−pE) is also generated

by its global sections and in particular is nef. Hence by the definition of s, we get
ap
p
≥ s, that

is ap ≥ sp. So we get the lower bound regI p ≥ sp.

Combining arguments together we can find a constant e such that sp ≤ regI p ≤ ⌈sp⌉+ e

from which the theorem follows.
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Taking limit on both side of the inequalities in the theorem we recover the following result

of Cutkosky, Ein and Lazarsfeld mentioned at the beginning of this chapter.

Corollary 5.2.3 ((8, Theorem B.)). Keeping notation as in the theorem above, one has the

equality lim
p→∞

regI p

p
= s.

Recall that if d is an integer such that I (d) is generated by its global sections, then we

always have that s(I ) ≤ d by the inequality in Proposition 5.1.2. Applying above theorem

we immediately have the following corollary which can be viewed as an analogue of Swanson’s

result (5, Theorem 3.6.) of homogeneous ideals.

Corollary 5.2.4. Let d be an integer such that I (d) is generated by its global sections. Then

there is a constant e such that for all p ≥ 1, one has regI p ≤ dp+ e.

Following notation in (29), for an ideal sheaf we define a function σI : N→ Z such that

regI p = ⌊ps(I )⌋+ σI (p).

This function σI has been studied by Cutkosky and Kurano in (29) and there they proposed

the question about the boundedness of the function σI . From the proof of Theorem 5.2.2, we

immediately have the following corollary which provides an affirmative answer that the function

σI is always bounded.

Corollary 5.2.5. For any ideal sheaf I , the function σI defined as above is bounded. More

precisely there is a constant e such that 0 ≤ σI (p) ≤ e.

Thus we see that the function σI (p) is always positive. In the work (29) and (6) the function

σI (p) is showed to be positive by careful calculation for specific examples.
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We conclude this section by giving a similar result on the asymptotic regularity of the

integral closure of an ideal sheaf. Let I be an ideal sheaf on Pn. Consider the blowing-up

µ : W = BlI (Pn) → Pn of Pn along I , with the exceptional divisor E. Let H = OPn(1)

be the ample hyperplane divisor. Let f : W+ → W be the normalization of W and let

ν : W+ → Pn be the composition of µ ◦ f and denote by F the exceptional divisor on W+ such

that I · OW+ = OW+(−F ). The integral closure I of I is defined by the ideal ν∗OX+(−F ).

For any p ≥ 1, the integral closure I p of I p is then equal to ν∗OX+(−pF ). Note that since f

is finite and OW (−E) is µ-ample, OW+(−F ) = f∗OW (−E) is ν-ample and for any real number

ϵ, ϵν∗H − F is ample on W+ if and only if ϵµ∗H − E is ample on W . This implies that

s(I ) = s(I ). Thus the proof of Theorem 5.2.2 works for the integral closure I p directly, and

we have the following proposition.

Proposition 5.2.6. There exists a constant e such that sp ≤ regI p ≤ sp + e. Furthermore

one has the equality lim
p→∞

regI p

p
= s.

5.3 The regularity of symbolic powers of an ideal sheaf

In this section, we apply the results established in the preceding section to study the asymp-

totic regularity of symbolic powers of an ideal sheaf. Assume in the sequel that I is an ideal

sheaf on a nonsingular variety X (not necessarily projective) and it defines a reduced subscheme

Z of X. We recall the definition of symbolic powers of I .

Definition 5.3.1. The p-th symbolic power of I is the ideal sheaf consisting of germs of

functions that have multiplicity ≥ p at each generic point of Z, i.e.,
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I (p) = {f ∈ OX | f ∈ mp
η for each generic point η of Z},

where mη means the maximal ideal of the local ring OX,η.

If symbolic powers are almost the same as ordinary powers, then we can obtain regularity

bounds for symbolic powers easily.

Theorem 5.3.2. Let I be an ideal sheaf on Pn and let s = s(I ) be the s-invariant. Suppose

that except at an isolated set of points the symbolic power I (p) agree with the ordinary power I p

for all p ≥ 1. Then there exists a constant e such that for all p ≥ 1, one has regI (p) ≤ sp+ e.

Proof. Consider a short exact sequence

0→ I p → I (p) → Q→ 0.

By assumption we see that the quotient Q has dimSuppQ ≤ 0. Thus Q has no higher co-

homology groups. Then we have regI (p) ≤ regI p, and the result follows from Theorem

5.2.2.

In order to see when an ideal sheaf satisfies the condition in Theorem 5.3.2, we consider an

algebraic set of X,

Nlci(I ) = {x ∈ X|I is not a local complete intersection at x}.

We make a convention that if I is trivial at x then I is a local complete intersection at

x. This algebraic set will be used to control the set where ordinary powers are not equal to

symbolic powers. The main criterion for comparing ordinary and symbolic powers we will use
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is established in the work of Li and Swanson (30), which generalizes the early work of Hochster

(31). We cite this criterion here in the form used later.

Lemma 5.3.3 ((30, Corollary 3.8.)). Assume that an ideal sheaf I on a nonsingular variety

X defines a reduced subscheme. For any point x ∈ X such that x is not in Nlci(I ), we have

I p
x = I

(p)
x , for all p ≥ 1.

Notice that from this lemma, we see that the set Nlci(I ) covers the points where I p is not

equal to I (p) for some p ≥ 1. Now we can easily get the following corollaries.

Corollary 5.3.4. Let I be an ideal sheaf on Pn and let s = s(I ) be the s-invariant. Assume

that I defines a reduced subscheme and dimNlci(I ) ≤ 0. Then there exists a constant e such

that for all p ≥ 1, one has regI (p) ≤ sp+ e.

Corollary 5.3.5. Let I be an ideal sheaf on Pn and let s = s(I ) be the s-invariant. Assume

that I defines a reduced subscheme of dimension ≤ 1. Then there exists a constant e such that

for all p ≥ 1, one has regI (p) ≤ sp+ e.

Proof. Let Z be the subscheme defined by I . Then the irreducible components of Z are

distinct points or reduced irreducible curves. Thus from Lemma 5.3.3 except for those finitely

many points which are singular points of each dimension 1 component and intersection points

of two dimension 1 components, I p is equal to I (p) for all p ≥ 1. Then the result follows from

Theorem 5.3.2.

Remark 5.3.6. Typical low dimensional varieties satisfying the hypothesis of Theorem 5.3.2

are integral curves, normal surfaces and terminal threefolds. It would be very interesting to
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know if the bound in Theorem 5.2.2 works for any ideal sheaf. We need some new ideas to solve

this problem. However, we propose a conjecture in this direction.

Conjecture 5.3.7. Let I be an ideal sheaf defining a reduced subscheme of Pn and let s = s(I )

be the s-invariant. Then there is a number e such that for all p ≥ 1, one has regI (p) ≤ sp+ e.



CHAPTER 6

REGULARITY BOUNDS FOR NORMAL SURFACES

This chapter is joint work with Lawrence Ein. We focus on geometric aspects of the problem of

bounding regularity of algebraic varieties. This problem has attracted considerable attention

in recent years, partially because it relates to many classical geometric problems.

Given a nondegenerate projective variety X in the projective space PN there are several

questions that arise naturally. The first one is if one can write down its defining equations with

degrees as small as possible. It is well-know that set-theoretically X is cut out by hypersurfaces

of degree no more than degX. Furthermore if X is nonsingular then it can be cut out scheme-

theoretically by hypersurfaces of degree degX (32). Thus, for a nonsingular variety it can

always be defined by equations of degrees no more than its geometric degree.

If we think of hypersurfaces as linear systems, then from this point of view a natural question

is to understand at which degree the hypersurfaces will cut a complete linear system on the

variety X. Of course, this is always the case for sufficiently high degrees, which is an easy

conclusion of Serre’s vanishing theorem.

If we turn to consider the syzygy problem of X, i.e., studying a minimal resolution of the

coordinate ring ofX, or equivalently the ideal sheaf ofX, then the central point is to understand

the degrees of syzygy modules. In general, to describe those degrees explicitly is very difficult,

thus it is reasonable to at least give bounds for them.

55
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It turns out that all those questions are closely related to the problem of regularity bounds

forX. In fact this is perhaps the major reason why regularity has recently attracted considerable

attention.

Suppose that X is a curve (not necessarily nonsingular). Gruson, Lazarsfeld and Peskine

(10) gave a sharp bound for the regularity of X. They showed that if X ⊂ PN (N ≥ 3) is a

reduced irreducible nondegenerate curve of degree d, then regX ≤ d − N + 2 and this bound

is sharp. Later in (11) Lazarsfeld proved a sharp regularity bound for nonsingular surface.

He showed that if X ⊂ PN (N ≥ 4) is a nondegenerate nonsingular surface of degree d then

regX ≤ d − N + 3. For arbitrary varieties, in (21) Mumford has shown that if X ⊂ PN is

nondegenerate, nonsingular and of degree d, then regX ≤ (dimX+1)(degX−2)+2. This bound

has been improved by Bertram, Ein and Lazarsfeld in (2) to regX ≤ min(codimX, dimX +

1)(degX − 1)− codimX + 1

It was conjectured by Eisenbud and Goto (9) that regX ≤ degX − codimX + 1 for any

nondegenerate subvariety X in PN . Aforementioned results show that the conjecture is true for

integral curves and nonsingular surfaces. Also in his work (12) and (13) Kwak has established

somewhat weaker results for nonsingular varieties of dimension no more than six. The motiva-

tion of this chapter is to verify Eisenbud-Goto conjecture for singular surfaces (see Corollary

6.3.7). Our approach is based on generic projections and duality theory.

6.1 Singularities of normal surfaces

In this section, we briefly review the singularity theory of normal surfaces. We are interested

in the following singularities: rational, Gorenstein elliptic and log canonical. The classification
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of rational singularity and Gorenstein elliptic singularity can be found in (33) and the classifi-

cation of log canonical singularity can be found in (34) and (35).

Log canonical singularity is defined in Chapter 3, that is also applied to the surface case

here. We shall give the definitions of rational and Gorenstein singularities. Since the singularity

we concerned is essentially a local property it is no harm to assume that the surface X is affine

and a closed point P is the only singular point of X.

Definition 6.1.1. Let f : Y → X be a resolution of a normal surface singularity P ∈ X.

Then P ∈ X is a rational singularity if R1f∗OY = 0. It is an elliptic singularity if R1f∗OY is

1-dimensional as a vector space. It is Gorenstein elliptic if it is elliptic and the local ring OX,P

is Gorenstein.

There are two important local invariants associated to a singular point P ∈ X: the multi-

plicity multP X and the embedding dimension embdimP X. According to the singularity theory

these two invariants can be computed under different singularity conditions. The way to do so is

to use the fundamental cycle of a singularity. Precisely, suppose that f : Y → X is a resolution

of normal surfaces singularity P ∈ X. Let Γ = {Γi}ki=1 be the set of the irreducible components

of the fiber f−1(P ). They are a connected bunch of curves (not necessarily nonsingular) on

Y and have a negative definite intersection matrix (Γi · Γj). Then there is a unique smallest

positive cycle Z with supports in the set Γ such that −Z is f -nef, i.e., satisfying the condition

that Z · Γi ≤ 0 for all i. This cycle Z is called the fundamental cycle of X (this is defined in

(36), but in (33) it is called the numerical cycle of X).
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Using the fundamental cycle Z, one can give a precise value for multP X and embdimP X

if the point P is a rational or Gorenstein elliptic singularity

Theorem 6.1.2 ((36, Corollary 6.)). If P ∈ X is a rational singularity on a normal surface

X and Z is the fundamental cycle then multP = −Z2 and embdimP X = −Z2 + 1.

Theorem 6.1.3 ((33, Chapter 4.)). Let P ∈ X be a Gorenstein elliptic singular point on a

normal surface X and let d = −Z2 be the degree of P . Then

(1) if d = 1, 2, then multP X = 2 and embdimP X = 3;

(2) if d ≥ 3, then multP X = d and embdimP X = d.

Log canonical singularity arose in the minimal model theory of surfaces. The classification

theory shows that log canonical singularity is either rational or Gorenstein elliptic. Recall that

in the definition of log canonical singularity we always assume that the surface is Q-Gorenstein.

The following two propositions can be found in (35).

Theorem 6.1.4. Let P ∈ X be a log terminal singular point on a normal surface X. Then it

is rational singular.

Theorem 6.1.5. Let P ∈ X be a log canonical singularity which is not log terminal. Let r be

the index of KX at P .

(1) If r = 1, then P is elliptic singular.

(2) If r ≥ 2, then P is rational singular.

Now we conclude this section by summarizing all above results in the form we shall use

later.
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Proposition 6.1.6. Let P ∈ X be a singularity of a normal surface. Suppose that P is

one the following singularity: rational, Gorenstein elliptic and log canonical. Then one has

multP X ≤ embdimP X.

6.2 Regularity of dimension zero subschemes

In this section, we study the regularity of dimension zero subschemes of PN and give a

vanishing theorem for their defining ideal sheaves. Classically, the regularity bound of such

schemes is measured by their degrees, i.e., the length of their structure sheaves. The bound

obtained by this method is somewhat too weak to use, in particular if we consider nonreduced

schemes. Thus in order to get better bounds, nilpotent elements must be involved.

We shall use normality instead of regularity in this section to avoid shifting index in ar-

guments. A subscheme X ⊂ PN is said to be k-normal if the morphism H0(PN ,OPN (i)) →

H0(X,OX(i)) is surjective for all i ≥ k. Equivalently k-normal means H1(PN ,IX(i)) = 0 for

i ≥ k where IX is the ideal sheaf of X. Notice that X is k normal if and only if it is k + 1

regular.

We first introduce an invariant for a local Artinian ring to measure the nilpotent elements

in the ring.

Definition 6.2.1. Let (A,m) be a local Artinian ring. We define a µ-number associated to A

as µA := max
i
{i | mi ̸= 0}. If m = 0, i.e., A is a field, then write µA = 0. We also write µ

instead of µA if no confusion arise.
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Now let X ⊂ PN be a dimension zero subscheme with the support of distinct point

{p1, ..., pt}. If X is reduced then it is well-known that X is t-regular (note that we do not

assume points pi’s are in general linear position). If X is nonreduced then the classical way to

bound the regularity is to use the length lX of X , which is the length of structure sheaf OX .

It is easy to see that X is lX -regular. However in general the length of X could be very large

even if X is only supported at one point. Thus in the following theorem we give a bound by

considering the number of supporting points and the µ-number of the local ring at each point,

which is smaller than the length of X.

Theorem 6.2.2. Let X ⊂ PN be a zero dimensional subscheme supported at distinct points

{p1, ..., pt} such that for each 1 ≤ i ≤ t, µi = µOX,pi
. Then one has

H1(PN ,IX(k)) = 0 for k ≥ µ1 + µ2 + · · ·+ µt + t− 1,

i.e., X is µ1 + µ2 + · · ·+ µt + t regular.

Proof. Assume that µ1 ≥ µ2 ≥ · · ·µt ≥ 0. We prove by descending induction on µi.

If µ1 = · · ·µt = 0, i.e., X is reduced, then the result is classical. For general case, let

(Ai,mi) = (OX,pi ,mi) be the local ring of OX at point pi with the maximal ideal mi. Then by

definition µi = µAi . Let j = max{i|µi ̸= 0}. Then for i > j, Ai = k and then

X = SpecA1 ⊕ · · · ⊕ SpecAj ⊕ Spec k ⊕ · · · ⊕ Spec k.

We consider a subscheme of X defined as

Xj = SpecA1 ⊕ · · · ⊕ SpecAj/m
µj

j ⊕ Spec k ⊕ · · · ⊕ Spec k.
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By induction, Xj is a := µ1+ · · ·+(µj−1)+ t−1 normal. Considering an short exact sequence

0→ IX → IXj → m
µj

j → 0, and noticing that IXj is a normal, we have an exact sequence

H0(PN ,IXj (a+ 1))
θj−→ m

µj

j −→ H1(PN ,IX(a+ 1)) −→ 0.

All we need is to show that the morphism θj is surjective, which we prove as follows.

From the exact sequence 0→ IXj → OPN → OXj → 0, we have an exact sequence

0 −→ H0(IXj (a+ 1)) −→ H0(OPN (a+ 1))
ϕ−→ OXj −→ 0.

Assume that mj is generated by the sections s1, · · · , se of H0(PN ,OPn(1)), where 1 ≤ e ≤ N .

Then m
µj

j will be generated by the sections of H0(PN ,OPN (µj)) of the form

σi1···iµj
= si1 · · · siµj , where 1 ≤ i1 ≤ · · · ≤ iµj ≤ e.

Also for each i ̸= j there is a section li ∈ H0(PN ,OPN (1)) such that li ∈ mi but li /∈ mj because

of the base point freeness of OPN (1). Then we see that the sections in H0(PN ,OPN (a + 1)) of

the form

s = σi1···iµj l
µ1+1
1 · · · lµt+1

t

will satisfy ϕ(s) = 0 and therefore s ∈ H0(PN ,IXj (a + 1)). Thus those sections will give

the surjective morphism θj : H0(PN ,IXj (a + 1)) → m
µj

j → 0. This proves that X is a + 1

normal.

The theorem will have a very simple form if X is only supported at one point, which we

give in the following corollary.
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Corollary 6.2.3. Let X ⊂ PN be a subscheme supported at one point x with µ ≥ 0. Then we

have H1(PN ,IX(k)) = 0 for k ≥ µ, i.e., X is µ+ 1 regular.

6.3 Eisenbud-Goto conjecture

We prove Eisenbud-Goto conjecture for normal surfaces in this section. The approach we

follow is to use generic projections and the duality theory. The generic projection method has

been used by Lazarsfeld in (11) and Kwak in (12) and (13). Let X be a nondegenerate surface

in PN (N ≥ 4). Take a general linear space Λ of PN of codimension 4 disjoint from X. Blowing

up PN along the center Λ and then projecting to P3, we obtain the following diagram

BlΛ PN q−−−−→ P3

p

y
PN .

Denote by f : X → P3 the corresponding linear projection of X determined by the center

Λ. Considering the morphism q∗(p
∗OPN (2)) → q∗(p

∗OX(2)) induced by OPN (2) → OX(2) and

noticing that q∗(p
∗OX(2)) = f∗OX(2), we then get a morphism

w2 : q∗(p
∗OPN (2))→ f∗OX(2).

If we choose the coordinates of PN as T0, · · · , TN such that Λ is defined by the linear forms

T0 = T1 = T2 = T3 = 0. Denote by V =< T4, · · · , TN > the vector subspace of H0(PN ,OPN (1)),

then we can identify

q∗(p
∗OPN (2)) = S2V ⊗ OP3 ⊕ V ⊗OP3(1)⊕ OP3(2),

where S2V is the second symmetric power of V .
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Now suppose that X is a normal surface, then X has only finite many singular points. We

can choose a general center Λ in such a way that each singular point is the only point in the

fiber of the projection f . This can be done because the secant variety through each singular

point is at most dimension 3 but Λ has codimension 4. This choice of the center Λ is crucial

for our work so that in the sequel we always assume the projection f is determined by a such

general center Λ.

We want to give a condition on the singular points of X under which the morphism w2 is

surjective. For this let y ∈ P3 be a closed point and let Ly = q−1(y) be the fiber of q over

y. Since the point y is cut out by some linear forms l1, l2, l3 in P3 then the linear space Ly

is also cut out by the same forms l1, l2, l3 in PN . Denote by Xy = X ∩ Ly then we see that

f−1(y) = Xy, the fiber of f over the point y. Notice that Xy is either empty or a dimension

zero subscheme of Ly. Restricting the morphism w2 to the point y we get a following morphism

by base change

w2(y) : H
0(Ly,OLy(2))→ H0(Ly,OXy(2)).

Thus w2 is surjective if and only if w2(y) is surjective for each y ∈ P3. If y is not the image of a

singular point of X then by the choice of the projection center we see that Xy is cut out by Ly

at the nonsingular loci of X. Thus from the classical generic projection theory of nonsingular

surface (see (37)) the length of Xy is at most 3 and therefore the morphism w2(y) is surjective

at y. All we need to check is that w2(y) is surjective if y is the image of a singular point of X.

The following is an easy criterion to detect such surjectivity by the local invariants of singular

points.
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Lemma 6.3.1. Suppose that P ∈ X is a singular point such that multP X ≤ embdimP X, then

w2 is surjective at f(P ).

Proof. Let y = f(P ) ∈ P3 and let Ly = q−1(y) be the fiber of q over y. Suppose the point

y is cut out by linear forms l1, l2, l3 in P3, then the linear space Ly is also cut out by the

forms l1, l2, l3 in PN . Denote by Xy = X ∩ Ly. According to the choice of the projection

center we have SuppXy = P . From the base change, it is enough to show that the morphism

H0(Ly,OLy(2)) → H0(Ly,OXy(2)) is surjective. Denote by A = OX,x the local ring of P on

X. Locally at the point P , (l1, l2) is a regular sequence of A and is in the cotangent space

since our projection is general. Thus if denote by B = A/(l1, l2), we have multP X = l(B)

and embdim(B) = embdimP X − 2. By assumption that multP X ≤ embdimP X, we see that

l(B) ≤ embdimB + 2 which implies that the µ-number µB associated to the artinian ring B

satisfies the inequality µB ≤ 2. Thus the µ-number µ of the local ring OXy ,P is less than 2

since OXy ,P = B/(l3). Then from the exact sequence 0 → IXy/Ly
→ OLy → OXy → 0 and

the Corollary 6.2.3, we obtain immediately the surjectivity of the morphism H0(Ly,OLy(2))→

H0(Ly,OXy(2)), which proves the lemma.

Corollary 6.3.2. Suppose that X has one of the following singularities: rational, Gorenstein

elliptic and log canonical. Then the morphism w2 is surjective.

Proof. This is immediately by Proposition 6.1.6.

Remark 6.3.3. In fact we can get a general condition to guarantee the surjectivity of w2. Let

P ∈ X be a singular point. Let (A,m) = (OX,P ,mP ) be the local ring at P . The surjectivity of
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w2 at the point y = f(P ) can be obtained under the following condition: for a general regular

sequence l1, l2, l3 in A let B = A/(l1, l2, l3) then the µ-number of B is less than 2.

The Serre duality theory will play an important role in our proof of the main theorem in

this section. Suppose that V ⊂ P is a Cohen-Macaulay subvariety in a projective space P

of codimension c and dimension n. Its dualizing sheaf ωV is defined by the formula ωV =

E xtcOP
(OV , ωP) where ωP is the dualizing sheaf of P. The Serre duality theorem says that for

any locally free sheaf E on X one has H i(X,E ) ≃ Hn−i(X,E ∨ ⊗ ωV )
∨ for all i ≥ 0. Dualizing

sheaves can be transferred by a finite morphism. Specifically, suppose that f : V → W be a

finite morphism of Cohen-Macaulay projective varieties such that codimW f(V ) = c, then one

has f∗ωV = E xtcOW
(f∗OV , ωW ).

The following lemma is a Kodaira type vanishing theorem for a normal surface, which may

be known to experts.

Lemma 6.3.4. Let X be a projective normal surface and L a very ample line bundle on X.

Then H0(X,L−1) = H1(X,L−1) = 0.

Proof. Since L is very ample, we have H0(X,L−1) = 0. Let f : X̃ → X be a resolution of

singularities. Since X is normal, f∗OX̃
= OX . From the exact sequence associated to the

spectral sequence of higher direct image of f∗L−1, we have

0→ H1(X,L−1)→ H1(X̃, f∗L−1)→ H0(X,R1f∗f
∗L−1).

By Kodaira vanishing theorem that H1(X̃, f∗L−1) = 0, we see that H1(X,L−1) = 0.

Corollary 6.3.5. Let ωX be the dualizing sheaf of X, then H1(X,ωX⊗L) = H2(X,ωX⊗L) = 0.
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Now we come to our main theorem to prove Eisenbud-Goto conjecture for a normal surfaces

by assuming the morphism w2 is surjective. Our proof relies on the duality theory.

Theorem 6.3.6. Let X ⊂ PN be a nondegenerate normal surface and suppose that w2 is

surjective, then regX ≤ degX − codimX + 1.

Proof. Recall that we choose coordinates of PN such that Λ is defined by T0 = T1 = T2 = T3 = 0

and denote by V =< T4, ..., TN > the vector subspace of H0(PN ,OPN (1)), then

q∗(p
∗OPN (2)) = S2V ⊗ OP3 ⊕ V ⊗OP3(1)⊕ OP3(2),

where S2V is the second symmetric power of V . Twisting w2 by OP3(−2) first and let E be the

kernel, then we have an exact sequence

0 −→ E −→ S2V ⊗ OP3(−2)⊕ V ⊗ OP3(−1)⊕ OP3 −→ f∗OX −→ 0. (6.1)

Since X is Cohen-Macaulay and f is finite, f∗OX is a sheaf of codimension one Cohen-Macaulay

OP3-module and therefore E is a locally free sheaf of rank

r = rankS2V ⊗ OP3(−2)⊕ V ⊗ OP3(−1)⊕ OP3 =
(N − 2)(N − 1)

2
.

We claim that E∨ is (−2)-regular. To see this, let ωX be the dualizing sheaf of X. Applying

H om( , ωP3) to the exact sequence of ( 6.1), we get an exact sequence

0 −→ S2V ⊗ ωP3(2)⊕ V ⊗ ωP3(1)⊕ ωP3 −→ E∨(−4) −→ f∗ωX −→ 0. (6.2)
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Twisting it by OP3(1) and taking H1 cohomology, we see that H1(P3, E∨(−3)) = 0. Then

taking H2 cohomology of the exact sequence ( 6.2), we have

0 −→ H2(P3, E∨(−4)) −→ H2(P3, f∗ωX) −→ H3(P3, ωP3) −→ · · · .

Since H2(P3, f∗ωX) = H2(X,ωX) = H3(P3, ωP3) = k we obtain H2(P3, E∨(−4)) = 0. For H3

cohomology of E∨, twist the exact sequence ( 6.2) by OP3(−1) and then take H3 cohomology

to get an exact sequence

H2(f∗ωX(−1)) θ−→ H3(P3, V ⊗ ωP3 ⊕ ωP3(−1)) −→ H3(P3, E∨(−5)) −→ 0.

We shall show the morphism θ is surjective. By duality, it is the same as

H0(X,OX(1))∨ −→ H0(P3, V ⊗ OP3 ⊕ OP3(1))∨

which is the dual of the morphism

H0(P3, V ⊗ OP3 ⊕ OP3(1)) −→ H0(X,OX(1)).

Note that H0(P3, V ⊗ OP3 ⊕ OP3(1)) = H0(PN ,OPN (1)). Since X is nondegenerate in PN the

morphism H0(PN ,OPN (1)) −→ H0(X,OX(1)) is injective and therefore θ is surjective. Thus

we obtain H3(P3, E∨(−5)) = 0 and conclude that E∨ is (−2)-regular.

Back to the exact sequence ( 6.1) and let d = degX. Since Supp f∗OX is a degree d

hypersurface of P3 we have

c1(E) = −d+ c1(S
2V ⊗ OP3(−2)⊕ V ⊗ OP3(−1)⊕ OP3)

= −d− (N − 1)(N − 3),
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and therefore detE = OP3(−d − (N − 1)(N − 3)). Now from the canonical identity that

E = (∧r−1E)∨ ⊗ detE, we have that E is (−2)(r − 1) + d + (N − 1)(N − 3)-regular, i.e.

(d − N + 3)-regular. From the exact sequence ( 6.1), we also get that f∗OX and hence OX is

(d−N +3)-regular. Finally, using (11, Lemma 1.5.), we conclude that regX = (d−N +3).

Now combining with Corollary 6.3.2, we obtain our main result of this section.

Corollary 6.3.7. Suppose that a normal surface X ⊂ PN has the following singularities:

rational, Gorenstein elliptic and log canonical. Then one has regX ≤ degX − codimX + 1.



CHAPTER 7

M-REGULARITY OF CURVES IN ABELIAN VARITIES

This chapter is joint work with Luigi Lombardi. An abelian variety is a variety equipped with

a group structure. A polarized abelian variety is an abelian variety with an assigned ample

line bundle. The geometry of polarized abelian varieties are very similar to the geometry of

projective spaces. The interesting and surprising parallel between these two objects has been

shown in a beautiful lecture: Projective vs. abelian Geometry, given by Popa in University of

Illinois at Chicago 2010. According to this philosophy, we are interested in a parallel theory to

the Castelnuovo-Mumford regularity theory on projective spaces.

In the last ten years a Mukai regularity, or M -regularity, theory bas been developed sys-

tematically by Pareschi and Popa in a series of paper (14), (15) and (16). It turns out that this

theory is a good analogue to the Castelnuovo-Mumford regularity theory. In their work they

introduced the notion of M -regularity of a coherent sheaf on an abelian variety and establish

fundamental properties of this concept.

The motivation of this chapter is to explore geometric aspects of M -regularity theory. As

a beginning of such an attempt in this direction, we consider a problem of M -regularity of

nonsingular curves in abelian varieties. Recall that at the beginning of Chapter 6, we mentioned

a classical result proved by Gruson, Lazarsfeld and Peskine that if X ⊂ PN (N ≥ 3) is a reduced

irreducible nondegenerate curve of degree d, then regX ≤ d −N + 2. This result can also be

written as regX ≤ degX − codimX + 1. Analogously, we consider a polarized abelian variety

69
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(A,L) and let X ⊂ A be nonsingular curve. Twisting IX by Ln we see that for n sufficiently

large IX ⊗ Ln is always M -regular. Thus an interesting question is if we can find such an n

as small as possible, or equivalently find a bound for the M -regularity of X (for more precise

description see Definition 7.3.1).

7.1 M-regularity on abelian varieties

In this section, we briefly review the M -regularity theory on abelian varieties, developed

systematically by Pareschi and Popa in (14), (15) and (16). It can be viewed as an analogue to

the one of Castelnuovo-Mumford regularity on projective spaces.

Let X be an abelian variety of dimension r. Denote by X̂ its dual variety Pic0(X). Consider

the fiber product diagram

X × X̂
p
X̂−−−−→ X̂

pX

y
X

We fix a Poincare line bundle P on X × X̂, properly normalized, that is for any closed point

α ∈ X̂, restricting P to the fiber Xα over α we get Pα = α and restricting P to the fiber X̂0 over

0 ∈ X we get O
X̂
. For more detailed discussion on the dual variety X̂ and Poincare line bundles

see (38, Section 13.). For a coherent sheaf F on X, we define its Fourier-Mukai transformation

as

Ŝ(F ) := Rp
X̂∗(p

∗
XF ⊗ P).

Note that in the transformation above the operations in p∗XF ⊗ P are the usual pullback and

tensor product since pX is flat and P is flat over X. However, the push-forward Rp
X̂∗ is a
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derived push-forward in derived categories. Thus Ŝ(F ) is actually a complex in the derived

category of coherent sheaves on X̂.

For a complex C•, we define RiC• as its i-th cohomology H i(C•). For the complex Ŝ(F )

we have RiŜ(F ) := H i(Ŝ(F )) = Rip
X̂∗(p

∗
XF ⊗ P), i.e., the i-th higher direct image of the

sheaf p∗XF ⊗P on X̂ under the projection p
X̂
. We denote by Si(F ) := SuppRip

X̂∗(p
∗
XF ⊗P).

Now we give the definition of M -regular for a coherent sheaf on a abelian variety.

Definition 7.1.1 (M -regular, (14, Definition 2.1.)). A coherent sheaf F on X is called Mukai

regular or M -regular, if codimSi(F ) > i for i = 1, . . . , g, where for i = g, this means that

Sg(F ) is empty.

In practise it is very hard to check directly from the definition the M -regularity of a coherent

sheaf. If the coherent sheaf satisfies some stronger vanishing properties then it is possible to

check its M -regularity. For this we need the following definition.

Definition 7.1.2. A coherent sheaf F satisfies the index theorem with index i (I.T.i, for short)

if hj(X,F ⊗ α) = 0, for all α ∈ Pic0(X) and all j ̸= i.

In this chapter, we are mainly interested in the coherent sheaves which satisfies I.T.0. The

reason for this is given in the following two easy lemmas. They show that I.T.0 implies M -

regularity and any ample line bundle satisfies I.T.0 automatically.

Lemma 7.1.3. If a coherent sheaf F satisfies I.T.0 then it is M -regular.

Proof. Notice that p∗XF ⊗P is flat over X̂ because F is flat over k and P is flat over X̂. Then

for any α ∈ X̂ = Pic0(X) and each i = 1, . . . , r the natural morphism
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RiŜ(F )⊗ k(α) −→ H i(X,F ⊗ α) = 0,

is surjective and therefore RiŜ(F )⊗k(α) = 0 by (17, Proposition III.12.11.). This immediately

implies that RiŜ(F ) = 0 for i > 0.

Lemma 7.1.4. If L is an ample line bundle on X then L satisfies I.T.0 and L is M -regular.

Proof. Since for any α ∈ Pic0(X), L ⊗ α is ample and then the result follows from Kodaira

vanishing theorem.

In developing M -regularity theory Pareschi and Popa introduced the notion of globally

continuously generated for a coherent sheaf. It turned out to be an important and useful

concept in the M -regularity theory. The concept of globally continuously generated coherent

sheaves can be defined for any irregular variety Y , i.e., the variety such that H1(OY ) ̸= 0 and

therefore Pic0(Y ) is defined.

Definition 7.1.5. Let Y be an irregular variety. We define a sheaf F on Y to be continuously

globally generated if for any non-empty open subset Y ⊂ Pic0(Y ) the sum of evaluation maps

⊕
α∈U H0(F ⊗ α)⊗ α∨ → F

is surjective.

Remark 7.1.6. In practise we shall use a simplified equivalent definition of continuously glob-

ally generated coherent sheaves (for more details see (15, Remark 2.2.)). Specifically, suppose

that F is continuously globally generated, then for any point x ∈ X, there are finitely many

sections sj ∈ H0(X,F ⊗ αi) such that sj ’s generate F ⊗ αi at x and therefore they generate
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F ⊗ αi at a neighborhood of x. Covering X by finitely many such open sets, we then see that

there is a positive integer N such that for general α1,...,αN ∈ Pic0(X), the map

N⊕
i=1

H0(F ⊗ αi)⊗ α∨
i → F

is surjective. Notice that the number N only depends on F . This can be taken as an equivalent

definition of continuously globally generated, which we shall use frequently in the sequel.

The property of continuously globally generated is preserved by tensor products in the

following proposition.

Proposition 7.1.7 ((14, Proposition 2.12.)). Let X be an irregular variety and F a coherent

sheaf and L a line bundle on X, both continuously globally generated. Then F ⊗ L is globally

generated.

The crucial point we will use the concept of continuously globally generated is that an

M -regular sheaf is always continuously globally generated.

Proposition 7.1.8 ((14, Proposition 2.13.)). If F is M -regular, then there is a positive integer

N such that for general α1, ..., αN ∈ Pic0(X), the sum of twisted evaluation maps

⊕N
i=1H

0(F ⊗ αi)⊗ α∨
i → F

is surjective.

We already know in Lemma 7.1.3 that I.T.0 implies M -regular. But in general the converse

is not true. However the following proposition states that after tesoring a I.T.0 locally free
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sheaf, we may turn M -regular into I.T.0. In this sense we see that being M -regular is not so

far from being I.T.0.

Proposition 7.1.9 ((14, Proposition 2.9.)). Let F be an M -regular coherent sheaf on X and

E a locally free sheaf satisfying I.T.0 Then F ⊗ E satisfies I.T.0.

In particular, we see an I.T.0 coherent sheaf tensoring with an I.T.0 locally free sheaf still

gets an I.T.0. coherent sheaf.

Corollary 7.1.10. Let F be an coherent sheaf and E a locally free sheaf on X. Assume that

they both satisfy I.T.0. Then F ⊗ E satisfies I.T.0.

We also can obtain a type of Kodaira vanishing theorem for an M -regular coherent sheaf.

Corollary 7.1.11. Let F be an M -regular and L an ample line bundle. Then F ⊗L is I.T.0,

i.e. H i(F ⊗ L⊗ α) = 0 for all α ∈ Pic0(X) and all i > 0.

7.2 Vanishing theorem of the graph

Throughout the rest of this chapter we fix (A,L) a polarized abelian variety of dimension

r where L is an ample line bundle. The abelian variety A has a unique origin 0: it is a closed

point corresponding to 0 in the underlying abelian group structure of A. We denote by I0 the

defining ideal sheaf of the origin 0 in A. There is also a difference morphism δ : A × A → A

defined as δ(x, y) = x − y. Notice that the pullback of I0 under δ will give the defining ideal

sheaf of the diagonal subvariety of A×A.

One way to measure the positivity of L is to use the Seshadri constant ε0(A,L) at the point

0. It is defined by the reciprocal of the s-invariant of I0 introduced in Section 5.1 Definition
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5.1.1. Since A is an abelian variety the group action of A to itself will show that ε0(A,L) is

equal to the Seshadri constant εp(A,L) at any other closed point p of A. Thus we get a unique

number ε = ε0(A,L) associated to L and call it as the Seshadri constant of L. From (19,

Example 5.1.10.) one has ε ≥ 1.

The purpose of this section is to establish a vanishing theorem for the ideal sheaf of the

graph of any nonsingular subvariety of A, involving the line bundle L. The crucial point is that

such ideal sheaf actually can be realized as a multiplier ideal sheaf for some effective Q-divisor

and then Nadel’s vanishing theorem can be applied. This method has been used by Lazarsfeld,

Pareschi and Popa (39) in the studying of syzygies of abelian varieties. Our approach is inspired

by their work.

The first observation is that this ideal sheaf I0 can be realized as a multiplier ideal sheaf

associated to an effective Q-divisor on A.

Proposition 7.2.1. Let c > 1/ε be a rational number. Then there exists an effective Q-divisor

F0 numerically equivalent to the Q-divisor crL such that the associated multiplier ideal sheaf

I (A,F0) = I0.

Proof. Let µ : A′ = Bl0A → A be the blowing-up of A along 0 with an exceptional divisor E.

Notice that the relative canonical divisor KA′/A = (r − 1)E. The crucial point is to construct

an effective Q-divisor F0 such that it has a round-down divisor ⌊µ∗F0⌋ = rE.

From the definition of the Seshadri constant ε and assumption that c > 1/ε, we see that the

Q-divisor crµ∗L− rE is ample. Thus we can take m a sufficiently large positive integer to get

a very ample integral divisor m(crµ∗L− rE). Then take a general smooth irreducible element
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D′ ∈ |m(crµ∗L− rE)| and let D = µ(D′) be the image of D′ on A which is a prime divisor on

A, we see that D′ is the strict transformation of D on A′.

We compute the multiplicity mult0D of D at the point 0 by using the formula mult0D =

(−1)rD′ ·Er−1. Notice that D′ is linear equivalent to the divisor mcrµ∗L−mrE and that the

value µ∗L · Er−1 = 0. We then get mult0D = mr(−1)r+1Er. But (−1)r+1Er = mult0A = 1

since A is nonsingular at 0 and therefore mult0D = mr. Thus we see µ∗D = D′+mrE and this

implies D is numerically equivalent to mcrL since D′ is linearly equivalent to m(crµ∗L− rE).

Finally we define an effective Q-divisor F0 =
1

m
D. Then F0 is numerically equivalent to the

divisor crL. Also the pullback of F0 by µ is µ∗F0 =
1

m
D′+rE. So we get KA′/A−⌊µ∗F0⌋ = −E

and therefore we have J(A,F0) = µ∗(−E) = I0.

Lemma 7.2.2. Let X be a nonsingular subvariety of A (could be A itself). Let σ : X ×A→ A

be the composition of the morphisms X ×A ↪→ A×A
δ−→ A. Then σ is a smooth morphism.

Proof. This is because by generic smoothness and action of A on X × A which is compatible

with σ.

Notation 7.2.3. Let F1 and F2 be coherent sheaves on varieties V1 and V2 respectively. We

write F1 �F2 = p∗1F2 ⊗ p∗2F2 where p1 and p2 are projections from the fiber product V1 × V2

to V1 and V2 respectively.

Proposition 7.2.4. Let X be a nonsingular subvariety of A (could be A itself) and let Γ be the

graph of X in X × A defined by an ideal sheaf IΓ. Then there is an effective Q-divisor F0 on

A, numerically equivalent to the Q-divisor crL with c > 1/ε a rational number, such that the



77

multiplier ideal sheaf J(X × A, σ∗F0) associated to σ∗F0 is equal to IΓ where σ : X × A → A

is the composition of the morphisms X ×A ↪→ A×A
δ−→ A.

Proof. Let F0 be an effective Q-divisor given by Proposition 7.2.1. Since the morphism σ is

smooth by Lemma 7.2.2, we then have σ∗J(A,F0) = J(X × A, σ∗F0). Let I0 be the defining

ideal sheaf of the origin 0 on A. Notice that σ∗I0 = IΓ. Now using Proposition 7.2.1 again

we obtain immediately J(X ×A, σ∗F0) = IΓ.

Proposition 7.2.5. Keep notation as in Proposition 7.2.4. One has

H i(X ×A,ωX×A ⊗M ⊗IΓ) = 0, for all i > 0,

where M is a line bundle on X ×A such that M − 2cr(LX �L) is nef and big and ωX×A is the

canonical line bundle of X ×A.

Proof. Note that on A × A, we have L2 � L2 = δ∗L ⊗ N for some nef divisor N . Denote by

LX as the restriction of L to X. Then on X × A, L2
X � L2 = σ∗L ⊗ P where P is an nef

divisor on X × A (in fact P is the restriction of N). Thus σ∗L = L2
X � L2 ⊗ P−1. Note also

that IΓ = J(X × A, crσ∗L) by Proposition 7.2.4. Thus if M − crL2
C � L2 is nef and big, then

M −crL2
C �L2+crP is nef and big and therefore M −crσ∗L is nef and big. Then from Nadel’s

vanishing theorem, we get the result.

Theorem 7.2.6. Let X ⊂ A be a smooth subvariety of A (could be A) and L be an ample

divisor on A with the Seshadri constant ε. Let Γ be the graph of X in X × A defined by an

ideal sheaf IΓ. Then one has
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H i(X ×A, (ωX ⊗B1 ⊗ L
⌊ 2r

ε
⌋+1

X )� (B2 ⊗ L⌊ 2r
ε
⌋+1)⊗IΓ) = 0 for i > 0,

where ωX is the canonical line bundle of X, B1 is a nef line bundle on X and B2 is a nef line

bundle on A.

Proof. In Proposition 7.2.5, we can choose the rational number c >
1

ε
so that 2cr− 2r

ε
≪ 1 and

⌊2r
ε
⌋ + 1 > 2cr. Since the divisor (⌊2r

ε
⌋ + 1)(L � L) is big and nef on A × A then the divisor

(⌊2r
ε
⌋+ 1)(LX �L) is big and nef on X ×A. Let M = (B1 �B2) + (⌊2r

ε
⌋+ 1)(LX �L). Then

we see M − 2cr(LX � L) is big and nef. Also notice that ωX×A = ωX � OA. Then the result

follows immediately from Proposition 7.2.5.

Corollary 7.2.7. Keep notation as in Theorem 7.2.6. Assume that ε > 2r. Then one has

H i(X ×A, (ωX ⊗B1 ⊗ LX)� (B2 ⊗ L)⊗IΓ) = 0 for i > 0,

where ωX is the canonical line bundle of X, B1 is a nef line bundle on X and B2 is a nef line

bundle on A.

Corollary 7.2.8. Assume that ε > 2r and let Γ be the diagonal of A × A defined by an ideal

sheaf IΓ. Then one has

H i(A×A, (B1 ⊗ L)� (B2 ⊗ L)⊗IΓ) = 0 for i > 0,

where B1 and B2 are nef line bundles on A.
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7.3 M-regularity of curves

In this section, using the vanishing theorem of graph established in previous section, we

study the M -regularity of curves in an abelian variety. Let us first make a precise definition on

the M -regularity of an subvariety.

Definition 7.3.1. Let (A,L) be a polarized abelian variety and F be a coherent sheaf on A.

For an integer n we say F is n M -regular (with respect to L) if F ⊗ Ln is M -regular. For a

subvariety X of A we say X is n M -regular if its defining ideal sheaf IX is n M -regular.

It is easy to see that any coherent sheaf F is always n M -regular for n is sufficiently large.

Furthermore from Corollary 7.1.11, we see if F is n M -regular then it is n+1 M -regular. Thus

we hope to find such n as smaller as possible. The first nontrivial situation we are interested

in is to study the M -regularity of a nonsingular curve in A. This problem can be compared

with the work of Gruson, Lazarsfeld and Peskine (10) on the study of Castelnuovo-Mumford

regularity bounds for curves in projective spaces.

Recall that (A,L) is a polarized abelian variety of dimension r where L is an ample line

bundle with the Seshadri constant ε. Let C be a nonsingular curve in A. We denote by Γ the

graph of C in the product C ×A defined by an ideal sheaf IΓ. Fix the fiber product diagram

C ×A
q−−−−→ Ayp

C.
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We denote by LC the restriction of L on C. Let B = ωC ⊗N ⊗L
⌊ 2r

ε
⌋+1

C be a line bundle on C,

where N is a nef line bundle on C. We will eventually choose an appropriated nef line bundle

N . Before that just think of N as a variant nef line bundle in B.

Lemma 7.3.2. One has Riq∗(p
∗B ⊗IΓ) = 0, for all i > 0.

Proof. All we need to show is that R1q∗(p
∗B⊗IΓ) = 0 since q has fibers of dimension at most

one. In fact by Theorem 7.2.6 we have H i(C × A, (ωC ⊗N ⊗ L
⌊ 2r

ε
⌋+1

C )� Lm ⊗IΓ) = 0 for all

i > 0 and m sufficiently large. Then by Proposition 2.0.11, we obtain that Riq∗(p
∗B⊗IΓ) = 0,

for all i > 0.

Tensoring p∗B to a short exact sequence 0→ IΓ → OC×A → OΓ → 0 we have a short exact

sequence 0→ p∗B⊗IΓ → p∗B → B → 0 on C ×A. Pushing it forward to A by the morphism

q and using R1q∗(p
∗B ⊗IΓ) = 0 by Lemma 7.3.2, we get a short exact sequence on A

0→ q∗(p
∗B ⊗IΓ)→ H0(C,B)⊗ OA → B → 0. (7.1)

Lemma 7.3.3. Keeping notation as above, one has the sheaf q∗(p
∗B ⊗IΓ) ⊗ L⌊ 2r

ε
⌋+1 is con-

tinuously globally generated.

Proof. First, we notice that for any integer a ≥ 0, by Kodaira vanishing theorem B⊗La satisfies

I.T.0, i.e., for any α ∈ Pic0(A), one has H i(A,B ⊗ La ⊗ α) = 0 for i > 0. Second, for any

integer a ≥ 1, by the ampleness of L, one has H0(X,B)⊗ La also satisfies I.T.0.

Now for any α ∈ Pic0(A) we consider q∗(p
∗B ⊗IΓ)⊗La ⊗α . By Theorem 2.0.10, there is

a spectral sequence
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Eij
2 = H i(A,Rjq∗(B � (La ⊗ α)⊗IΓ))⇒ H i+j(C ×A,B � (La ⊗ α)⊗IΓ),

Notice that Rjq∗(B� (La⊗α)⊗IΓ) = Rjq∗(p
∗B⊗IΓ)⊗La⊗α by projection formula. Thus

from the vanishing Rjq∗(p
∗B ⊗ IΓ) = 0 for j > 0 by Lemma 7.3.2 , we see that the spectral

sequence degenerates and therefore we have

H i(A, q∗(p
∗B ⊗IΓ)⊗ La ⊗ α) = H i(C ×A,B � (La ⊗ α)⊗IΓ).

Thus with reference to Theorem 7.2.6, we choose a = ⌊2rε ⌋+1. Then the sheaf q∗(p
∗B⊗IΓ)⊗

L⌊ 2r
ε
⌋+1 satisfies I.T.0 and therefore is M -regular by Lemma 7.1.3. Thus it is continuously

globally generated by Proposition 7.1.8.

Now we come to our main theorem of this chapter to give a bound for the M -regularity of

the nonsingular curve C.

Theorem 7.3.4. With respect to L the curve C is

[(⌊2r
ε
⌋+ 1) degLC + codimC + g − 1](⌊2r

ε
⌋+ 1) + 1

M -regular.

Proof. Write F = q∗(p
∗B⊗IΓ)⊗L⌊ 2r

ε
⌋+1, which is continuously globally generated by Lemma

7.3.3. Then there is a positive integer N such that for general α1, . . . , αN ∈ Pic0(X), the sum

of twisted evaluation maps
N⊕
i=1

H0(F ⊗ αi)⊗ α∨
i → F
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is surjective. We write Wi = H0(F ⊗ αi), V = H0(C,B), n0 = dimV and D = L⌊ 2r
ε
⌋+1. Then

from a short exact sequence 0→ F → H0(X,B)⊗D → B ⊗D → 0 obtained by tensoring D

to the short exact sequence in 7.1, we have an exact sequence

⊕N
i=1Wi ⊗ α∨

i → V ⊗D → B ⊗D → 0.

Twist it by D−1, we get

⊕N
i=1Wi ⊗ α∨

i ⊗D−1 → V ⊗ OA → B → 0.

We denote by E =
⊕N

i=1Wi ⊗ α∨
i ⊗D−1. Notice that the 0-th Fitting ideal of B is IC . Thus

applying Eagon-Northcott complex to B, we have a complex

· · · −→ E1 −→ E0 −→ IC → 0.

Let us look at the term Ej in the above complex. Ej has the form of direct sum of ∧n0+jE.

We may write ∧n0+jE in the form ⊕mjD
−n0−j ⊗ αmj where αmj ∈ {α1, · · · , αN}.

This complex is exact away from C. Chasing from it, we see that IC ⊗ Dn0+r−1 ⊗ L is

I.T.0. Thus IC ⊗L(n0+r−1)(⌊ 2r
ε
⌋+1)+1 is M-regular. Recall that B = ωC ⊗N ⊗L

⌊ 2r
ε
⌋+1

C , and we

choose N = OC , then B = ωC ⊗ L
⌊ 2r

ε
⌋+1

C . Thus by Rieman-Roch Theorem, we have

n0 = h0(C,ωC ⊗ L
⌊ 2r

ε
⌋+1

C ) = (⌊2r
ε
⌋+ 1) degLC + 2g − 2 + 1− g

= (⌊2r
ε
⌋+ 1) degLC + g − 1.
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Thus, the M -regular of IC with respect to L is

(n0 + r − 1)(⌊2r
ε
⌋+ 1) + 1 = [(⌊2r

ε
⌋+ 1) degLC + g − 1 + r − 1](⌊2r

ε
⌋+ 1) + 1

= [(⌊2r
ε
⌋+ 1) degLC + codimC + g − 1](⌊2r

ε
⌋+ 1) + 1.

This finishes the proof.

Recall that the Seshadri constant ε ≥ 1, then (⌊2rε ⌋+ 1) ≤ 2r + 1. We then have

Corollary 7.3.5. With respect to L the curve C is [(2r+1) degLC+codimC+g−1](2r+1)+1

M -regular.

If the Seshadri constant ε large enough then we could get a better bound for M -regularity

as follows.

Corollary 7.3.6. Suppose that ε > 2r, then C is (degLC+codimC+g) M -regular with respect

to L.

Proof. Since ε > 2r we see that ⌊2rε ⌋+ 1 = 1. Then the result follows from Theorem 7.3.4.
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