# Bounding the Castelnuovo-Mumford Regularity of Algebraic Varieties 

## BY

WENBO NIU
B.S. (Fudan University, China) 2001
M.S. (Fudan University, China) 2005

## THESIS

Submitted in partial fulfillment of the requirements for the degree of Doctor of Philosophy in Mathematics in the Graduate College of the
University of Illinois at Chicago, 2011

Chicago, Illinois

Defense Committee:
Lawrence Ein, Chair and Advisor
Donu Arapura, Purdue University
Izzet Coskun
Mihnea Popa
Christian Schnell

Copyright by

Wenbo Niu

2011

To my parents, Jianguang Niu, Yuemei Wang,
my wife, Jin Tan, and
my daughter, Jinwen Niu.

## ACKNOWLEDGMENTS

I would like to express my gratitude to my academic advisor Lawrence Ein. He introduced me to the beautiful realm of algebraic geometry, and taught me with endless patience from the very beginning of the subject. His attitude and passion influenced me deeply and shaped me into a mathematician. This thesis would not have been possible without him. Professor Ein's thought and work will always be a great source of inspiration.

I would like to thank Mihnea Popa. His beautiful lectures and inspired suggestions lead to the work of Chapter Seven of the thesis. I am also deeply indebted to the other members of the thesis committee: Donu Arapura, Izzet Coskun and Christian Schnell, for their helpful suggestions and assistance. In addition, I would like to thank Bernd Ulrich for his invitation of visiting Purdue University and suggestions on Chapter Three of the thesis, and to Nero Budur for his invitation of visiting Notre Dame University

It has been a great experience of pursuing my degree in the Mathematics Department of UIC. I would like to thank Henri Gillet, Steve Hurder, Anatoly Libgober, Brooke Shipley, Bhama Srinivasan and John Wood, for their enlightening lectures that I have attended. I am grateful to Liqing Wang, for his help since I first arrived in the U.S., and also to Roi Docampo Álvarez, for his crucial suggestions whenever I needed. I also would like to thank my friends: Richard Abdelkerim, Kungho Chan, Dawei Chen, Chih-Chi Chou, Rong Du, Jonah Gaster, Robert Krzyzanowski, Luigi Lombardi, Tuan Pham, Lei Song, Matthew Wechter, Miao Xu, Fei Ye, Xudong Zheng, and Huaiqing Zuo.

## ACKNOWLEDGMENTS (Continued)

I would like to express my appreciation of the administrative support staff of the Department. Especially I would like to thank Kari Dueball for her help and assistance.

I owe my deepest gratitude to my father, Jianguang Niu, and my mother, Yuemei Wang for their unconditional love and support.

Finally I would like to acknowledge my wife, a statistician in our family, Jin Tan. Her taking care of our family and my life have made it possible for me to finish this thesis.

## TABLE OF CONTENTS

CHAPTER PAGE
1 INTRODUCTION ..... 1
2 CASTELNUOVO-MUMFORD REGULARITY ..... 4
3 REGULARITY BOUNDS FOR HOMOGENEOUS IDEALS ..... 8
$3.1 \quad$ Flat family of $\log$ canonical singularities ..... 9
3.2 Generic linkages ..... 16
3.3 Proof of the main theorem ..... 23
4 VANISHING THEOREMS FOR IDEAL SHEAVES ..... 30
4.1 Multiplier ideal sheaves ..... 31
4.2 Vanishing theorems ..... 37
4.3 Application to Multi-regularity ..... 41
5 ASYMPTOTIC REGULARITY OF IDEAL SHEAVES ..... 45
5.1 The s-invariant of an ideal sheaf ..... 46
5.2 The asymptotic regularity of an ideal sheaf ..... 47
5.3 The regularity of symbolic powers of an ideal sheaf ..... 51
6 REGULARITY BOUNDS FOR NORMAL SURFACES ..... 55
6.1 Singularities of normal surfaces ..... 56
6.2 Regularity of dimension zero subschemes ..... 59
6.3 Eisenbud-Goto conjecture ..... 62
7 M-REGULARITY OF CURVES IN ABELIAN VARITIES ..... 69
7.1 M-regularity on abelian varieties ..... 70
7.2 Vanishing theorem of the graph ..... 74
7.3 M-regularity of curves ..... 79
CITED LITERATURE ..... 84
VITA ..... 88

## CHAPTER 1

## INTRODUCTION

The purpose of this monograph is to study bounds for Castelnuovo-Mumford regularity of algebraic varieties.

The notion of Castelnuovo-Mumford regularity, or simply regularity, has attracted considerable attention in the past thirty years. It has several equivalent definitions in the context of algebraic geometry or commutative algebra. It was first introduced by Mumford in (1) to study families of curves on surfaces. Since then plenty of research has shown that the notion of regularity plays an important role in many classic areas such as linear systems, syzygies, vanishing theorems, moduli problems, and computational algebraic geometry.

We are interested in the study of regularity of algebraic varieties, in particular regularity bounds. There was a surprising result, obtained by Bertram, Ein and Lazarsfeld in (2), which initiated research on regularity bounds in its current form, and served as the starting point of this monograph. It says that if $X \subset \mathbb{P}^{n}$ is a nonsingular subvariety of codimension $e$ cut out by hypersurfaces of degrees $d_{1} \geq d_{2} \cdots \geq d_{t}$ then its regularity is bounded by $d_{1}+d_{2}+\cdots+d_{e}-e+1$. This bound is reproved by Chardin and Ulrich (3) in the case that $X$ has rational singularities. Recently deFernex and Ein (4) proved it again by assuming the pair $\left(\mathbb{P}^{n}, e \cdot X\right)$ is $\log$ canonical. In practical computation $X$ is often defined by a homogeneous ideal $I$ which may not be saturated. Thus to get a regularity bound for $I$ will be of considerable practical importance. Fortunately, such a bound was obtained by Chardin and Ulrich in the aforementioned work. Our first main
result, Theorem 3.3.2, was inspired by their work to give a computational regularity bound for $I$ by assuming that $X$ is a local complete intersection with log canonical singularities.

The approach leading to the result of Bertram, Ein and Lazarsfeld is to establish a vanishing theorem for the ideal sheaf defining the nonsingular variety concerned. In fact in their work they actually established a vanishing theorem for all powers of the ideal sheaf. Thus it is interesting to generalize this vanishing theorem for powers of an ideal sheaf which defines a singular variety, in particular in the light of the work of deFerenx and Ein as mentioned above. In this direction, we obtained such a result in Theorem 4.2.2 for a local complete intersection with log canonical singularities.

The study of the regularity of powers of an ideal sheaf leads to consideration of the asymptotic behavior of regularity. This interesting behavior was first observed by an approach of commutative algebra under the effort of Swanson (5), Cutkosky, Herzog and Trung (6) and Kodiyalam (7). They showed that the asymptotic regularity of an homogeneous ideal is actually a linear function of powers. On the geometric side Cutkosky, Ein and Lazarsfeld (8) give a very interesting asymptotic formula. Specifically, suppose that $\mathscr{I}$ is an ideal sheaf on a projective space, they show that $\lim _{p \rightarrow \infty} \frac{\operatorname{reg} \mathscr{I}^{p}}{p}=s$. The constant $s$ is an invariant to measure the local positivity of the ideal sheaf $\mathscr{I}$. Unfortunately, as opposed to homogeneous ideals, the asymptotic regularity of $\mathscr{I}$ is not a linear function in general. However, in Theorem 5.2.2 we prove that the asymptotic regularity of $\mathscr{I}$ can be bounded by linear functions, which is the best one can hope for.

There is a beautiful conjectured bound for the regularity of a variety. Suppose that $X$ is a nondegenerate subvariety in a projective space. Eisenbud and Goto (9) has conjectured that $\operatorname{reg} X \leq \operatorname{deg} X-\operatorname{codim} X+1$. This has been proved by Gruson, Lazarsfeld and Peskine (10) for integral curves and by Lazarsfeld (11) for nonsingular surfaces. Somewhat weaker results for nonsingular varieties of dimension up to six also proved by Kwak in (12) and (13). Except for the case of curves, very little is known about this conjecture for singular varieties. Collaborating with Lawrence Ein we are able to prove in Corollary 6.3 .7 that the conjecture is true for normal surfaces with rational, Gorenstein elliptic and log canonical singularities.

There is a very interesting Mukai regularity theory, or $M$-regularity, on polarized abelian varieties developed by Pareschi and Popa in a series of papers (14), (15) and (16). It can be viewed as an analogue to the Castelnuovo-Mumford regularity theory. Many fundamental properties and theorems about the notion of $M$-regularity have been proved by Pareschi and Popa. Inspired by the work of Gruson, Lazarsfeld and Peskine on curves in projective spaces (10), collaborating with Luigi Lombardi, we consider $M$-regularity bounds for nonsingular curves in a polarized abelian variety. It is proven in Theorem 7.3.4 that there exist bounds that depend on the positivity of the polarization of the abelian variety.

## CHAPTER 2

## CASTELNUOVO-MUMFORD REGULARITY

Throughout this monograph, we will always work over the complex number field $k=\mathbb{C}$. A variety is always reduced and irreducible. A scheme is always of finite type over $k$. We follow the terminologies in (17) on algebraic geometry and the ones in (18) on commutative algebra.

In this chapter we briefly review the basic theory of Castelnuovo-Mumford regularity, most of which is well-known. Since we only need the stated results, we gather them without proofs mainly from (19), (20) and (21).

The following definition of regularity for any coherent sheaf on a projective space was originally introduced by Mumford in (1, Chapter 14).

Definition 2.0.1. A coherent sheaf $\mathscr{F}$ on $\mathbb{P}^{n}$ is $m$-regular if $H^{i}\left(\mathbb{P}^{n}, \mathscr{F}(m-i)\right)=0$, for $i>0$. The Castelnuovo-Mumford regularity $\operatorname{reg}(\mathscr{F})$ of $\mathscr{F}$ is the least integer $m$ for which $\mathscr{F}$ is $m$ regular.

Remark 2.0.2. If the coherent sheaf $\mathscr{F}$ has support of dimension zero, then reg( $\mathscr{F})$ will be $-\infty$. Otherwise reg $\mathscr{F}$ is always a finite number. In particular, for any nonzero sheaf of ideals $\mathscr{I}$ its regularity is always finite.

We can also define the notion of regularity for any finitely generated graded module over a polynomial ring. More background on this can be found in (20).

Definition 2.0.3. Let $S=k\left[x_{0}, \cdots, x_{n}\right]$ be a polynomial ring over $k$ and $M$ a finitely generated graded $S$-module. Take a minimal graded free resolution of $M$ as

$$
\cdots \longrightarrow F_{2} \longrightarrow F_{1} \longrightarrow F_{0} \longrightarrow M \longrightarrow 0,
$$

with $F_{i}=\oplus_{j} S\left(-d_{i, j}\right)$. The Castelnuovo-Mumford regularity $\operatorname{reg} M$ of $M$ is the supremum of the numbers $d_{i, j}-i$ for all $i$ and $j$.

The above two notions can be related to each other as follows. Suppose that $M$ is a finitely generated graded module over $S=k\left[x_{0}, \cdots, x_{n}\right]$. Let $\mathscr{M}$ be the sheafification of $M$ on the projective space $\mathbb{P}^{n}$. Denote by $\mathfrak{m}=\left(x_{0}, \ldots, x_{n}\right)$ the maximal ideal of $S$. Then there is an exact sequence of graded $S$-modules

$$
0 \rightarrow H_{\mathfrak{m}}^{0}(M) \rightarrow M \rightarrow \oplus_{d} H^{0}\left(\mathbb{P}^{n}, \mathscr{M}(d)\right) \rightarrow H_{\mathfrak{m}}^{1}(M) \rightarrow 0
$$

and for any $i \geq 2, H_{\mathfrak{m}}^{i}(M)=\oplus_{d} H^{i-1}\left(\mathbb{P}^{n}, \mathscr{M}(d)\right)$. From these, we can easily deduce the following proposition.

Proposition 2.0.4 ((20, Proposition 4.16)). Let $M$ be a finitely generated graded $S$-module, and let $\mathscr{M}$ be the coherent sheaf on $\mathbb{P}^{n}$ that it defines. Then the module $M$ is $d$-regular if and only if

1. $\mathscr{M}$ is d-regular;
2. $H_{\mathfrak{m}}^{0}(M)_{e}=0$ for every $e>d$; and
3. the canonical map $M_{d} \rightarrow H^{0}\left(\mathbb{P}^{n}, \mathscr{M}(d)\right)$ is surjective.

In particular, reg $M \geq \operatorname{reg} \mathscr{M}$ always, with equality if $M=\oplus_{d} H^{0}\left(\mathbb{P}^{n}, \mathscr{M}(d)\right)$.

Remark 2.0.5. Let us focus on a homogeneous ideal $I$ of $S$. It has a unique saturation $I^{s a t}$. If $I$ defines a subscheme $X$ of $\mathbb{P}^{n}$, then $I^{s a t}$ equals the unique defining homogeneous ideal $I_{X}$ of $X$. The sheafificaton of $I_{X}$ is the ideal sheaf $\mathscr{I}_{X}$ of $X$. Now it is easy to see the fundamental relation that $\operatorname{reg} \mathscr{I}_{X}=\operatorname{reg} I_{X}=\operatorname{reg} I^{s a t} \leq \operatorname{reg} I$.

The following theorem shows the crucial point of the notion of regularity. It was first proved by Mumford in (1, Chapter 14).

Theorem 2.0.6. Let $\mathscr{F}$ be an m-regular coherent sheaf on $\mathbb{P}^{n}$. Then for every $k \geq 0$ :
(1). $\mathscr{F}(m+k)$ is generated by its global sections.
(2). The natural maps $H^{0}\left(\mathbb{P}^{n}, \mathscr{F}(m)\right) \otimes H^{0}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}(k)\right) \rightarrow H^{0}\left(\mathbb{P}^{n}, \mathscr{F}(m+k)\right)$ are surjective.
(3). $\mathscr{F}$ is $(m+k)$-regular.

The following two useful propositions are very easy to prove by checking the definition directly from the corresponding long exact sequence.

Proposition 2.0.7. Let $0 \rightarrow \mathscr{F}_{1} \rightarrow \mathscr{F}_{2} \rightarrow \mathscr{F}_{3} \rightarrow 0$ be an exact sequence of coherent sheaves on $\mathbb{P}^{n}$. Then

1. reg $\mathscr{F}_{2} \leq \max \left\{\operatorname{reg} \mathscr{F}_{1}\right.$, reg $\left.\mathscr{F}_{3}\right\}$;
2. reg $\mathscr{F}_{3} \leq \max \left\{\operatorname{reg} \mathscr{F}_{1}-1\right.$, reg $\left.\mathscr{F}_{2}\right\}$.

Notice that in general it is very difficult to obtain the regularity of $\mathscr{F}_{1}$ only from the exact sequence in the proposition. In practice in order to determine reg $\mathscr{F}_{1}$, we need more information on the morphism $H^{0}\left(\mathbb{P}^{n}, \mathscr{F}_{2}(k)\right) \rightarrow H^{0}\left(\mathbb{P}^{n}, \mathscr{F}_{3}(k)\right)$. However such problem would not appear if we consider finitely generated graded $S$-modules instead of coherent sheaves on $\mathbb{P}^{n}$.

Proposition 2.0.8. Suppose that $0 \rightarrow M_{1} \rightarrow M_{2} \rightarrow M_{3} \rightarrow 0$ is an exact sequence of finitely generated graded $S$-modules. Then

1. $\operatorname{reg} M_{1} \leq \max \left\{\operatorname{reg} M_{2}, \operatorname{reg} M_{3}+1\right\}$;
2. $\operatorname{reg} M_{2} \leq \max \left\{\operatorname{reg} M_{1}, \operatorname{reg} M_{3}\right\}$;
3. $\operatorname{reg} M_{3} \leq \max \left\{\operatorname{reg} M_{1}-1, \operatorname{reg} M_{2}\right\}$.

It is worth mentioning the following theorem deduced from the work of Giusti and Galligo (see (21, Theorem 3.7) for details). It shows a doubly exponential bound for the regularity of an homogeneous ideal. Thus for any subvariety of a projective space there always exists a regularity bound determined by the degrees of its defining equations.

Theorem 2.0.9. Let $S=k\left[x_{0}, \cdots, x_{n}\right]$ be a polynomial ring over $k$ and $I \subset S$ be a homogeneous ideal. Let $d(I)$ be the maximum of the degrees of a minimal set of generators of $I$. Then $\operatorname{reg} I \leq(2 d(I))^{2^{n-1}}$

We conclude this section by citing the following two results which we shall use repeatedly.

Theorem 2.0.10. Let $f: Y \rightarrow X$ be a morphism of schemes and $\mathscr{F}$ a coherent sheaf on $Y$. Then there is a spectral sequence $E_{2}^{i, j}=H^{i}\left(X, R^{j} f_{*} \mathscr{F}\right) \Rightarrow H^{i+j}(Y, \mathscr{F})$.

Proposition 2.0.11 ((19, Lemma 4.3.10)). Let $f: Y \rightarrow X$ be a morphism of projective varieties and let $A$ be an ample line bundle on $X$. Suppose that $\mathscr{F}$ is a coherent sheaf on $Y$ with the property that $H^{i}\left(Y, \mathscr{F} \otimes f^{*} A^{\otimes m}\right)=0$ for all $i>0$ and $m \gg 0$. Then $R^{i} f_{*} \mathscr{F}=0$ for all $i>0$.

## CHAPTER 3

## REGULARITY BOUNDS FOR HOMOGENEOUS IDEALS

In this chapter, we study the regularity bound for a homogeneous ideal by imposing geometric conditions on the variety it defines. We mainly consider singularities of the variety. It turns out that under some mild conditions on singularities, one can expect to have a linear regularity bound in terms of the degrees of defining equations.

Turning to the details, let $I$ be a homogeneous ideal in a polynomial $\operatorname{ring} R=k\left[x_{0}, \ldots, x_{n}\right]$ generated by forms of degree $d_{1} \geq d_{2} \geq \cdots \geq d_{t}$. Let $X=\operatorname{Proj} R / I$ be the subscheme defined by $I$ in $\mathbb{P}^{n}$ of codimension $r$. Note that in general the number $t$ of defining equations is larger than the codimension $r$. We denote by $I_{X}$ the saturation of $I$, i.e., the defining ideal of $X$. It is uniquely determined by $X$ and always contains $I$. Furthermore, $I_{X}$ is $m$-regular if and only if the ideal sheaf $\mathscr{I}_{X}$ of $X$ is $m$-regular. In this chapter, we consider the regularity bounds for the coordinate ring $R / I$ as a graded $R$-module, and it is easy to see that reg $I=\operatorname{reg} R / I+1$.

The result of Betram, Ein and Lazarsfeld (2) showed that if $X$ is nonsingular then one has a linear bound reg $R / I_{X} \leq \sum_{i=1}^{r} d_{i}-r$ in terms of $d_{i}$, (we call it as BEL-bound and we will come back to this result in the next chapter). Note that the sum in the bound is taken from one to the codimension $r$, i.e., the first $r$ highest degrees of the defining equations. However, since reg $R / I_{X} \leq \operatorname{reg} R / I$ this bound could not give any information on the regularity of $R / I$, which prevents further applications in practice. It was improved in the work of Chardin and Ulrich (3). They first generalized the BEL-bound of $R / I_{X}$ to the case that $X$ is a local
complete intersection with rational singularities. Then they further gave a linear bound of $R / I$ as reg $R / I \leq \frac{(\operatorname{dim} X+2)}{2}\left(\sum_{i=1}^{r} d_{i}-r\right)$, (which we call CU-bound). At this point, the story of bounding the regularity seems complete from either the geometric side or the algebraic side. This also strengthen the intuitions that mild singularities could lead to mild regularity bounds.

Recently BEL-bound of $R / I_{X}$ was reproved by deFernex and Ein (4) in a much more general situation, namely that the pair $\left(\mathbb{P}^{n}, r X\right)$ is $\log$ canonical. Log canonical singularity basically arose from the minimal model program. It already includes a large range of singularities, e.g. local complete intersection with rational singularities considered by Chardin and Ulrich. A very interesting question is if one can establish a similar CU-bound for $R / I$ under log canonical singularity. This is the main motivation of this chapter and we prove this bound in Theorem 3.3.2. Our approach is based on the generic linkage method used in the work of Chardin and Ulrich (3). The idea is to construct a generic link $Y$ of $X$ and then pass to the intersection divisor $Z=Y \cap X$ so that we can use induction on the dimension.

### 3.1 Flat family of log canonical singularities

Log canonical singularities arose from the minimal model program. In this section, we follow the approach in (22) to study this singularity in a flat family.

A normal variety $X$ is said to be $\mathbb{Q}$-Gorenstein if its canonical Weil divisor $K_{X}$ is $\mathbb{Q}$-Cartier, i.e., $m K_{X}$ is a Cartier divisor for some integer $m$. We consider a pair $(X, Y)$, where $X$ is a normal $\mathbb{Q}$-Gorenstein variety and $Y$ is a formal sum $Y=\sum_{i} q_{i} \cdot Y_{i}$ of proper closed subschemes $Y_{i}$ of $X$ with nonnegative rational coefficients $q_{i}$.

Let $X^{\prime}$ be a nonsingular variety which is proper and birational over $X$. If $E$ is a prime divisor on $X^{\prime}$ then $E$ defines a divisor over $X$. The image of $E$ on $X$ is called the center of $E$ and denoted by $c_{X}(E)$.

Given a divisor $E$ over $X$, we choose a proper birational morphism $\mu: X^{\prime} \rightarrow X$ with $X^{\prime}$ nonsingular such that $E$ is a divisor on $X^{\prime}$, and such that all the scheme-theoretic inverse images $\mu^{-1}\left(Y_{i}\right)$ are divisors. The log discrepancy $a(E ; X, Y)$ is defined such that the coefficient of $E$ in $K_{X^{\prime} / X}-\sum_{i} q_{i} \cdot \mu^{-1}\left(Y_{i}\right)$ is $a(E ; X, Y)-1$. This number is independent of the choice of $X^{\prime}$. If we further assume that the divisor $K_{X^{\prime} / X}-\sum_{i} q_{i} \cdot \mu^{-1}\left(Y_{i}\right)$ has a simple normal crossing support then such morphism $\mu$ is called a log resolution of the pair $(X, Y)$.

Let $W$ be a nonempty closed subset of $X$. The minimal log discrepancy of the pair $(X, Y)$ on $W$ is defined by $\operatorname{mld}(W ; X, Y)=\inf _{c_{X}(E) \subseteq W}\{a(E ; X, Y)\}$, where the infimum is computed by considering all $\log$ resolution $\mu: X^{\prime} \rightarrow X$ of the pair $(X, Y)$ and all prime divisors $E$ on any such $X^{\prime}$ with center $\mu(E)$ contained in $W$. If $\operatorname{mld}(p ; X, Y) \geq 0$ for a closed point $p \in X$, we say that the pair $(X, Y)$ is $\log$ canonical at $p$. If $(X, Y)$ is $\log$ canonical at each closed point of $X$ or equivalently $\operatorname{mld}(X ; X, Y) \geq 0$, we then say that the pair $(X, Y)$ is $\log$ canonical. If $\operatorname{mld}(X ; X, Y)>0$, we say that the pair $(X, Y)$ is Kawamata log terminal, or klt for short. If $Y=0$, we just write the pair $(X, Y)$ as $X$.

One important theorem on minimal log discrepancy is Inversion of Adjunction. It is proved for local complete intersection varieties by Ein and Mustaţă.

Inversion of Adjunction ((23, Theorem1.1)). Let $X$ be a normal, local complete intersection variety, and $Y=\sum_{i} q_{i} \cdot Y_{i}$, where $q_{i} \in \mathbb{R}_{+}$and $Y_{i} \subset X$ are proper closed subschemes. If $D \subset X$
is a normal effective Cartier divisor such that $D \nsubseteq \cup_{i} Y_{i}$, then for every proper closed subset $W \subset D$, we have

$$
\operatorname{mld}(W ; X, D+Y)=\operatorname{mld}\left(W ; D,\left.Y\right|_{D}\right)
$$

The local complete intersection log canonical singularities behave well in flat families. More specifically, consider a flat family over a local complete intersection log canonical scheme, where all fibers are also local complete intersection log canonical. Then we show that the total space itself is local complete intersection log canonical.

We start with the case where the flat family has a nonsingular base.

Proposition 3.1.1. Let $f: Y \rightarrow X$ be a flat morphism of schemes of finite type over $k$. Assume that $X$ is nonsingular and each fiber of $f$ is local complete intersection log canonical. Then $Y$ is local complete intersection log canonical.

Proof. Since $X$ and all fibers are normal and local complete intersections, by flatness of $f$, we see that $Y$ is normal and a local complete intersection (24, Section 23). Choosing an irreducible component of $Y$ and its image, we can assume that $Y$ is a variety and $f$ is surjective. Since the question is local we can further assume that $X=\operatorname{Spec} A$ is affine. Let $x \in X$ be a closed point defined by a maximal ideal $m$ of $A$. Then $\mathscr{O}_{X, x}$ is a regular local ring with a maximal ideal $m_{x}=\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ generated by a regular system of parameters $t_{1}, \cdots, t_{n}$ where $n=\operatorname{dim} X$. Shrinking $X$ if necessary, we can extend $t_{i}$ to $X$ and therefore can assume that $m=\left(t_{1}, \ldots, t_{n}\right) \subset A$ generated by a regular sequence. Set $I_{i}=\left(t_{1}, \ldots, t_{i}\right)$. Note that $\mathscr{O}_{X, x} /\left(t_{1}, \ldots, t_{i}\right)$ is regular. By shrinking $X$ again if necessary, we can further assume that $A / I_{i}$
is regular for each $i=1, \ldots, n$. Let $X_{i}=\operatorname{Spec} A / I_{i}$ be subschemes of $X$ and consider the following fiber product


By the flatness of $f_{i}$ and the assumption that each fiber of $f_{i}$ is a local complete intersection and normal, we see that $Y_{i}$ is a local complete intersection and normal for each $i=1, \ldots, n$.

Let $y$ be a closed point on the fiber $Y_{x}=Y_{n}$. By the flatness of $f,\left(t_{1}, \ldots, t_{n}\right)$ is a regular sequence in $\mathscr{O}_{Y, y}$ and therefore the $t_{i}$ 's define divisors $D_{1}, \ldots, D_{n}$ around $y$ in $Y$ such that $Y_{i}=D_{1} \cap D_{2} \cap \cdots \cap D_{i}$, for $i=1, \ldots, n$. Now by Inversion of Adjunction, we have

$$
\begin{aligned}
\operatorname{mld}\left(y ; Y_{n}\right) & =\operatorname{mld}\left(y ; Y_{n-1},\left.D_{n}\right|_{Y_{n-1}}\right) \\
& =\operatorname{mld}\left(y ; Y_{n-2},\left.D_{n}\right|_{Y_{n-2}}+D_{n-1} \mid Y_{n-2}\right) \\
& =\cdots \\
& =\operatorname{mld}\left(y ; Y, D_{1}+\cdots+D_{n}\right) .
\end{aligned}
$$

From the assumption that $\operatorname{mld}\left(y ; Y_{n}\right) \geq 0$, we get that $\operatorname{mld}(y ; Y) \geq 0$, i.e. $Y$ is $\log$ canonical at $y$, which proves the proposition.

Next let us consider the general case in which the flat family has a singular base. We first resolve the singularities of the base, and then base change to a new flat family over a nonsingular base. However, in this procedure, some extra divisors could be introduced on the
new flat family. This means that we need to consider singularities of pairs on the new flat family.

Theorem 3.1.2. Let $f: Y \rightarrow X$ be a flat morphism of schemes of finite type over $k$. Assume that $X$ and all fibers of $f$ are local complete intersection log canonical. Then $Y$ is local complete intersection log canonical.

Proof. As in the proof of Proposition 3.1.1, we may assume that $X$ and $Y$ are varieties and $Y$ is normal and a local complete intersection. All we need to show is that $Y$ is $\log$ canonical. Take a log resolution of $X, \mu: \widetilde{X} \rightarrow X$, and construct the fiber product $\widetilde{Y}=Y \times_{X} \widetilde{X}$ :


By Proposition 3.1.1, $\widetilde{Y}$ is local complete intersection $\log$ canonical. Since $X$ is $\log$ canonical, we can write the relative canonical divisor $K_{\tilde{X} / X}=P-N$, where $P$ and $N$ are effective divisors supported in the exceptional locus of $\mu$, so that $N=\sum E_{i}$ where $E_{i}$ are prime divisors with simple normal crossings. By base change for relative canonical diviosrs, we have $K_{\tilde{Y} / Y}=$ $g^{*} K_{\tilde{X} / X}$ and therefore $K_{\tilde{Y} / Y}=g^{*}(P)-g^{*}(N)$.

Denoting by $F_{j}$ 's the distinct irreducible components of those $g^{*}\left(E_{i}\right)$ (note that $g^{*}\left(E_{i}\right)=$ $g^{-1}\left(E_{i}\right)$ as scheme-theoretical inverse image of $\left.E_{i}\right)$, we have $g^{*}(N)=\sum F_{j}$. This will be shown in detail at the beginning of the proof of Lemma 3.1.3 below.

Now we let $\pi: Y^{\prime} \rightarrow \widetilde{Y}$ be a $\log$ resolution of $\tilde{Y}$ such that

$$
\begin{aligned}
K_{Y^{\prime} / Y} & =K_{Y^{\prime} / \tilde{Y}}+\pi^{*} K_{\tilde{Y} / Y} \\
& =A-B+\pi^{*} g^{*} P-\sum \pi^{*} F_{i}
\end{aligned}
$$

where $A$ is the positive part of $K_{Y^{\prime} / \tilde{Y}}$ and $B$ is the negative part of $K_{Y^{\prime} / \tilde{Y}}$ and all prime divisors in the above formula are simple normal crossings. In order to show $Y$ is $\log$ canonical, it is enough to show that the coefficient of each prime divisor in $B+\sum \pi^{*} F_{i}$ is 1 . This is equivalent to showing that the pair $\left(\widetilde{Y}, g^{-1} N\right)$ is $\log$ canonical, which is shown in the following Lemma 3.1.3.

Lemma 3.1.3. Let $f: Y \rightarrow X$ be a flat morphism of varieties such that $X$ is nonsingular and each fiber of $f$ is local complete intersection log canonical. Assume that $E_{1}, \ldots, E_{r}$ are prime divisors on $X$ with simple normal crossings. Then the pair $\left(Y, \sum_{i=1}^{r} f^{-1}\left(E_{i}\right)\right)$ is log canonical, where $f^{-1}$ means scheme-theoretical inverse image.

Proof. From Proposition 3.1.1, $Y$ is local complete intersection $\log$ canonical. Also for each divisor $E_{i}$, the scheme-theoretical inverse $f^{-1}\left(E_{i}\right)$ is local complete intersection log canonical. This implies that

$$
\sum_{i=1}^{r} f^{-1}\left(E_{i}\right)=\sum_{j=1}^{s} F_{j}
$$

where $F_{j}$ are distinct irreducible components of the subschemes $f^{-1}\left(E_{i}\right)$. Note that since $f$ is flat, each $F_{j}$ only appears in one $f^{-1}\left(E_{i}\right)$, and if some $F_{j}$ 's are in the same $f^{-1}\left(E_{i}\right)$ then
they are disjoint. Furthermore each $F_{j}$ is a Cartier normal divisor on $Y$ with local complete intersection $\log$ canonical singularities. We need to show the pair $\left(Y, \sum F_{j}\right)$ is $\log$ canonical.

We prove this by induction on the dimension of $X$. First assume that $\operatorname{dim} X=1$. Then $E_{1}, \ldots, E_{r}$ are distinct points and $F_{1}, \ldots, F_{s}$ are pairwise disjoint. It is enough to show that for each $j, \operatorname{mld}\left(F_{j} ; Y, F_{j}\right) \geq 0$. Choosing a closed point $p \in F_{j}$ of $Y$, by Inversion of Adjunction and the fact that $F_{j}$ has $\log$ canonical singularities, we have $\operatorname{mld}\left(p ; Y, F_{j}\right)=\operatorname{mld}\left(p ; F_{j}\right) \geq 0$.

Assume $X$ has any dimension. Since $Y$ is $\log$ canonical, it is enough to show that for each $j, \operatorname{mld}\left(F_{j} ; Y, \sum_{t=1}^{s} F_{t}\right) \geq 0$. Without loss of generality, we prove this for $F_{1}$ and assume that $F_{1} \subseteq f^{-1}\left(E_{1}\right)$. Choosing any closed point $p \in F_{1}$ of $Y$, by Inversion of Adjunction, we have

$$
\operatorname{mld}\left(p ; Y, F_{1}+\sum_{t=2}^{s} F_{t}\right)=\operatorname{mld}\left(p ; F_{1},\left.\sum_{t=2}^{s} F_{t}\right|_{F_{1}}\right) .
$$

For $i=2, \ldots, r$, we set $D_{i}=E_{1} \cap E_{i}$ and note that $\left.\sum_{t=2}^{s} F_{t}\right|_{F_{1}}=\sum_{i=2}^{r} f^{-1}\left(D_{i}\right)$, where $f^{-1}$ means scheme-theoretical inverse image. Now we are in the situation $f: F_{1} \rightarrow E_{1}$, where $E_{1}$ is nonsingular and $D_{2}, \ldots, D_{r}$ are divisors on $E_{1}$ with simple normal crossings. Then applying induction on $F_{1}$, we get that the pair $\left(F_{1},\left.\sum_{t=2}^{s} F_{t}\right|_{F_{1}}\right)$ is $\log$ canonical and therefore $\operatorname{mld}\left(p ; F_{1},\left.\sum_{t=2}^{s} F_{t}\right|_{F_{1}}\right) \geq 0$ which proves the lemma.

If $f: Y \rightarrow X$ is a surjective smooth morphism, then we can move singularities freely from $Y$ to $X$. Using the notion of jet schemes, we have a quick proof for this as follows.

Given any scheme $X$, we can associate the $m$-th jet scheme $X_{m}$ for any positive integer $m$. The properties of jet schemes are closely related to the singularities of $X$. We may use
jet schemes to describe local complete intersection log canonical singularities. The work of Ein and Mustaţă shows that if $X$ is a normal local complete intersection variety, then $X$ has $\log$ canonical singularities if and only if $X_{m}$ is equidimensional for every $m$. For more information on jet schemes and their application to singularities, we refer the reader to (22).

Proposition 3.1.4. Let $f: Y \rightarrow X$ be a smooth surjective morphism of schemes of finite type over $k$. Then $X$ is local complete intersection log canonical if and only if $Y$ is local complete intersection log canonical.

Proof. First note that since $f$ is smooth, we have $X$ is normal and a local complete intersection if and only if $Y$ is normal and a local complete intersection. Since $f$ is smooth and surjective, for every $m$ we have an induced morphism between $m$-jet schemes $f_{m}: Y_{m} \rightarrow X_{m}$, which is smooth and surjective (22, Remark 2.10). Then $Y_{m}$ is equidimensional if and only if $X_{m}$ is equidimensional. Now by (23, Theorem 1.3), we get the proposition.

Remark 3.1.5. In the proof, if $f$ is smooth but not surjective, we can only get $f_{m}: Y_{m} \rightarrow X_{m}$ is smooth. Then equidimensionality of $X_{m}$ will imply that $Y_{m}$ is equidimensional. This means that for a smooth morphism $f: Y \rightarrow X$, if $X$ is local complete intersection log canonical then $Y$ is also local complete intersection log canonical singularities. This is a quick proof for a special case of Theorem 3.1.2.

### 3.2 Generic linkages

In this section, we study the log canonical singularities in a generic linkage. This could be compared to the work (3) on studying rational singularities in a generic linkage. The $s$-generic
residual intersection theory can be found in (25). Throughout this section, all rings are assumed to be Noetherian $k$-algebras and a point on a scheme means a point locally defined by a prime ideal, not necessarily maximal. All fiber products are over the field $k$ unless otherwise stated.

Let $S=\operatorname{Spec} R$ be an affine scheme and $X \subset S$ be a codimension $r$ subscheme defined by an ideal $I=\left(z_{1}, \ldots, z_{t}\right)$. For an integer $s \geq 0$, let $M=\left(U_{i j}\right)_{t \times s}$ be a $t \times s$ matrix of variables and $R^{\prime}=R\left[U_{i j}\right]$ be the polynomial ring over $R$ obtained by adjoining the variables of $M$. Define $S^{\prime}=S \times \mathbb{A}^{t \times s}=\operatorname{Spec} R^{\prime}$, which has a natural flat projection $\pi: S^{\prime} \rightarrow S$. Let $X^{\prime}=\pi^{-1}(X)$ be defined by the ideal $I R^{\prime}$. Construct an ideal $\alpha$ in $R^{\prime}$ generated by $\alpha_{1}, \ldots, \alpha_{s}$ as follows:

$$
\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)=\left(z_{1}, \ldots, z_{t}\right) \cdot M
$$

and set $J=\left[\alpha: I R^{\prime}\right]$. The subscheme $Y^{\prime}$ of $S^{\prime}$ defined by $J$ is called an $s$-generic residual intersection of $X$.

We define $Z$ to be the scheme-theoretical intersection of $X^{\prime}$ and $Y^{\prime}$. Its defining ideal is $I_{Z}=J+I R^{\prime}$. We equip $Z$ with a restricted projection morphism $\pi: Z \rightarrow X$ and call $Z$ an intersection divisor of an $s$-generic residual intersection of $X$.

Note that if $s<r$, then $\alpha$ is generated by a regular sequence and therefore $J=\alpha, Z=X^{\prime}$. The interesting case is when $s \geq r$. In particular, when $s=r, Y^{\prime}$ is called a generic linkage of $X$. Correspondingly, we call $Z$ an intersection divisor of a generic linkage of $X$.

Under the assumption that $X$ is a local complete intersection, the morphism $\pi: Z \rightarrow X$, and in particular its fibers, can be understood very well. This offers us an opportunity to pass singularities from $X$ to $Z$.

We start with a lemma which describes the fibers of $\pi$ when $X$ is a complete intersection.

Lemma 3.2.1. Let $S=\operatorname{Spec} R$ be a Gorenstein integral affine scheme and $X$ be a complete intersection subscheme defined by a regular sequence $I=\left(z_{1}, \ldots, z_{r}\right)$ in $R$. For $s \geq 0$, let $M=\left(U_{i j}\right)_{r \times s}, R^{\prime}=R\left[U_{i j}\right], \alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)=\left(z_{1}, \ldots, z_{r}\right) \cdot M$ and $J=\left[\alpha: I R^{\prime}\right]$. Assume that $Z$ is defined by $J+I R^{\prime}$ and consider the natural morphism $\pi: Z \rightarrow X$. We have
(1) If $s<r$, then $Z \cong X \times \mathbb{A}^{r \times s}$ and $\pi$ is the projection to $X$.
(2) If $s \geq r$, then $\pi: Z \rightarrow X$ is a flat morphism and for any point $p \in X$,

$$
\pi^{-1}(p) \cong k(p)\left[U_{i j}\right] / I_{r}(M)
$$

where $I_{r}(M)$ is the $r \times r$ minors ideal of $M$.
(3) In particular, if $s=r$, then $\pi: Z \rightarrow X$ is a flat morphism such that each fiber is a local complete intersection with rational singularities.

Proof. (1) is trivial because in this case $J=\alpha$ and $Z$ is defined by $I R^{\prime}$ so that $Z=\pi^{-1}(X) \cong$ $X \times \mathbb{A}^{r \times s}$.

For (2) and (3), let $\mathfrak{q} \in X \subset S$ be a point and passing to the local ring $R_{\mathfrak{q}}$, we can assume $R$ is local. By (25, Example 3.4), $J=\left(\alpha_{1}, \ldots, \alpha_{s}, I_{r}(M)\right)$ and then $Z$ is defined by $I_{Z}=J+I R^{\prime}=\left(I, I_{r}(M)\right)$.

Notice that $R\left[U_{i j}\right] /\left(I, I_{r}(M)\right)=R / I \otimes_{R} R\left[U_{i j}\right] / I_{r}(M)$. This means that the morphism $\pi: Z \rightarrow X$ can be constructed from the fiber product


Since $\theta$ is flat, we obtain $\pi$ is flat. The fiber of $\pi$ at $p \in X$ is

$$
\begin{aligned}
F & =k(p) \otimes_{R / I} R\left[U_{i j}\right] /\left(I, I_{r}(M)\right) \\
& =k(p)\left[U_{i j}\right] / I_{r}(M)
\end{aligned}
$$

In particular, if $s=r$, we see that $F$ is a local complete intersection with rational singularities.

Now we turn to the case where $X$ is a local complete intersection.

Proposition 3.2.2. Let $S=\operatorname{Spec} R$ be a Gorenstein integral affine scheme and $X$ be a subscheme defined by an ideal $I=\left(z_{1}, \ldots, z_{t}\right)$ in $R$. For $s \geq 0$, let $M=\left(U_{i j}\right)_{t \times s}, R^{\prime}=R\left[U_{i j}\right]$, $\alpha=\left(\alpha_{1}, \ldots, \alpha_{s}\right)=\left(z_{1}, \ldots, z_{t}\right) \cdot M$, and $J=\left[\alpha: I R^{\prime}\right]$. Let $Z$ be defined by $J+I R^{\prime}$ and consider the natural morphism $\pi: Z \rightarrow X$. Let $\mathfrak{p} \in X$ be a point of $S$ and assume that $I_{\mathfrak{p}}$ is generated by a regular sequence of length $r$. Then there is an affine neighborhood of $\mathfrak{p}$ over which $\pi$ can be factored as follows

such that $P=X \times \mathbb{A}^{(t-r) \times s}$ with $g$ the projection to $X$ and $Z$ can be viewed as an intersection divisor of an s-generic residual intersection of $P$.

Note that the above diagram is local. More precisely, there is an affine neighborhood $U$ of $\mathfrak{p}$ and the morphism $\pi: Z \rightarrow X$ in the above diagram really means the restriction of $\pi$ over $U$, i.e. $\pi: \pi^{-1}(U) \cap Z \rightarrow U \cap X$.

Proof. By assumption, we may replace $S$ by an affine neighborhood of $\mathfrak{p}$ such that $I$ is generated by a regular sequence, say $z_{1}, \ldots, z_{r}$. Then

$$
\left\{\begin{align*}
z_{r+1} & =a_{1, r+1} z_{1}+a_{2, r+1} z_{2}+\ldots+a_{r, r+1} z_{r}  \tag{3.1}\\
z_{r+2} & =a_{1, r+2} z_{1}+a_{2, r+2} z_{2}+\ldots+a_{r, r+2} z_{r} \\
& \ldots \\
z_{t} & =a_{1, t} z_{1}+a_{2, t} z_{2}+\ldots+a_{r, t} z_{r}
\end{align*}\right.
$$

where $a_{i j} \in R$. Set $A=\left(a_{i j}\right)_{r \times(t-r)}$. We can write $\left(z_{r+1}, \ldots, z_{t}\right)=\left(z_{1}, \ldots, z_{r}\right) \cdot A$. Denote $M=\binom{C}{B}$, where

$$
\left.C=\left(\begin{array}{cccc}
U_{11} & U_{12} & \cdots & U_{1 s} \\
U_{21} & U_{22} & \cdots & U_{2 s} \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right), \quad \cdots, \begin{array}{cccc}
U_{r+1,1} & U_{r+1,2} & \cdots & U_{r+1, s} \\
U_{r+2,1} & U_{r+2,2} & \cdots & U_{r+2, s} \\
\cdots \cdots & U_{r 2} & \cdots & U_{r s}
\end{array}\right) .
$$

Using the equations in (3.1), we can rewrite $\left(\alpha_{1}, \ldots, \alpha_{s}\right)=\left(z_{1}, \ldots, z_{t}\right) \cdot M$ as

$$
\left(\alpha_{1}, \ldots, \alpha_{s}\right)=\left(z_{1}, \ldots, z_{r}\right) \cdot(A \cdot B+C) .
$$

Set $N=\left(V_{l m}\right)_{r \times s}=A \cdot B+C$. Then the ring extension of $R$ to $R^{\prime}$ can be obtained by extending twice: $R \rightarrow R_{1}=R\left[U_{i j} \mid i>r\right] \rightarrow R^{\prime}=R_{1}\left[V_{p q}\right]$. The first extension $R \rightarrow R_{1}$ gives the morphism $g:$ Spec $R_{1}=S \times \mathbb{A}^{(t-r) \times s} \rightarrow S$. Let $P=g^{-1}(X)=X \times \mathbb{A}^{(t-r) \times s}$ defined by $I R_{1}$ which is the complete intersection generated by the regular sequence $\left(z_{1}, \ldots, z_{r}\right)$ in $R_{1}$. Restricting $g$ to $P$, we get a projection $g: P \rightarrow X$. In the second extension, $R_{1} \rightarrow R^{\prime}$, we see that $Z$ can be viewed as an intersection divisor of an $s$-generic residual intersection of $P$ with morphism $\pi^{\prime}: Z \rightarrow P$.

Since $Z$ is a generic intersection divisor of $X$, the fibers of the morphism $\pi: Z \rightarrow X$ are local complete intersections with rational singularities and they are log canonical. So the morphism $\pi: Z \rightarrow X$ provides us a flat family of log canonical singularities, to which results of the previous section can be applied.

Proposition 3.2.3. Let $S=\operatorname{Spec} R$ be a regular affine scheme and $X$ be a subscheme defined by an ideal $I=\left(z_{1}, \ldots, z_{t}\right)$ with codimension $r$ in $S$. Construct a generic linkage $J$ of $I$ as follows: let $M=\left(U_{i j}\right)_{t \times r}, R^{\prime}=R\left[U_{i j}\right], \alpha=\left(\alpha_{1}, \ldots, \alpha_{r}\right)=\left(z_{1}, \ldots, z_{t}\right) \cdot M$, and $J=\left[\alpha: I R^{\prime}\right]$. Let $Z$ be a subscheme of $\operatorname{Spec} R^{\prime}$ defined by the ideal $J+I R^{\prime}$ and consider the natural morphism $\pi: Z \rightarrow X$. If $X$ is local complete intersection log canonical, then $Z$ is also local complete intersection log canonical.

Proof. Choose any point $\mathfrak{p} \in X$. By the assumption, $I_{\mathfrak{p}}$ is generated by a regular sequence with length $l \geq r$. By Proposition 3.2.2, there is an affine neighborhood of $\mathfrak{p}$, over which we can factor $\pi: Z \rightarrow X$ as follows

such that $P \cong X \times \mathbb{A}^{(t-l) \times r}$, which is defined by a regular sequence of length $l$ in $S \times \mathbb{A}^{(t-l) \times r}$, and $Z$ is an intersection divisor of a $r$-generic residual intersection of $P$. There are two possibilities as follows.

If $l=r$, then by Lemma $3.2 .1(3), \pi^{\prime}: Z \rightarrow P$ is a flat morphism whose fibers are locally complete intersection log canonical. Now by Proposition 3.1.4 and Theorem 3.1.2 we obtain that $Z$ is local complete intersection log canonical.

If $l>r$, then by Lemma 3.2.1 (1), $Z \cong P \times \mathbb{A}^{l \times r}$. Using Proposition 3.1.4, we have that $Z$ is local complete intersection log canonical.

We have passed the singularities from $X$ to $Z$ in above proposition. As we mentioned in the Introduction, we need to understand the generators of $Z$. Since $Z$ is defined by $J+I R^{\prime}$, basically, we need to know the generators of the generic linkage $J$. The method we will use here is quite standard in (3) and we shall be brief.

Lemma 3.2.4. Let $X \subset \mathbb{P}^{n}$ be a equidimensional Gorenstein subscheme with log canonical singularities. Then reg $\omega_{X}=\operatorname{dim} X+1$, where $\omega_{X}$ is the canonical sheaf of $X$.

Proof. By assumption, $\omega_{X}$ is a direct sum of the canonical sheaves of each irreducible component of $X$. We may assume that $X$ is irreducible. Since $X$ is $\log$ canonical, Kodaira vanishing holds for $X$ (26, Corollary 1.3), i.e., $H^{i}\left(X, \omega_{X}(k)\right)=0$, for all $k>0$ and $i>0$. Note that $H^{\operatorname{dim} X}\left(X, \omega_{X}\right) \neq 0$. Then we see $\operatorname{reg} \omega_{X}=\operatorname{dim} X+1$.

Proposition 3.2.5. Let $X \subset \mathbb{P}^{n}$ be a equidimensional Gorenstein subscheme with log canonical singularities and codimension $r$. Assume that $Y \subset \mathbb{P}^{n}$ is direct linked with $X$ by forms of degrees $d_{1}, \ldots, d_{r}$. Denote by $J$ the defining ideal of $Y$ and write $\sigma=\sum_{i=1}^{r}\left(d_{i}-1\right)$. Then $J=(J)_{\leq \sigma}$. Proof. Let $I \subset R=k\left[x_{0}, \ldots, x_{n}\right]$ be the defining ideal of $X$ and $d=\operatorname{dim} R / I$. Let $b=I \cap J$ be generated by forms in degrees $d_{1}, \ldots, d_{r}$ and $\omega$ be the canonical module of $R / I$. If $d=2$, i.e., $X$ is a nonsingular curve, then $(\omega)_{\leq d}=\omega$ by (3, Proposition 1.1). If $d>2$, i.e., $\operatorname{dim} X>1$, then $\operatorname{reg} \omega=\operatorname{reg} \omega_{X}=d$ by Lemma 3.2.4 and therefore we have $(\omega)_{\leq d}=\omega$.

Observe that $J / b=\operatorname{Hom}_{R}(R / I, R / b)=\operatorname{Ext}_{R}^{r}(R / I, R)\left[-d_{1}-\cdots-d_{r}\right]=\omega[d-\sigma]$. Hence $(J / b)_{\leq \sigma}=(\omega[d-\sigma])_{\leq \sigma}=(\omega)_{\leq d}[d-\sigma]=\omega[d-\sigma]$. From the diagram

we see $(J)_{\leq \sigma}=J$.

### 3.3 Proof of the main theorem

Applying the results we have established, we are able to give a bound for the CastelnuovoMumford regularity of a homogenous ideal which defines a local complete intersection log canonical scheme. This partially generalizes the work of Chardin and Ulrich (3) and gives a new
geometric condition under which a reasonable bound can be obtained. For the convenience of the reader, we follow the construction from (3) and keep the same notations.

Proposition 3.3.1. Let $R=k\left[x_{0}, \ldots, x_{n}\right]$ and $I \subset R$ be a homogeneous ideal of codimension $r$ generated by forms $f_{1}, \ldots, f_{t}$ of degrees $d_{1} \geq d_{2} \geq \cdots \geq d_{t} \geq 1$. Let

$$
a_{i j}=\sum_{|\mu|=d_{j}-d_{i}} U_{i j \mu} x^{\mu}, \quad \text { for } r+1 \leq i \leq t, 1 \leq j \leq r
$$

where $U_{i j \mu}$ are variables. Denote $A=\left(a_{i j}\right), K=k\left(U_{i j \mu}\right), R^{\prime}=R \otimes_{k} K$ and define

$$
\left(\alpha_{1}, \ldots, \alpha_{r}\right)=\left(f_{1}, \ldots, f_{t}\right)\binom{I_{r \times r}}{A}
$$

$J=\left[\left(\alpha_{1}, \ldots, \alpha_{r}\right) R^{\prime}: I R^{\prime}\right]$. Assume that $X=\operatorname{Proj} R / I$ is local complete intersection log canonical. Then $Z=\operatorname{Proj} R^{\prime} / I R^{\prime}+J$ is local complete intersection log canonical.

Proof. Reduce the question to standard affine covers of $\mathbb{P}_{k}^{n}$. Without loss of generality, we focus on one affine cover $U=\operatorname{Spec} R_{\left(x_{0}\right)}$, where $R_{\left(x_{0}\right)}$ means the degree zero part of the homogeneous localization of $R$ with respect to $x_{0}$, which is canonically isomorphic to $k\left[x_{1} / x_{0}, \ldots, x_{n} / x_{0}\right]$. Set $V=\pi^{-1}(U)$, where $\pi$ is the natural morphism $\pi: \mathbb{P}_{K}^{n} \rightarrow \mathbb{P}_{k}^{n}$. Note that $V=\operatorname{Spec} R_{\left(x_{0}\right)}^{\prime}$. For simplicity, we reset our notations as follows. Replace $R$ by $R_{\left(x_{0}\right)}, R^{\prime}$ by $R_{\left(x_{0}\right)}^{\prime}, f_{i}$ by $f_{i} / x_{0}^{d_{i}}$, and $I$ by $I_{\left(x_{0}\right)}$. Then on the affine open set $U, X$ is generated by $I=\left(f_{1}, \ldots, f_{t}\right)$ in $R$. We redefine elements of the matrix $A$ by setting $a_{i j}=\sum U_{i j \mu} x^{\mu} / x_{0}^{|\mu|}$. We can see that on $V, Z$ is defined by the ideal $J+I R^{\prime}$, where $J=\left[\alpha: I R^{\prime}\right]$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ is defined by the equations in the assumption. Note that $a_{i j}$ 's now become variables over $R$ and therefore $A$ is a matrix of variables over $R$. We restrict to this affine case in the following proof.

Consider ring extensions $R\left[a_{i j}\right] \rightarrow R\left[U_{i j \mu}\right] \rightarrow R^{\prime}=R \otimes_{k} K$. The first one is given by adjoining variables. The second one is the localization of $R\left[U_{i j \mu}\right]$ by the multiplicative set $W=k\left[U_{i j \mu}\right] \backslash\{0\}$. They give morphisms $\phi_{1}$ and $\phi_{2}$ respectively:

$$
\operatorname{Spec} R^{\prime} \xrightarrow{\phi_{2}} \operatorname{Spec} R\left[U_{i j \mu}\right] \xrightarrow{\phi_{1}} \operatorname{Spec} R\left[a_{i j}\right] .
$$

In $R\left[a_{i j}\right]$, set $J_{1}=\left[\alpha: \operatorname{IR}\left[a_{i j}\right]\right]$ and define a subscheme $Z_{1}=\operatorname{Spec} R\left[a_{i j}\right] /\left(J_{1}+I R\left[a_{i j}\right]\right)$, so that $Z=\left(\phi_{0} \circ \phi_{1}\right)^{-1}\left(Z_{1}\right)$. To show $Z$ has the desired singularities, we just need to show $Z_{1}$ has the desired singularities. This is because $\phi_{1}$ is smooth and it passes singularities from $Z_{1}$ to $\phi_{1}^{-1}\left(Z_{1}\right)$ by Proposition 3.1.4. Our singularities are preserved by localization and so $\phi_{2}$ will continue passing singularities from $\phi_{1}^{-1}\left(Z_{1}\right)$ to $Z$. Hence all we need is to prove the proposition for $Z_{1}$ in $\operatorname{Spec} R\left[a_{i j}\right]$.

To this end, we introduce a new matrix of variables $B=\left(b_{l m}\right)_{r \times r}$ and set

$$
C=\binom{B}{A \cdot B}=\left(c_{u v}\right)_{t \times s},
$$

which is also a matrix of variables over $R$. In the ring $R\left[c_{u v}\right]$, we construct an intersection divisor $Z^{\prime}$ of $X$ as follows: let $\alpha^{\prime}=\left(\alpha_{1}^{\prime}, \ldots, \alpha_{r}^{\prime}\right)=\left(f_{1}, \ldots, f_{t}\right) \cdot C, J^{\prime}=\left(\alpha^{\prime}: \operatorname{IR}\left[c_{u v}\right]\right)$ and define $Z^{\prime}=\operatorname{Spec} R\left[c_{u v}\right] /\left(J^{\prime}+I R\left[c_{u v}\right]\right)$. Then consider the diagram

where $q$ is induced by the base field extension $R\left[a_{i j}\right] \rightarrow R\left[a_{i j}\right] \otimes_{k} k\left(b_{l m}\right)$, and $p$ is induced by $R\left[c_{u v}\right] \rightarrow R\left[a_{i j}\right] \otimes_{k} k\left(b_{l m}\right)$, which is the localization of $R\left[c_{u v}\right]$ with respect to the multiplicative set $k\left[b_{l m}\right] \backslash\{0\}$. We note that $p^{-1}\left(Z^{\prime}\right)=q^{-1}\left(Z_{1}\right)=Z_{1} \otimes_{k} k\left(b_{l m}\right)$. By Proposition 3.2.3, $Z^{\prime}$ is local complete intersection log canonical. Since $p$ is induced by localization, we obtain that $p^{-1}\left(Z^{\prime}\right)$ is also local complete intersection $\log$ canonical. Finally because $q$ is the base field change of $Z_{1}$ from $k$ to $k\left(b_{l m}\right)$, it is easy to see that $Z_{1}$ is local complete intersection log canonical if and only if $q^{-1}\left(Z_{1}\right)=Z_{1} \otimes_{k} k\left(b_{l m}\right)$ is local complete intersection log canonical. This proves the proposition.

Theorem 3.3.2. Let $R=k\left[x_{0}, \ldots, x_{n}\right]$ and $I=\left(f_{1}, \ldots, f_{t}\right)$ be a homogeneous ideal, not a complete intersection, generated in degrees $d_{1} \geq d_{2} \geq \cdots \geq d_{t} \geq 1$ of codimension $r$. Assume that $X=\operatorname{Proj} R / I$ is local complete intersection $\log$ canonical and $\operatorname{dim} X \geq 1$. Then

$$
\operatorname{reg} R / I \leq \frac{(\operatorname{dim} X+2)!}{2}\left(\sum_{i=1}^{r} d_{i}-r-1\right),
$$

unless $R=k\left[x_{0}, x_{1}, x_{2}\right]$ and $I=l H$ with $l$ a linear form and $H$ a complete intersection of 3 forms of degree $d_{1}-1$, in which case reg $R / I=3 d_{1}-5$.

Proof. We construct $R^{\prime}, \alpha=\left(\alpha_{1}, \ldots, \alpha_{r}\right), J$ and $Z$ as in Proposition 3.3.1 and write $\sigma=$ $\sum_{i=1}^{r}\left(d_{i}-1\right)$ and $d=\operatorname{dim} R / I$.

By the assumption that $I$ is not a complete intersection, we may assume that $d_{2} \geq 2$. Also we note that if $\sigma=1$, then $\mathrm{ht} I=1$ and there is a linear form $l$ and a homogeneous
ideal $H$ such that $f_{i}=l h_{i}$ and $H=\left(h_{1}, \ldots, h_{t}\right)$, where $h_{i}$ are all linear forms, so we get $\operatorname{reg} R / I=\operatorname{reg} R /(l)+\operatorname{reg} R / H=0$. Then we may assume in the following proof that $\sigma \geq 2$.

We consider the codimension $r$ in two cases.

Case of $r \geq 2$. We proceed by induction on $d$. For $d=2$, we have $n \geq 3$. Applying (3, Proposition 2.2), we have reg $R / I \leq \frac{(\operatorname{dim} X+2)!}{2}(\sigma-1)$.

Assume that $d \geq 3$. Let $X^{\prime}=\operatorname{Proj} R^{\prime} / I R^{\prime}$ which is local complete intersection $\log$ canonical. Let $\left(I R^{\prime}\right)^{\text {top }}$ be the unmixed part of $I R^{\prime}$; it defines an equidimensional subscheme $X^{I t o p}$ which is local complete intersection $\log$ canonical and $J$ is directly linked with $\left(I R^{\prime}\right)^{\text {top }}$ by $\alpha$. By Proposition 3.2.5, $J=(J)_{\sigma}$. Set $Z^{\prime}=\operatorname{Proj} R^{\prime} /\left(I R^{\prime}\right)^{\text {top }}+(J)_{\sigma}$ which is a Cartier divisor on $X^{\text {top }}$, then in the ring $R^{\prime} /\left(I R^{\prime}\right)^{\text {top }}, \bar{J}$ is generated by $d$ forms $\overline{\beta_{1}}, \ldots, \overline{\beta_{d}}$ of degrees at most $\sigma$, which give forms $\beta_{1}, \ldots, \beta_{d}$ in $J$ of degrees at most $\sigma$ such that $Z^{\prime}=\operatorname{Proj} R^{\prime} /\left(I R^{\prime}\right)^{\text {top }}+\left(\beta_{1}, \ldots, \beta_{d}\right)$, and therefore we obtain $Z=\operatorname{Proj} R^{\prime} / I R^{\prime}+\left(\beta_{1}, \ldots, \beta_{d}\right)$. Let $J^{\prime}=\left(\alpha_{1}, \ldots, \alpha_{r}, \beta_{1}, \ldots, \beta_{d}\right)$. We have an exact sequence

$$
0 \rightarrow R^{\prime} / I R^{\prime} \cap J^{\prime} \rightarrow R^{\prime} / I R^{\prime} \oplus R^{\prime} / J^{\prime} \rightarrow R^{\prime} / I R^{\prime}+J^{\prime} \rightarrow 0
$$

From this, we get

$$
\operatorname{reg} R / I=\operatorname{reg} R^{\prime} / I R^{\prime} \leq \max \left\{\operatorname{reg}\left(R^{\prime} / I R^{\prime} \cap J^{\prime}\right), \operatorname{reg}\left(R^{\prime} / I R^{\prime}+J^{\prime}\right)\right\}
$$

Since $I R^{\prime} \cap J^{\prime}=\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ is a complete intersection, $\operatorname{reg}\left(R^{\prime} / I R^{\prime} \cap J^{\prime}\right)=\sigma$. We just need to bound $\operatorname{reg}\left(R^{\prime} / I R^{\prime}+J^{\prime}\right)$. Note that $I R^{\prime}+J^{\prime}=\left(f_{1}, \ldots, f_{t}, \beta_{1}, \ldots, \beta_{d}\right)$ and $\operatorname{ht}\left(I R^{\prime}+J^{\prime}\right)=r+1$. By assumption of $d_{1} \geq 2$, we have $\sigma \geq d_{r+1}$.

If $I R^{\prime}+J^{\prime}$ is a complete intersection, then some $r+1$ generators will be a regular sequence. Assume that $f_{i_{1}}, \ldots, f_{i_{p}}, \beta_{j_{1}}, \ldots, \beta_{j_{q}}$ are such generators where $p+q=r+1$. Then

$$
\operatorname{reg} R^{\prime} / I R^{\prime}+J^{\prime}=\sum_{\eta=1}^{p}\left(\operatorname{deg} f_{i_{\eta}}-1\right)+\sum_{\mu=1}^{q}\left(\operatorname{deg} \beta_{i_{\mu}}-1\right)
$$

If $p \leq r$, then we can get reg $R^{\prime} / I R^{\prime}+J^{\prime} \leq \sigma+d(\sigma-1) \leq \frac{(d+1)!}{2}(\sigma-1)$. Otherwise $p=r+1$, then we still have reg $R^{\prime} / I R^{\prime}+J^{\prime} \leq \sigma+\sigma-1 \leq \frac{(d+1)!}{2}(\sigma-1)$.

If $I R^{\prime}+J^{\prime}$ is not a complete intersection, then let $f_{i_{1}}, \ldots, f_{i_{p}}, \beta_{j_{1}}, \ldots, \beta_{j_{q}}$ be $r+1$ highest degree generators. By Proposition 3.3.1, $Z=\operatorname{Proj} R^{\prime} / I R^{\prime}+J^{\prime}$ is local complete intersection $\log$ canonical, then we use induction for $I R^{\prime}+J^{\prime}$ to get

$$
\operatorname{reg} R^{\prime} / I R^{\prime}+J^{\prime} \leq \frac{d!}{2}\left(\sum_{\eta=1}^{p}\left(\operatorname{deg} f_{i_{\eta}}-1\right)+\sum_{\mu=1}^{q}\left(\operatorname{deg} \beta_{i_{\mu}}-1\right)-1\right) .
$$

If $p \leq r$, then the left part of the equality is $\leq \frac{d!}{2}(\sigma+d(\sigma-1)-1) \leq \frac{(d+1)!}{2}(\sigma-1)$. If $p=r+1$, then the left part is $\leq \frac{d!}{2}\left(\sigma+d_{r+1}-1-1\right) \leq \frac{d!}{2}(\sigma+\sigma-1-1) \leq \frac{(d+1)!}{2}(\sigma-1)$. Hence we still obtain reg $R^{\prime} / I R^{\prime}+J^{\prime} \leq \frac{(d+1)!}{2}(\sigma-1)$. This proves the result for $r \geq 2$.

Case of $r=1$. There is an homogeneous form $l$ and an homogeneous ideal $H$ such that $f_{i}=l h_{i}, I=l H$ and $H=\left(h_{1}, \ldots, h_{t}\right)=[I: l]$. Since $X$ is a local complete intersection and normal, ht $H \geq n$. Also by assumption of $d \geq 2$ we have $n \geq 2$. We consider the following two cases for $n$.
$n=2$, then $R=k\left[x_{0}, x_{1}, x_{2}\right]$, ht $I=1$. Applying (3, Proposition 2.2), we get reg $R / I \leq$ $3(\sigma-1)$, unless $R=k\left[x_{0}, x_{1}, x_{2}\right], l$ is a linear form and $H$ a complete intersection of 3 forms of degree $d_{1}-1$, in which case reg $R / I=3 d_{1}-5$.
$n \geq 3$, then $d=n$. We first note that we have the inequality

$$
\operatorname{deg} l+\sum_{i=1}^{n+1}\left(\operatorname{deg} h_{i}-1\right) \leq \frac{(n+1)!}{2}(\sigma-1)
$$

If ht $H=n+1$, then $\operatorname{dim} R / H=0$, and thus we have $\operatorname{reg} R / H \leq \sum_{i=1}^{n+1}\left(\operatorname{deg} h_{i}-1\right)$, from which we get $\operatorname{reg} R / I=\operatorname{reg} R /(l)+\operatorname{reg} R / H \leq \frac{(n+1)!}{2}(\sigma-1)$. If ht $H=n$ and $H$ is a complete intersection, it is easy to see $\operatorname{reg} R / I \leq \frac{(n+1)!}{2}(\sigma-1)$. If ht $H=n$ and $H$ is not a complete intersection, then by (3, Proposition 2.1.), $\operatorname{reg} R / H \leq \sum_{i=1}^{n+1}\left(\operatorname{deg} h_{i}-1\right)$. So we still obtain $\operatorname{reg} R / I \leq \frac{(n+1)!}{2}(\sigma-1)$.

Remark 3.3.3. It is well known that if $I$ is a complete intersection, then reg $R / I \leq \sigma$. Including the situation of a complete intersection in the theorem above, we get Theorem 1.1 in the Introduction.

## CHAPTER 4

## VANISHING THEOREMS FOR IDEAL SHEAVES

In this chapter we study the cohomology groups of the ideal sheaf of a subvariety of a projective space. The vanishing of these groups usually leads to a regularity bound for the variety. The establishment of some appropriate vanishing theorems is one of the most efficient ways to obtain regularity bounds.

As we mentioned in the previous chapter, in (2) Bertram, Ein and Lazarsfeld established a vanishing theorem for powers of an ideal sheaf, which initiated the study of the regularity bounds in its current form, as far as we know. The theorem says that if $\mathscr{I}$ defines a nonsingular subvariety $X$ of codimension $e$ in $\mathbb{P}^{n}$ cut out scheme-theoretically by hypersurfaces of degrees $d_{1} \geq d_{2} \cdots \geq d_{t}$, then $H^{i}\left(\mathbb{P}^{n}, \mathscr{I}^{p}(k)\right)=0$ for $i>0$ and $k \geq p d_{1}+d_{2}+\cdots+d_{e}-n$. From this theorem we immediately obtain the regularity bound reg $\mathscr{I}^{p} \leq p d_{1}+d_{2}+\cdots+d_{e}-e+1$.

In 2008 deFernex and Ein (4) established a similar vanishing theorem for an ideal sheaf without considering powers, i.e., the case of $p=1$ as above. By assuming that the pair $\left(\mathbb{P}^{n} ; e X\right)$ is $\log$ canonical, they followed a novel approach based on results on log canonical singularities and multiplier ideal sheaves, which offered a new insight into the regularity problem of varieties.

Comparing to Bertram-Ein-Lazarsfeld theorem, and motivated by deFernex-Ein theorem, in this chapter we will establish a vanishing theorem in Theorem 4.2.2 for powers of the ideal sheaf defining a local complete intersection subvariety with log canonical singularities.

Mainly following the approach of deFernex and Ein in (4), we construct a formal sum $Z=(1-\delta) B+\delta e V+(p-1) V$, for $0<\delta \ll 1$ and $p \geq 1$, where $B$ is the base scheme of some linear series. Then in a neighborhood of $V$, the associated multiplier ideal sheaf $\mathcal{J}(X, Z)$ is equal to $\mathscr{I}^{p}$. This gives us a chance to apply Nadel's vanishing theorem to the multiplier ideal sheaf $\mathcal{J}(X, Z)$, from which we are able to deduce the vanishing theorem of $\mathscr{I}^{p}$.

Having the above vanishing theorem in hand and applying it to a subvariety of $\mathbb{P}^{n}$, we obtain a regularity bound for the powers of an ideal sheaf in terms of its generating degrees as in Corollary 4.2.3.

### 4.1 Multiplier ideal sheaves

In this section, we briefly review the definition of multiplier ideal sheaves and give some quick applications to the problem of bounding regularity. We follow the terminologies on log canonical singularity defined in the beginning of Section 3.1, and the approach in (27), mainly Chapter 9, to the theory of multiplier ideal sheaves.

Consider a pair $(X, Z)$, where $X$ is a normal, $\mathbb{Q}$-Gorenstein variety and $Z$ is a formal finite sum $Z=\sum_{j} q_{j} Z_{j}$ of proper closed subschemes $Z_{j}$ of $X$ with nonnegative rational coefficients $q_{j}$.

Definition 4.1.1. Let $X$ be a nonsingular variety and let $f: X^{\prime} \rightarrow X$ be a log resolution of the pair $(X, Z)$. We define the multiplier ideal sheaf $\mathcal{J}(X, Z)$ associated to $(X, Z)$ as $\mathcal{J}(X, Z)=$ $f_{*} \mathscr{O}_{X^{\prime}}\left(K_{X^{\prime} / X}-\left\lfloor\sum q_{j} f^{-1}\left(Z_{j}\right)\right\rfloor\right) \subseteq \mathscr{O}_{X}$.

Notation 4.1.2. If $X$ is clear from the context, then we also write the multiplier ideal sheaf $\mathcal{J}(X, Z)$ simply as $\mathcal{J}(Z)$.

In the definition above the symbol $\left\lfloor\sum q_{j} f^{-1}\left(Z_{j}\right)\right\rfloor$ means the round-down or integer part of the $\mathbb{Q}$-divisor $\sum q_{j} f^{-1}\left(Z_{j}\right)$. Notice that since $X$ is nonsingular we see that the pushforward of the relative canonical divisor $\mathscr{O}_{X^{\prime}}\left(K_{X^{\prime} / X}\right)$ is trivial (27, Lemma 9.2.19.) and therefore the coherent sheaf $\mathcal{J}(X, Z)$ is an ideal sheaf. Also the definition of the multiplier ideal sheaf $\mathcal{J}(X, Z)$ is independent on the choice of the $\log$ resolution $f$, cf. (27, Section 9.2.).

In order to use multiplier ideal sheaves in the study of the regularity problem of an ideal sheaf, in most case we need to construct an appropriated multiplier ideal sheaf such that it at least locally equals to the ideal sheaf we considered. In fact, there is a more general question to ask when an ideal sheaf is a multiplier ideal sheaf. We shall prove some results in this direction.

For nonsingular varieties it is easy to prove the following result by blowing-up along nonsingular subvarieties.

Proposition 4.1.3. Let $X$ be a nonsingular variety and $V \subset X$ be a nonsingular subvariety of codimension e defined by $\mathscr{I}_{V}$. Then we have $\mathcal{J}(c V)=\mathscr{O}_{X}$ if $c<e$, and $\mathcal{J}(c V)=\mathscr{I}_{V}^{[c]-e+1}$ if $c \geq e$. In particular, $\mathcal{J}(e V)=\mathscr{I}_{V}$.

Proposition 4.1.4. Let $X$ be a nonsingular variety and $V \subset X$ be a subscheme of codimension e defined by $\mathscr{I}_{V}$. Then $\mathscr{I}_{V} \subseteq \mathcal{J}(e V)$ if and only if $\mathcal{J}((e-1) V)$ is trivial.

Proof. If $e=1$, then $\mathcal{J}((e-1) V)=\mathscr{O}_{X}$ is trivial and the result is obvious. In the sequel, we assume that codimension $e>1$.

We prove "only if" part first, i.e., assume that $\mathscr{I}_{V} \subseteq \mathcal{J}(\mathrm{eV})$. Take a $\log$ resolution $\mu$ : $X^{\prime} \rightarrow X$ of the pair $(X, V)$. It is enough to show that for any prime divisor $E$ on $X^{\prime}$, we have the inequality $\operatorname{ord}_{E} K_{X^{\prime} / X}-e \cdot \operatorname{ord}_{E} \mathscr{I}_{V} \geq-\operatorname{ord}_{E} \mathscr{I}_{V}$. This is a local question. Let $\eta$ be
the generic point of $E$ such that $\mu(\eta)=p \in X$. Then for any local equation $f \in \mathscr{I}_{V, p}$, since $\mathscr{I}_{V} \subseteq \mathcal{J}(e V)$, we have locally, (i.e., around $\eta$ ), $\operatorname{div}(f)+K_{X^{\prime} / X}-e \cdot \mu^{-1}(V) \geq 0$. This implies $\operatorname{ord}_{E} K_{X^{\prime} / X}-e \cdot \operatorname{ord}_{E} \mathscr{I}_{V} \geq-\operatorname{ord}_{E} f$, and therefore $\operatorname{ord}_{E} K_{X^{\prime} / X}-e \cdot \operatorname{ord}_{E} \mathscr{I}_{V} \geq-\operatorname{ord}_{E} \mathscr{I}_{V}$.

Next we prove "if" part by assuming $\mathcal{J}((e-1) V)$ is trivial. Still take a $\log$ resolution $\mu: X^{\prime} \rightarrow X$ for $(X, V)$. Then it enough to show for any prime divisor $E$ on $X^{\prime}$ we have inequality $\operatorname{ord}_{E}\left(K_{X^{\prime} / X}\right)-\operatorname{ord}_{E} \mathscr{I}_{V}^{e} \geq-\operatorname{ord}_{E} \mathscr{I}_{V}$, that is $\operatorname{ord}_{E}\left(K_{X^{\prime} / X}\right)-(e-1) \operatorname{ord}_{E} \mathscr{I}_{V} \geq 0$.

Note that $e>1$, every divisor in $K_{X^{\prime} / X}-(e-1) \mu^{-1}(V)$ is exceptional. By assumption that $\mathcal{J}((e-1) \cdot V)=\mu_{*} \mathscr{O}_{X^{\prime}}\left(K_{X^{\prime} / X}-(e-1) \mu^{-1}(V)\right)=\mathscr{O}_{X}$, we see that $K_{X^{\prime} / X}-(e-1) \mu^{-1}(V)$ is effective and then $K_{X^{\prime} / X}-(e-1) \mu^{-1}(V) \geq 0$, which proves the result.

The proof above also leads to the following corollary, which gives a slightly more general result.

Corollary 4.1.5. Let $X$ be a nonsingular variety and $V \subset X$ be a subscheme of codimension $e>1$ defined by $\mathscr{I}_{V}$. Then for any integer $a>0, \mathscr{I}_{V} \subseteq \mathcal{J}(a \cdot V)$ if and only if $\mathcal{J}((a-1) \cdot V)$ is trivial.

Lemma 4.1.6. Let $X$ be a nonsingular variety and $V \subset X$ be a reduced equidimensional subscheme of codimension e defined by $\mathscr{I}_{V}$. Then $\mathcal{J}(e \cdot V) \subseteq \mathscr{I}_{V}$.

Proof. Let $\mathscr{I}_{V}=\cap \mathscr{I}_{V_{i}}$ be a primary decomposition of $\mathscr{I}_{V}$ such that each $\mathscr{I}_{V_{i}}$ defines a component $V_{i}$ of $V$ with the generic point $\eta_{i}$. By assumption, $V$ is generic smooth, and therefore for each $\eta_{i}$, there is an open set $U$ such that $\left.\mathscr{I}_{V}\right|_{U}=\left.\mathscr{I}_{V_{i}}\right|_{U}$ and $V$ is nonsingular on $U$. By

Proposition 4.1.3 we have $\left.\mathcal{J}(e \cdot V)\right|_{U}=\left.\mathscr{I}_{V_{i}}\right|_{U}$ which means $\mathcal{J}(e \cdot V)_{\eta_{i}}=\mathscr{I}_{V_{i}, \eta_{i}}$. Then we obtain the inclusion $\mathcal{J}(e \cdot V) \subseteq \mathscr{I}_{V_{i}}$ since $\mathscr{I}_{V_{i}}$ is primary. Hence we get $\mathcal{J}(e \cdot V) \subseteq \mathscr{I}_{V}$.

Theorem 4.1.7. Let $X$ be a nonsingular variety and $V \subset X$ be a reduced equidimensional subscheme of codimension e defined by $\mathscr{I}_{V}$ of codimension $e$. Then $\mathcal{J}(e \cdot V)=\mathscr{I}_{V}$ if and only if $\mathcal{J}((e-1) \cdot V)$ is trivial.

Proof. By Lemma 4.1.6 we always have $\mathcal{J}(e \cdot V) \subseteq \mathscr{I}_{V}$. Thus we just need to show $\mathscr{I}_{V} \subseteq \mathcal{J}(e \cdot V)$ if and only if $\mathcal{J}((e-1) \cdot V)$ which follows from Proposition 4.1.4.

From Lemma 4.1.9 we immediately have the following corollary.

Corollary 4.1.8. Let $X$ be a nonsingular variety and $V \subset X$ be a reduced equidimensional subscheme of codimension e defined by $\mathscr{I}_{V}$. Assume that the pair $(X, e \cdot V)$ is log canonical, then $\mathcal{I}(e \cdot V)=\mathscr{I}_{V}$.

Lemma 4.1.9. Let $X$ be a nonsingular variety and $V \subset X$ be a subscheme of codimension $e$. Assume that the pair $(X, e \cdot V)$ is log canonical, then $\mathcal{J}((e-1) \cdot V)$ is trivial.

Proof. If $e=1$, then there is nothing to prove. Assume that $e>1$. Take a $\log$ resolution $\mu: X^{\prime} \rightarrow X$ of the pair $(X, e \cdot V)$. For any prime divisor $E$ over $X$ on $X^{\prime}$, we have the inequality $\operatorname{ord}_{E}\left(K_{X^{\prime} / X}\right)-\operatorname{ord}_{E} \mathscr{I}_{V}^{e} \geq-1$ since $(X, e \cdot V)$ is $\log$ canonical. Then it is easy to see that if $\operatorname{ord}_{E} \mathscr{I}_{V}=0$, then $\operatorname{ord}_{E}\left(K_{X^{\prime} / X}\right) \geq 0=-\operatorname{ord}_{E} \mathscr{I}_{V}$. If $\operatorname{ord}_{E} \mathscr{I}_{V} \neq 0$ then $\operatorname{ord}_{E}\left(K_{X^{\prime} / X}\right)-$ $\operatorname{ord}_{E} \mathscr{I}_{V}^{e} \geq-1 \geq-\operatorname{ord}_{E} \mathscr{I}_{V}$. So in any case we have $\operatorname{ord}_{E}\left(K_{X^{\prime} / X}\right)-\operatorname{ord}_{E} \mathscr{I}_{V}^{e} \geq-\operatorname{ord}_{E} \mathscr{I}_{V}$ which implies that $\operatorname{ord}_{E}\left(K_{X^{\prime} / X}\right)-\operatorname{ord}_{E} \mathscr{I}_{V}^{(e-1)}$ is effective and gives the result.

There is an important vanishing theorem, which is usually called Nadel's vanishing theorem and is a variant of Kawamata-Viehweg vanishing theorem in the context of multiplier ideal sheaves. Many applications of multiplier ideal sheaves in regularity problems will depend on this theorem. For the proof of the theorem see (27, Section 9.4.B.) for details.

Theorem 4.1.10. Suppose that $X$ is a nonsingular projective variety in the pair $(X, Z)$. Let $L_{j}$ and $A$ be Cartier divisors on $X$ such that $\mathscr{I}_{Z_{j}} \otimes L_{j}$ is globally generated for each $j$ and $A-\sum q_{j} L_{j}$ is big and nef. Then

$$
H^{i}\left(X, \omega_{X} \otimes A \otimes \mathcal{J}(X, Z)\right)=0 \quad \text { for } i>0
$$

where $\omega_{X}$ is the canonical sheaf of $X$.

Directly applying this theorem we can immediately get regularity bounds for multiplier ideal sheaves.

Corollary 4.1.11. Let $V \subset \mathbb{P}^{n}$ be a subscheme defined by $\mathscr{I}_{V}$ of codimension e. Assume that $\mathscr{I}_{V}(d)$ is globally generated for some $d>0$. Then for any positive number $a$, we have

$$
H^{i}\left(\mathbb{P}^{n}, \mathcal{J}(a \cdot V)(k+a d-n)\right)=0 \quad \text { for } i>0, k \geq 0 .
$$

In particular $\operatorname{reg} \mathcal{J}(a \cdot V) \leq a d-e+1$.

Proof. Use Theorem 4.1.10 in the following form: let $X$ be a nonsingular projective variety and $V \subset X$ be a subscheme defined by $\mathscr{I}_{V}$. If for an integer $a>0$ there is a line bundle $L$ and $A$ such that $L \otimes \mathscr{I}_{V}$ is globally generated and $A \otimes L^{\otimes a}$ is nef and big. Then we have

$$
H^{i}\left(X, \omega_{X} \otimes A \otimes \mathcal{J}(a \cdot V)\right)=0, \text { for all } i>0 .
$$

Now applying it to the situation that $X=\mathbb{P}^{n}, L=\mathscr{O}_{\mathbb{P}^{n}}(1)$ and $A=\mathscr{O}_{\mathbb{P}^{n}}(1)$ we obtain the result.

Corollary 4.1.12. Let $V \subset \mathbb{P}^{n}$ be a reduced equidimensional subscheme of codimension $e$ defined by $\mathscr{I}_{V}$ and assume that the pair $\left(\mathbb{P}^{n}, e V\right)$ is $\log$ canonical. Suppose that $\mathscr{I}_{V}(d)$ is globally generated for some $d>0$. Then one has reg $\mathscr{I}_{V} \leq e d-e+1$.

Proof. Applying Corollary 4.1.11 to the multiplier ideal sheaf $\mathcal{J}(e \cdot V)$ and noticing the equality $\mathcal{J}(e \cdot V)=\mathscr{I}$ by Corollary 4.1.8 we obtain the result.

Keep the notations as in above corollary, we can allow the pair $\left(\mathbb{P}^{n}, e \cdot V\right)$ has isolated non $\log$ canonical points. Specifically we define $\operatorname{Nlc}\left(\mathbb{P}^{n}, e \cdot V\right)$ to be a closed subset of $\mathbb{P}^{n}$ such that

$$
\operatorname{Nlc}\left(\mathbb{P}^{n}, V\right)=\left\{p \in \mathbb{P}^{n} \mid \operatorname{mld}\left(p ; \mathbb{P}^{n}, e \cdot V\right)<0\right\}
$$

i.e., the closed set containing the points where the pair $\left(\mathbb{P}^{n}, e \cdot V\right)$ fails to be log canonical. Since $\mathbb{P}^{n}$ is nonsingular the set $\operatorname{Nlc}\left(\mathbb{P}^{n}, e \cdot V\right)$ must be a closed subset of $V$. In particular if the pair $\left(\mathbb{P}^{n}, e \cdot V\right)$ is $\log$ canonical then $\operatorname{Nlc}\left(\mathbb{P}^{n}, e \cdot V\right)$ is empty and we $\operatorname{set} \operatorname{dim} \operatorname{Nlc}\left(\mathbb{P}^{n}, e \cdot V\right)=-1$.

Corollary 4.1.13. Let $V \subset \mathbb{P}^{n}$ be a reduced equidimensional subscheme of codimension $e$ defined by $\mathscr{I}_{V}$ and assume that the pair $\left(\mathbb{P}^{n}, e \cdot V\right)$ is log canonical outside $\operatorname{Nlc}\left(\mathbb{P}^{n}, e \cdot V\right)$. Suppose that $\mathscr{I}_{V}(d)$ is globally generated for some $d>0$ and $\operatorname{dim} \mathrm{Nlc}\left(\mathbb{P}^{n}, e \cdot V\right) \leq 0$. Then one has reg $\mathscr{I}_{V} \leq e d-e+1$.

Proof. Using a short exact sequence $0 \rightarrow \mathcal{J}(e \cdot V) \rightarrow \mathscr{I}_{V} \rightarrow \mathscr{Q} \rightarrow 0$ where the inclusion $\mathcal{J}(e \cdot V) \subseteq \mathscr{I}_{V}$ is from Lemma 4.1.6 and $\mathscr{Q}$ is the quotient. Since $\operatorname{Nlc}\left(\mathbb{P}^{n}, e \cdot V\right)$ and by Corollary
4.1.8 we see $\operatorname{dim} \operatorname{Supp} \mathscr{Q} \leq 0$ and then apply Theorem 4.1.10 to deduce $H^{i}\left(\mathbb{P}^{n}, \mathscr{I}_{V}(k)\right)=0$ for $i>0, k>e d-n$, from which the result follows.

### 4.2 Vanishing theorems

In this section, we prove our main vanishing theorem for the powers of an ideal sheaf. We basically follow the idea of Ein and deFernex (4). The crucial point is to construct appropriated multiplier ideal sheaves locally equal to the powers of the ideal sheaf.

Lemma 4.2.1. Let $X$ be a nonsingular projective variety and $V \subset X$ be a local complete interesection subvariety of codimension e. Suppose that $V$ is scheme-theoretically given by $V=H_{1} \cap \cdots \cap H_{t}$, for some $H_{i} \in\left|L^{\otimes d_{i}}\right|$, where $L$ is a globally generated line bundle on $X$ and $d_{1} \geq \cdots \geq d_{t}$. Then $V$ is $\log$ canonical if and only if the pair $(X, e V)$ is log canonical.

Proof. Using (4, Proposition 3.1.) we see that for any point $p \in X$ there are sufficiently general divisors $D_{i} \in\left|L^{\otimes d_{i}} \otimes \mathscr{I}_{V}\right|$, for $i=1, \ldots, e$, such that $\operatorname{mld}(p ; X, e V)=\operatorname{mld}\left(p ; X, D_{1}+\cdots+\right.$ $\left.D_{e}\right)$. Then applying (4, Proposition 3.5.) we see that $\operatorname{mld}(p ; V, 0)=\operatorname{mld}\left(p ; X, D_{1}+\cdots+\right.$ $D_{e}$ ) since by assumption $V$ is a local complete intersection. Thus for any point $p \in X$, we have $\operatorname{mld}(p ; X, e V)=\operatorname{mld}(p ; V, 0) . V$ is $\log$ canonical if and only if the pair $(X, e V)$ is $\log$ canonical.

Theorem 4.2.2. Let $X$ be a nonsingular projective variety and $V \subset X$ be a local complete intersection subvariety with log canonical singularities. Suppose that $V$ is scheme-theoretically given by $V=H_{1} \cap \cdots \cap H_{t}$, for some $H_{i} \in\left|L^{\otimes d_{i}}\right|$, where $L$ is a globally generated line bundle on $X$ and $d_{1} \geq \cdots \geq d_{t}$. Set $e=\operatorname{codim}_{X} V$, then we have

$$
H^{i}\left(X, \omega_{X} \otimes L^{\otimes k} \otimes A \otimes \mathscr{I}_{V}^{p}\right)=0, \text { for } i>0, k \geq p d_{1}+d_{2}+\cdots+d_{e},
$$

where $p \geq 1$ and $A$ is a nef and big line bundle on $X$.

Proof. First note that by the assumption of $V$ being a local complete intersection, $V$ is $\log$ canonical if and only if the pair $(X, e V)$ is $\log$ canonical from Lemma 4.2.1.

Consider the base locus subscheme $B \subset X$ of the linear series $\left|L^{\otimes\left(d_{1}+\cdots+d_{e}\right)} \otimes \mathscr{I}_{V}^{e}\right|$. For each $p \in V$ using (4, Corollary 3.5 or Proposition 3.1), we see that there is a divisor $D \in$ $\left|L^{\otimes\left(d_{1}+\cdots+d_{e}\right)} \otimes \mathscr{I}_{V}^{e}\right|$ such that $(X, D)$ is $\log$ canonical at $p$. This implies that the pair $(X, B)$ is also $\log$ canonical at $p$ and therefore is $\log$ canonical in a neighborhood of $V$.

Take a $\log$ resolution $\mu: X^{\prime} \rightarrow X$ of $B$ and $V$ such that the scheme-theoretical inverse images $\mu^{-1}(B)$ and $\mu^{-1}(V)$ and the exceptional locus of $\mu$ are divisors with simple normal crossing supports. Then $\mu$ factors through the blowing-up of $X$ along $V$. Let $F$ be the unique exceptional divisor on $X^{\prime}$ dominating $V$ and coming from this blowing-up. We have the following two observations: (1) for any divisor $E$ on $X^{\prime}$, we have $\operatorname{Val}_{E} B \geq e \operatorname{Val}_{E} V$, since $\mathscr{I}_{B} \subseteq \mathscr{I}_{V}^{e}$ by the definition of $B ;(2)$ in particular, for the divisor $F$, we have $\operatorname{Val}_{F} B=e \operatorname{Val}_{F} V=e$.

Now, for $0<\delta \ll 1$, we construct a formal sum

$$
Z=(1-\delta) B+\delta e V+(p-1) V, \text { for } p \geq 1,
$$

and associate to $Z$ the multiplier ideal sheaf $\mathcal{J}(X, Z)$. We compare $\mathcal{J}(X, Z)$ with $\mathscr{I}_{V}^{p}$ locally around $V$. For this, let $U$ be a neighborhood of $V$ such that all prime divisors in

$$
K_{X^{\prime} / X}-(1-\delta) \mu^{-1}(B)+\delta e \mu^{-1}(V)+(p-1) \mu^{-1}(V)
$$

over $U$ have centers intersecting $V$ and the pair $(X, B)$ is $\log$ canonical in $U$. Picking a such prime divisor $E$ on $X^{\prime}$, there are two possibilities for its center.

First assume that $C_{X}(E) \subseteq V$. Then $\operatorname{Val}_{E} V \geq 1$. Since the pair $(X, B)$ is $\log$ canonical around $V$, we have $\operatorname{Val}_{E} B-\operatorname{ord}_{E} K_{X^{\prime} / X} \leq 1$, and therefore $\operatorname{Val}_{E} B-\operatorname{ord}_{E} K_{X^{\prime} / X} \leq \operatorname{Val}_{E} V$. Thus

$$
\begin{aligned}
& \operatorname{Val}_{E}((1-\delta) B+\delta e V+(p-1) V)-\operatorname{ord}_{E} K_{X^{\prime} / X} \\
\leq & \operatorname{Val}_{E} B-\operatorname{ord}_{E} K_{X^{\prime} / X}+\operatorname{Val}_{E}(p-1) V \\
\leq & \operatorname{Val}_{E} p V
\end{aligned}
$$

Then we have $\operatorname{ord}_{E} K_{X^{\prime} / X}-\operatorname{Val}_{E} Z \geq-\operatorname{Val}_{E} \mathscr{I}_{V}^{p}$.
Second assume that $C_{X}(E) \cap V$ is not empty but $C_{X}(E) \nsubseteq V$. Then $\operatorname{Val}_{E} V=0$. We see that

$$
\begin{aligned}
& \operatorname{Val}_{E}((1-\delta) B+\delta e V+(p-1) V)-\operatorname{ord}_{E} K_{X^{\prime} / X} \\
= & \operatorname{Val}_{E}((1-\delta) B)-\operatorname{ord}_{E} K_{X^{\prime} / X}<1 .
\end{aligned}
$$

The last inequality is because the pair $(X, B)$ is $\log$ canonical in $U$ and therefore the pair $(X,(1-\delta) B)$ is Kawamata $\log$ terminal in $U$. Hence we obtain $\operatorname{ord}_{E} K_{X^{\prime} / X}-\operatorname{Val}_{E} Z>-1$.

Combining above two possibilities, we obtain that for any divisor $E$ over $U$,

$$
\operatorname{ord}_{E} K_{X^{\prime} / X}-\left\lfloor\operatorname{Val}_{E} Z\right\rfloor \geq-\operatorname{Val}_{E} \mathscr{I}_{V}^{p}
$$

This implies that on $U$, we have the inclusion $\left.\left.\mathscr{I}_{V}^{p}\right|_{U} \subseteq \mathcal{J}(X, Z)\right|_{U}$.
Next we prove globally on $X, \mathcal{J}(X, Z) \subseteq \mathscr{I}_{V}^{p}$. From the definition of multiplier ideal sheaves and the fact that $\mathscr{I}_{B} \subseteq \mathscr{I}_{V}^{e}$, we have $\mathcal{J}(X, Z) \subseteq \mathcal{J}(X, e V+(p-1) V)$.

Let $\eta$ be the generic point of $V$. Take a neighborhood $U^{\prime}$ of $\eta$ in $X$ such that $\left.V\right|_{U^{\prime}}$ is nonsingular. The blowing-up of $U^{\prime}$ along $\left.V\right|_{U^{\prime}}$ gives a $\log$ resolution of $U^{\prime}$ and $\left.V\right|_{U^{\prime}}$. Computing $\mathcal{J}(X, e V+(p-1) V)$ on this blowing-up, we see that at the point $\eta$,

$$
\mathcal{J}(X, e V+(p-1) V)_{\eta}=\mathscr{I}_{V, \eta}^{p} .
$$

Thus globally on $X, \mathcal{J}(X, e V+(p-1) V) \subseteq \mathscr{I}_{V}^{<p>}$. Since $V$ is a local complete intersection, $\mathscr{I}_{V}^{p}=\mathscr{I}_{V}^{\langle p>}$ and therefore on $X$, we have $\mathcal{J}(X, Z) \subseteq \mathscr{I}_{V}^{p}$.

From above, in the open neighborhood $U$ of $V$, we have the equality $\left.\mathcal{J}(X, Z)\right|_{U}=\left.\mathscr{I}_{V}^{p}\right|_{U}$ and therefore $\mathcal{I}(X, Z)=\mathscr{I}_{V}^{p} \cap \mathscr{I}_{W}$ for some subscheme $W$ of $X$ disjoint from $V$.

Applying Nadel's vanishing theorem to $\mathcal{I}(X, Z)=\mathscr{I}_{V}^{p} \cap \mathscr{I}_{W}$ and using (4, Lemma 4.3.), we have the vanishing

$$
H^{i}\left(X, \omega_{X} \otimes L^{\otimes k} \otimes A \otimes \mathscr{I}_{V}^{p}\right)=0, \text { for } i>0, k \geq p d_{1}+d_{2}+\cdots+d_{e},
$$

where $p \geq 1$ and $A$ is a nef and big line bundle on $X$.

Corollary 4.2.3. Let $V \subset \mathbb{P}^{n}$ be a subvariety of codimension $e$ such that $V$ is a local complete intersection with log canonical singularities. Assume that $V$ is cut out scheme-theoretically by hypersurfaces of degrees $d_{1} \geq \cdots \geq d_{t}$. Then $H^{i}\left(\mathbb{P}^{n}, \mathscr{I}_{V}^{p}(k)\right)=0$, for $i>0, k \geq p d_{1}+d_{2}+$ $\cdots+d_{e}-n$. In particular, one has reg $\mathscr{I}^{p} \leq p d_{1}+d_{2}+\cdots+d_{e}-e+1$.

### 4.3 Application to Multi-regularity

In this section we apply the results from previous sections to the study of multi-regularity on biprojective spaces, a variant of the notion of regularity on projective spaces. In (28), authors gave a general definition of multigraded regularity of coherent sheaf on toric varieties. Here, we only consider the special case of biprojective space.

Definition 4.3.1. Let $\mathscr{F}$ be a coherent sheaf on a biprojective space $Y=\mathbb{P}^{a} \times \mathbb{P}^{b}$. We say that $\mathscr{F}$ is $\mathbf{m}=\left(m_{1}, m_{2}\right)$-regular if $H^{i}\left(Y, \mathscr{F}\left(m_{1}-u, m_{2}-v\right)\right)=0$ for all $i>0$ and $u+v=i$, $(u, v) \in \mathbb{N}^{2}$ (we assume $0 \in \mathbb{N}$ ).

Denote by reg $\mathscr{F}$ the set of the pair $\mathbf{m}$ such that $\mathscr{F}$ is $\mathbf{m}$-regular. An important property of this biregualrity is that if $\mathscr{F}$ is $\mathbf{m}$-regular, then it is $\mathbf{m}+\mathbb{N}^{2}$-regular.

We are interested in the multigraded regularity of ideal sheaves of subschemes in biprojective spaces. The following version of Nadel vanishing theorem can be easily deduced from Theorem 4.1.10.

Proposition 4.3.2. Let $X$ be a nonsingular projective variety over and $L_{1}$ and $L_{2}$ be globally generated line bundles on $X$. Assume that $V \subset X$ is a subscheme of codimension e defined by $\mathscr{I}_{V}$ such that $\mathscr{I}_{V} \otimes L_{1}^{c} \otimes L_{2}^{d}$ is globally generated for some positive integer $c$ and d. If there is a line bundle $A$ such that $A \otimes L_{1}^{e c} \otimes L_{2}^{e d}$ is nef and big. Then

$$
H^{i}\left(X, \omega_{X} \otimes A \otimes L_{1}^{k_{1}} \otimes L_{2}^{k_{2}} \otimes \mathcal{J}(e \cdot V)\right)=0
$$

for all $i>0$ and all $k_{1} \geq 0, k_{2} \geq 0$.

Applying this vanishing theorem to the case of biprojective space we obtain multigraded regularity of multiplier ideal sheaf $\mathcal{J}(e \cdot V)$. Under the condition that the pair $(X, e \cdot V)$ is $\log$ canonical, we can compare $\mathscr{I}_{V}$ to the multiplier ideal sheaf and therefore have a chance to get its multigraded regularity.

Lemma 4.3.3. Let $V \subset X=\mathbb{P}^{m} \times \mathbb{P}^{n}$ be a subscheme of dimension $r$. Then for any pair $(p, q) \in \mathbb{N}^{2}$, one has $H^{i}\left(X, \mathscr{I}_{V}(p-u, q-v)\right)=0$, for all $i \geq r+2$ and all $(u, v) \in \mathbb{N}^{2}$ with $u+v=i$.

Proof. Since $\mathscr{O}_{X}$ is $(0,0)$-regular, it is $(p, q)$-regular if $(p, q) \in \mathbb{N}^{2}$. So we have $H^{i}\left(X, \mathscr{O}_{X}(p-\right.$ $u, q-v))=0$, for all $i>0$ and all $(u, v) \in \mathbb{N}^{2}$ with $u+v=i$.

Considering the short exact sequence

$$
0 \rightarrow \mathscr{I}_{V}(p-u, q-v) \rightarrow \mathscr{O}_{X}(p-u, q-v) \rightarrow \mathscr{O}_{V}(p-u, q-v) \rightarrow 0,
$$

it is easy to get the result.

Corollary 4.3.4. Let $X=\mathbb{P}^{m} \times \mathbb{P}^{n}$ and $V \subset X$ be a subscheme with codimension e defined by $\mathscr{I}_{V}$ such that $\mathscr{I}_{V}(c, d)$ is globally generated for some nonnegative integers $c$ and $d$. Assume that $V$ is equidimensional without embedded components and the pair $(X, e \cdot V)$ is log canonical, then $\mathscr{I}_{V}$ is $(e c-e+n+1, e d-e+m+1)$-regular.

Next we consider the case that a subvariety of $\mathbb{P}^{m} \times \mathbb{P}^{n}$ is cut out by given bidegree equations.
We say two pairs of integers $(a, b) \geq(c, d)$ if and only if $a \geq c$ and $b \geq d$.

Theorem 4.3.5. Let $X$ be a locally complete intersection projective variety with rational singularities and let $V \subset X$ be a pure-dimensional proper subscheme of codimension e with no
embedded components. Suppose that $V$ is scheme-theoretically given by $V=H_{1} \cap H_{2} \cap \cdots \cap H_{t}$ for some divisors $H_{i} \in\left|L_{i}\right|$, where $L_{i}$ 's are line bundles and satisfy the condition that for each $i=1, \ldots, t-1, L_{i} \otimes L_{i+1}^{-1}$ is generated by global sections and $L_{t}$ is also generated by global sections. Assume that the pair $(X, e \cdot V)$ is log canonical. Then one has

$$
H^{i}\left(X, \omega_{X} \otimes L \otimes A \otimes \mathscr{I}_{V}\right)=0
$$

for all $i>0$, where $A$ is a nef and big line bundle and $L$ is a line bundle such that $L \otimes L_{1}^{-1} \otimes$ $L_{2}^{-1} \otimes \cdots \otimes L_{e}^{-1}$ is generated by global sections.

Corollary 4.3.6. Let $V \subset \mathbb{P}^{n} \times \mathbb{P}^{n}$ be a pure-dimensional proper subscheme of codimension $e$ with no embedded components. Assume that $V$ is given by equations of bidegree $\left(c_{1}, d_{1}\right) \geq$ $\left(c_{2}, d_{2}\right) \geq \cdots \geq\left(c_{t}, d_{t}\right)$ and the pair $\left(\mathbb{P}^{m} \times \mathbb{P}^{n}, e \cdot V\right)$ is log canonical. Then the ideal sheaf $\mathscr{I}_{V}$ of $V$ is $\left(\sum_{i=1}^{e} c_{i}-e+1+n, \sum_{i=1}^{e} d_{i}-e+1+m\right)$-regular.

Proof. We use Theorem 4.3.5 directly. Write $X=\mathbb{P}^{m} \times \mathbb{P}^{n}$. Let $L_{i}=\mathscr{O}_{X}\left(c_{i}, d_{i}\right)$ for $i=$ $1,2, \cdots, t$ and let $L=\mathscr{O}_{X}\left(\sum_{i=1}^{e} c_{i}+k_{1}, \sum_{i=1}^{e} d_{i}+k_{2}\right)$ for $k_{1} \geq 0, k_{2} \geq 0$. Also let $A=\mathscr{O}_{X}(1,1)$ be a ample line bundle. Notice that $\omega_{X}=\mathscr{O}_{X}(-m-1,-n-1)$, the canonical line bundle of $X$. Then we have vanishing $H^{i}\left(X, \mathscr{I}_{V}\left(\sum_{i=1}^{e} c_{i}-m+k_{1}, \sum_{i=1}^{e} d_{i}-n+k_{2}\right)\right)=0$ for all $i>0, k_{1} \geq 0$ and $k_{2} \geq 0$. This implies that for $0<i \leq r+1$, and $(u, v) \in \mathbb{N}^{2}$ with $u+v=i$, we have $H^{i}\left(X, \mathscr{I}_{V}\left(\sum_{i=1}^{e} c_{i}-m+r+1-u, \sum_{i=1}^{e} d_{i}-n+r+1-v\right)\right)=0$. Then plus Lemma 4.3.3 (notice that $\left.\left(\sum_{i=1}^{e} c_{i}-m+r+1, \sum_{i=1}^{e} d_{i}-n+r+1\right) \in \mathbb{N}^{2}\right)$ we obtain the result.

Remark 4.3.7. If we assume that $\mathscr{I}_{V}(c, d)$ is generate by global sections, i.e., $V$ is given by equations of bidegrees $\left(c_{1}, d_{1}\right)=\left(c_{2}, d_{2}\right)=\cdots=\left(c_{t}, d_{t}\right)=(c, d)$, then from Corollary 4.3.6 above we immediately get Corollary 4.3.4.

## CHAPTER 5

## ASYMPTOTIC REGULARITY OF IDEAL SHEAVES

In this chapter, we study the asymptotic behavior of the Castelnuovo-Mumford regularity of an ideal sheaf on a projective space. In general it is very difficult to bound the regularity efficiently in terms of invariants of an ideal, for example, the degrees of generators. However, if one considers the regularity of sufficiently high powers of the ideal, i.e., the asymptotic regularity, then the picture seems tractable.

The phenomenon that the asymptotic regularity can be bounded by a linear function was first observed by Swanson (5) by means of commutative algebra. She showed that for any homogeneous ideal $I$, there exist constants $d$ and $e$ such that reg $I^{p} \leq d p+e$ for all $p \geq 1$. Later Cutkosky, Herzog and Trung (6) and Kodiyalam (7) established an effective result which shows that the asymptotic regularity can indeed be a linear function, i.e., for $p$ large enough $\operatorname{reg} I^{p}=d p+e$ for some constants $d$ and $e$. A very concrete algebraic meaning of the rate $d$ was also given in their work. However, the constant $e$ seems mysterious in their theory and very little is currently known.

Turning to a geometric setting, one considers an ideal sheaf $\mathscr{I}$ on the projective space $\mathbb{P}^{n}$, and expects to establish a theory in which the asymptotic regularity shall be related to geometric invariants of the ideal sheaf. The first result in this direction is due to Cutkosky, Ein and Lazarsfeld (8). They established the equality $\lim _{p \rightarrow \infty} \frac{\operatorname{reg} \mathscr{I}^{p}}{p}=s$, where $s$ is an invariant of $\mathscr{I}$ measuring the local positivity of $\mathscr{I}$ (see Section 5.1 for details). Thus the asymptotic regularity
is a linear-like function of the slope $s$. However, several examples (e.g. (6), (8)) have shown that $s$ could be an irrational number and therefore reg $\mathscr{I}^{p}$ is in general far from being a linear function for $p$ sufficiently large. Thus the best one can hope for is that the asymptotic regularity is bounded by linear functions or the difference $\left|\operatorname{reg} \mathscr{I}^{p}-s p\right|$ is bounded by a constant. This question was raised by Cutkosky and Kurano in (29) and is the motivation of this chapter.

The main result we establish in this chapter is Theorem 5.2 .2 which states that the asymptotic regularity of an ideal sheaf is bounded from below and above by linear functions with the slope as its $s$-invariant. Starting from this result, we are able to establish asymptotic regularity bounds for symbolic powers of an ideal sheaf in Theorem 5.3.2.

### 5.1 The s-invariant of an ideal sheaf

Let $\mathscr{I}$ be an ideal sheaf on the projective space $\mathbb{P}^{n}$. Construct the blowing-up $\mu: W=$ $\mathrm{Bl}_{\mathscr{I}} \mathbb{P}^{n} \rightarrow \mathbb{P}^{n}$ of $\mathbb{P}^{n}$ along $\mathscr{I}$ with the exceptional Cartier divisor $E$ on $W$ such that $\mathscr{I} \cdot \mathscr{O}_{W}=$ $\mathscr{O}_{W}(-E)$. Let $H$ be the hyperplane divisor of $\mathbb{P}^{n}$. Notice that for $m$ sufficiently large $m \mu^{*} H-E$ is ample on $W$ since $\mathscr{O}_{W}(-E)$ is $\mu$-ample. Following (8) we associate $\mathscr{I}$ an invariant to measure its positivity, which is defined as follows.

Definition 5.1.1. The s-invariant of $\mathscr{I}$ (with respect to the divisor $H$ ) is the positive real number $s(\mathscr{I})=\min \left\{s \mid s \mu^{*} H-E\right.$ is nef $\}$. Here $s \mu^{*} H-E$ is considered as an $\mathbb{R}$-divisor on $W$.

In general, on any projective nonsingular variety $X$ with a fixed ample line bundle $H$ we can define the $s$-invariant for an ideal sheaf $\mathscr{I}$ with respect to $H$ in a similar fashion. However
if we assume $X=\mathbb{P}^{n}$ then we always assume that the $s$-invariant is defined with respect to the hyperplane divisor. Usually the general case will follow easily from the case of $X=\mathbb{P}^{n}$.

Another important invariant associated to $\mathscr{I}$ is $d(\mathscr{I})$, the minimal number such that $\mathscr{I}(d)$ is generated by its global sections. There is a fundamental inequality of $s$-invariant $s(\mathscr{I})$ and $d(\mathscr{I})$ as follows.

Proposition 5.1.2 ((8, Lemma 1.4.)). One has the inequality $s(\mathscr{I}) \leq d(\mathscr{I})$. More generally, $s(\mathscr{I}) \leq \frac{d\left(\mathscr{I}^{p}\right)}{p}$ for every integer $p \geq 1$.

The following proposition plays an essential role in the approach of using blowing-up to study asymptotic regularity. It shows that the sufficiently high powers of an ideal sheaf actually equal the pushfoward the multiples of the exceptional divisor on the blowing-up.

Proposition 5.1.3 ((8, Lemma 3.3.)). Let $\mathscr{I} \subset \mathscr{O}_{X}$ be an ideal sheaf on a nonsingular projective variety $X$, and $\mu: W=\operatorname{Bl}_{\mathscr{I}}(X) \rightarrow X$ the blowing-up of $\mathscr{I}$, with exceptional divisor $E$. There exists an integer $p_{0}>0$ with the property that if $p \geq p_{0}$, then $\mu_{*}\left(\mathscr{O}_{W}(-p E)\right)=\mathscr{I}^{p}$, and for any divisor $D$ on $X, H^{i}\left(X, \mathscr{I}^{p}(D)\right)=H^{i}\left(W, \mathscr{O}_{W}\left(\mu^{*} D-p E\right)\right)$ for all $i \geq 0$.

### 5.2 The asymptotic regularity of an ideal sheaf

We prove our main result of this chapter that the asymptotic regularity is bounded by linear functions. We follow the approach in (8) by using the following Fujita's vanishing theorem on the blowing-up of an ideal sheaf.

Theorem 5.2.1 ((19, Theorem 1.4.35.)). Let $V$ be a projective variety. Fix $A$ an ample divisor and $\mathscr{F}$ a coherent sheaf. There is a number $m_{0}=m_{0}(A, \mathscr{F})$ such that for any nef divisor $B$, $H^{i}(V, \mathscr{F}(m A+B))=0$, for $i>0, m \geq m_{0}$.

Notice that the crucial point in above theorem is that the number $m_{0}$ only depends on the ample divisor $A$ and the coherent sheaf $\mathscr{F}$ not on the nef divisor $B$.

Theorem 5.2.2. Let $\mathscr{I}$ be an ideal sheaf on $\mathbb{P}^{n}$ and let $s=s(\mathscr{I})$ be the s-invariant. Then there exists a constant e such that for all $p \geq 1$, we have $s p \leq \operatorname{reg} \mathscr{I}^{p} \leq s p+e$.

Proof. We first prove the upper bound of $\operatorname{reg} \mathscr{I}^{p}$. For this, it suffices to show that there exists a constant $e$ such that for all $p \geq 1$, we have reg $\mathscr{I}^{p} \leq\lceil s p\rceil+e$, where $\lceil s p\rceil$ means the least integer greater than $s p$.

Consider the blowing-up $\mu: W=\mathrm{Bl}_{\mathscr{I}}\left(\mathbb{P}^{n}\right) \rightarrow \mathbb{P}^{n}$ of $\mathbb{P}^{n}$ along $\mathscr{I}$, with the exceptional divisor $E$. Let $H=\mathscr{O}_{\mathbb{P}^{n}}(1)$ be the ample hyperplane divisor.

We choose a rational number $\epsilon$ such that $(\lceil s\rceil+\epsilon) \mu^{*} H-E$ is ample. By considering the sheaf $\mathscr{F}=\mathscr{O}_{W}$ in Theorem 5.2.1, we can have a large integer $n_{0}$ such that $n_{0} \epsilon$ is an integer number and such that the ample divisor $A:=n_{0}(\lceil s\rceil+\epsilon) \mu^{*} H-n_{0} E$ satisfies the vanishing result of Theorem 5.2.1 for any nef line bundle. Notice that we can write $n_{0}(\lceil s\rceil+\epsilon)=\left\lceil n_{0} s\right\rceil+e_{0}$ for some non-negative integer $e_{0}$ and therefore $A=\left(\left\lceil n_{0} s\right\rceil+e_{0}\right) \mu^{*} H-n_{0} E$. We fix such $\epsilon, n_{0}$ and $e_{0}$ and the ample divisor $A$ in the sequel.

Now for an integer $p$ large enough, say larger than $n_{0}$, we consider a divisor $B_{p}$ defined as $B_{p}:=\left\lceil\left(p-n_{0}\right) s\right\rceil \mu^{*} H-\left(p-n_{0}\right) E$. Then $B_{p}$ is nef because of the definition of $s$ and the
inequality $\frac{\left\lceil\left(p-n_{0}\right) s\right\rceil}{p-n_{0}} \geq \frac{\left(p-n_{0}\right) s}{p-n_{0}}=s$. Now we add this nef divisor $B_{p}$ to the ample divisor $A$ constructed above. The resulting divisor is $A+B_{p}=\left(\left\lceil n_{0} s\right\rceil+\left\lceil\left(p-n_{0}\right) s\right\rceil+e_{0}\right) \mu^{*} H-p E$.

Notice that the divisor $A+B_{p}$ has no higher cohomology by the choice of $A$ and Theorem 5.2.1. It is an easy fact that for any positive real number $a$ and $b,\lceil a\rceil+\lceil b\rceil=\lceil a+b\rceil+c$ where $c=0$ or 1. Thus we can write $\left\lceil n_{0} s\right\rceil+\left\lceil\left(p-n_{0}\right) s\right\rceil=\left\lceil n_{0} s+\left(p-n_{0}\right) s\right\rceil+c=\lceil s p\rceil+c$ where $c=0$ or 1 and then the divisor $A+B_{p}=\left(\lceil s p\rceil+e_{0}+c\right) \mu^{*} H-p E$. Finally by adding an additional $\mu^{*} H$ to $A+B_{p}$ when $c=0$ we obtain a divisor $R_{p}=A+B_{p}+(1-c) \mu^{*} H$ (this possible extra $\mu^{*} H$ is just for canceling the awkward number $c$ ). Since $\mu^{*} H$ is nef the divisor $R_{p}$ does not have any higher cohomology by the choice of $A$ and Theorem 5.2.1. That means we get

$$
H^{i}\left(W, \mathscr{O}_{W}\left(\left(\lceil s p\rceil+e_{0}+1\right) \mu^{*} H-p E\right)\right)=0 \quad \text { for } i>0 \quad \text { and } p \gg 0 .
$$

Thus by Proposition 5.1.3 there is a number $p_{0}$ such that for $p>p_{0}$, we have

$$
H^{i}\left(\mathbb{P}^{n}, \mathscr{I}^{p}\left(\lceil s p\rceil+e_{0}+1\right)\right)=0 \quad \text { for } i>0 .
$$

Therefore $\mathscr{I}^{p}$ is $\left(\lceil s p\rceil+e_{0}+1+n\right)$-regular for $p>p_{0}$. Taking into account the finitely many cases where $p \leq p_{0}$, we can have a constant $e$ such that reg $\mathscr{I}^{p} \leq\lceil s p\rceil+e$ for all $p \geq 1$.

Next, we prove the lower bound of reg $\mathscr{I}^{p}$. For $p \geq 1$, suppose $a_{p}=\operatorname{reg} \mathscr{I}^{p}$. Then $\mathscr{I}^{p}\left(a_{p}\right)$ is generated by its global sections. Thus the invertible sheaf $\mathscr{O}_{W}\left(a_{p} \mu^{*} H-p E\right)$ is also generated by its global sections and in particular is nef. Hence by the definition of $s$, we get $\frac{a_{p}}{p} \geq s$, that is $a_{p} \geq s p$. So we get the lower bound reg $\mathscr{I}^{p} \geq s p$.

Combining arguments together we can find a constant $e$ such that $s p \leq \operatorname{reg} \mathscr{I}^{p} \leq\lceil s p\rceil+e$ from which the theorem follows.

Taking limit on both side of the inequalities in the theorem we recover the following result of Cutkosky, Ein and Lazarsfeld mentioned at the beginning of this chapter.

Corollary 5.2.3 ((8, Theorem B.)). Keeping notation as in the theorem above, one has the equality $\lim _{p \rightarrow \infty} \frac{\operatorname{reg} \mathscr{I}^{p}}{p}=s$.

Recall that if $d$ is an integer such that $\mathscr{I}(d)$ is generated by its global sections, then we always have that $s(\mathscr{I}) \leq d$ by the inequality in Proposition 5.1.2. Applying above theorem we immediately have the following corollary which can be viewed as an analogue of Swanson's result (5, Theorem 3.6.) of homogeneous ideals.

Corollary 5.2.4. Let $d$ be an integer such that $\mathscr{I}(d)$ is generated by its global sections. Then there is a constant e such that for all $p \geq 1$, one has reg $\mathscr{I}^{p} \leq d p+e$.

Following notation in (29), for an ideal sheaf we define a function $\sigma_{\mathscr{I}}: \mathbb{N} \rightarrow \mathbb{Z}$ such that

$$
\operatorname{reg} \mathscr{I}^{p}=\lfloor p s(\mathscr{I})\rfloor+\sigma_{\mathscr{I}}(p) .
$$

This function $\sigma_{\mathscr{I}}$ has been studied by Cutkosky and Kurano in (29) and there they proposed the question about the boundedness of the function $\sigma_{\mathscr{I}}$. From the proof of Theorem 5.2.2, we immediately have the following corollary which provides an affirmative answer that the function $\sigma_{\mathscr{I}}$ is always bounded.

Corollary 5.2.5. For any ideal sheaf $\mathscr{I}$, the function $\sigma_{\mathscr{I}}$ defined as above is bounded. More precisely there is a constant $e$ such that $0 \leq \sigma_{\mathscr{I}}(p) \leq e$.

Thus we see that the function $\sigma_{\mathscr{I}}(p)$ is always positive. In the work (29) and (6) the function $\sigma_{\mathscr{I}}(p)$ is showed to be positive by careful calculation for specific examples.

We conclude this section by giving a similar result on the asymptotic regularity of the integral closure of an ideal sheaf. Let $\mathscr{I}$ be an ideal sheaf on $\mathbb{P}^{n}$. Consider the blowing-up $\mu: W=\mathrm{Bl}_{\mathscr{L}}\left(\mathbb{P}^{n}\right) \rightarrow \mathbb{P}^{n}$ of $\mathbb{P}^{n}$ along $\mathscr{I}$, with the exceptional divisor $E$. Let $H=\mathscr{O}_{\mathbb{P}^{n}}(1)$ be the ample hyperplane divisor. Let $f: W^{+} \rightarrow W$ be the normalization of $W$ and let $\nu: W^{+} \rightarrow \mathbb{P}^{n}$ be the composition of $\mu \circ f$ and denote by $F$ the exceptional divisor on $W^{+}$such that $\mathscr{I} \cdot \mathscr{O}_{W^{+}}=\mathscr{O}_{W^{+}}(-F)$. The integral closure $\overline{\mathscr{I}}$ of $\mathscr{I}$ is defined by the ideal $\nu_{*} \mathscr{O}_{X^{+}}(-F)$. For any $p \geq 1$, the integral closure $\overline{\mathscr{J}^{p}}$ of $\mathscr{I}^{p}$ is then equal to $\nu_{*} \mathscr{O}_{X^{+}}(-p F)$. Note that since $f$ is finite and $\mathscr{O}_{W}(-E)$ is $\mu$-ample, $\mathscr{O}_{W^{+}}(-F)=f^{*} \mathscr{O}_{W}(-E)$ is $\nu$-ample and for any real number $\epsilon, \epsilon \nu^{*} H-F$ is ample on $W^{+}$if and only if $\epsilon \mu^{*} H-E$ is ample on $W$. This implies that $s(\mathscr{I})=s(\overline{\mathscr{I}})$. Thus the proof of Theorem 5.2.2 works for the integral closure $\overline{\mathscr{I}^{p}}$ directly, and we have the following proposition.

Proposition 5.2.6. There exists a constant $e$ such that $s p \leq \operatorname{reg} \overline{\mathscr{J}^{p}} \leq s p+e$. Furthermore one has the equality $\lim _{p \rightarrow \infty} \frac{\operatorname{reg} \overline{\mathscr{I}^{p}}}{p}=s$.

### 5.3 The regularity of symbolic powers of an ideal sheaf

In this section, we apply the results established in the preceding section to study the asymptotic regularity of symbolic powers of an ideal sheaf. Assume in the sequel that $\mathscr{I}$ is an ideal sheaf on a nonsingular variety $X$ (not necessarily projective) and it defines a reduced subscheme $Z$ of $X$. We recall the definition of symbolic powers of $\mathscr{I}$.

Definition 5.3.1. The $p$-th symbolic power of $\mathscr{I}$ is the ideal sheaf consisting of germs of functions that have multiplicity $\geq p$ at each generic point of $Z$, i.e.,

$$
\mathscr{I}^{(p)}=\left\{f \in \mathscr{O}_{X} \mid f \in \mathfrak{m}_{\eta}^{p} \quad \text { for each generic point } \eta \text { of } Z\right\},
$$

where $\mathfrak{m}_{\eta}$ means the maximal ideal of the local ring $\mathscr{O}_{X, \eta}$.

If symbolic powers are almost the same as ordinary powers, then we can obtain regularity bounds for symbolic powers easily.

Theorem 5.3.2. Let $\mathscr{I}$ be an ideal sheaf on $\mathbb{P}^{n}$ and let $s=s(\mathscr{I})$ be the s-invariant. Suppose that except at an isolated set of points the symbolic power $\mathscr{I}^{(p)}$ agree with the ordinary power $\mathscr{I}^{p}$ for all $p \geq 1$. Then there exists a constant e such that for all $p \geq 1$, one has reg $\mathscr{I}^{(p)} \leq s p+e$. Proof. Consider a short exact sequence

$$
0 \rightarrow \mathscr{I}^{p} \rightarrow \mathscr{I}^{(p)} \rightarrow Q \rightarrow 0
$$

By assumption we see that the quotient $Q$ has $\operatorname{dim} \operatorname{Supp} Q \leq 0$. Thus $Q$ has no higher cohomology groups. Then we have $\operatorname{reg} \mathscr{I}^{(p)} \leq \operatorname{reg} \mathscr{I}^{p}$, and the result follows from Theorem 5.2.2.

In order to see when an ideal sheaf satisfies the condition in Theorem 5.3.2, we consider an algebraic set of $X$,

$$
\operatorname{Nlci}(\mathscr{I})=\{x \in X \mid \mathscr{I} \text { is not a local complete intersection at } x\} .
$$

We make a convention that if $\mathscr{I}$ is trivial at $x$ then $\mathscr{I}$ is a local complete intersection at $x$. This algebraic set will be used to control the set where ordinary powers are not equal to symbolic powers. The main criterion for comparing ordinary and symbolic powers we will use
is established in the work of Li and Swanson (30), which generalizes the early work of Hochster (31). We cite this criterion here in the form used later.

Lemma 5.3.3 ((30, Corollary 3.8.)). Assume that an ideal sheaf $\mathscr{I}$ on a nonsingular variety $X$ defines a reduced subscheme. For any point $x \in X$ such that $x$ is not in $\operatorname{Nlci}(\mathscr{I})$, we have

$$
\mathscr{I}_{x}^{p}=\mathscr{I}_{x}^{(p)}, \quad \text { for all } p \geq 1 .
$$

Notice that from this lemma, we see that the set $\operatorname{Nlci}(\mathscr{I})$ covers the points where $\mathscr{I}^{p}$ is not equal to $\mathscr{I}^{(p)}$ for some $p \geq 1$. Now we can easily get the following corollaries.

Corollary 5.3.4. Let $\mathscr{I}$ be an ideal sheaf on $\mathbb{P}^{n}$ and let $s=s(\mathscr{I})$ be the $s$-invariant. Assume that $\mathscr{I}$ defines a reduced subscheme and $\operatorname{dim} \operatorname{Nlci}(\mathscr{I}) \leq 0$. Then there exists a constant e such that for all $p \geq 1$, one has reg $\mathscr{I}^{(p)} \leq s p+e$.

Corollary 5.3.5. Let $\mathscr{I}$ be an ideal sheaf on $\mathbb{P}^{n}$ and let $s=s(\mathscr{I})$ be the $s$-invariant. Assume that $\mathscr{I}$ defines a reduced subscheme of dimension $\leq 1$. Then there exists a constant e such that for all $p \geq 1$, one has reg $\mathscr{I}^{(p)} \leq s p+e$.

Proof. Let $Z$ be the subscheme defined by $\mathscr{I}$. Then the irreducible components of $Z$ are distinct points or reduced irreducible curves. Thus from Lemma 5.3.3 except for those finitely many points which are singular points of each dimension 1 component and intersection points of two dimension 1 components, $\mathscr{I}^{p}$ is equal to $\mathscr{I}^{(p)}$ for all $p \geq 1$. Then the result follows from Theorem 5.3.2.

Remark 5.3.6. Typical low dimensional varieties satisfying the hypothesis of Theorem 5.3.2 are integral curves, normal surfaces and terminal threefolds. It would be very interesting to
know if the bound in Theorem 5.2.2 works for any ideal sheaf. We need some new ideas to solve this problem. However, we propose a conjecture in this direction.

Conjecture 5.3.7. Let $\mathscr{I}$ be an ideal sheaf defining a reduced subscheme of $\mathbb{P}^{n}$ and let $s=s(\mathscr{I})$ be the $s$-invariant. Then there is a number e such that for all $p \geq 1$, one has reg $\mathscr{I}^{(p)} \leq s p+e$.

## CHAPTER 6

## REGULARITY BOUNDS FOR NORMAL SURFACES

This chapter is joint work with Lawrence Ein. We focus on geometric aspects of the problem of bounding regularity of algebraic varieties. This problem has attracted considerable attention in recent years, partially because it relates to many classical geometric problems.

Given a nondegenerate projective variety $X$ in the projective space $\mathbb{P}^{N}$ there are several questions that arise naturally. The first one is if one can write down its defining equations with degrees as small as possible. It is well-know that set-theoretically $X$ is cut out by hypersurfaces of degree no more than $\operatorname{deg} X$. Furthermore if $X$ is nonsingular then it can be cut out schemetheoretically by hypersurfaces of degree $\operatorname{deg} X$ (32). Thus, for a nonsingular variety it can always be defined by equations of degrees no more than its geometric degree.

If we think of hypersurfaces as linear systems, then from this point of view a natural question is to understand at which degree the hypersurfaces will cut a complete linear system on the variety $X$. Of course, this is always the case for sufficiently high degrees, which is an easy conclusion of Serre's vanishing theorem.

If we turn to consider the syzygy problem of $X$, i.e., studying a minimal resolution of the coordinate ring of $X$, or equivalently the ideal sheaf of $X$, then the central point is to understand the degrees of syzygy modules. In general, to describe those degrees explicitly is very difficult, thus it is reasonable to at least give bounds for them.

It turns out that all those questions are closely related to the problem of regularity bounds for $X$. In fact this is perhaps the major reason why regularity has recently attracted considerable attention.

Suppose that $X$ is a curve (not necessarily nonsingular). Gruson, Lazarsfeld and Peskine (10) gave a sharp bound for the regularity of $X$. They showed that if $X \subset \mathbb{P}^{N}(N \geq 3)$ is a reduced irreducible nondegenerate curve of degree $d$, then reg $X \leq d-N+2$ and this bound is sharp. Later in (11) Lazarsfeld proved a sharp regularity bound for nonsingular surface. He showed that if $X \subset \mathbb{P}^{N}(N \geq 4)$ is a nondegenerate nonsingular surface of degree $d$ then reg $X \leq d-N+3$. For arbitrary varieties, in (21) Mumford has shown that if $X \subset \mathbb{P}^{N}$ is nondegenerate, nonsingular and of degree $d$, then reg $X \leq(\operatorname{dim} X+1)(\operatorname{deg} X-2)+2$. This bound has been improved by Bertram, Ein and Lazarsfeld in (2) to reg $X \leq \min (\operatorname{codim} X, \operatorname{dim} X+$ 1) $(\operatorname{deg} X-1)-\operatorname{codim} X+1$

It was conjectured by Eisenbud and Goto (9) that reg $X \leq \operatorname{deg} X-\operatorname{codim} X+1$ for any nondegenerate subvariety $X$ in $\mathbb{P}^{N}$. Aforementioned results show that the conjecture is true for integral curves and nonsingular surfaces. Also in his work (12) and (13) Kwak has established somewhat weaker results for nonsingular varieties of dimension no more than six. The motivation of this chapter is to verify Eisenbud-Goto conjecture for singular surfaces (see Corollary 6.3.7). Our approach is based on generic projections and duality theory.

### 6.1 Singularities of normal surfaces

In this section, we briefly review the singularity theory of normal surfaces. We are interested in the following singularities: rational, Gorenstein elliptic and log canonical. The classification
of rational singularity and Gorenstein elliptic singularity can be found in (33) and the classification of $\log$ canonical singularity can be found in (34) and (35).

Log canonical singularity is defined in Chapter 3, that is also applied to the surface case here. We shall give the definitions of rational and Gorenstein singularities. Since the singularity we concerned is essentially a local property it is no harm to assume that the surface $X$ is affine and a closed point $P$ is the only singular point of $X$.

Definition 6.1.1. Let $f: Y \rightarrow X$ be a resolution of a normal surface singularity $P \in X$. Then $P \in X$ is a rational singularity if $R^{1} f_{*} \mathscr{O}_{Y}=0$. It is an elliptic singularity if $R^{1} f_{*} \mathscr{O}_{Y}$ is 1 -dimensional as a vector space. It is Gorenstein elliptic if it is elliptic and the local ring $\mathscr{O}_{X, P}$ is Gorenstein.

There are two important local invariants associated to a singular point $P \in X$ : the multiplicity mult $P X$ and the embedding dimension $\operatorname{embdim}_{P} X$. According to the singularity theory these two invariants can be computed under different singularity conditions. The way to do so is to use the fundamental cycle of a singularity. Precisely, suppose that $f: Y \rightarrow X$ is a resolution of normal surfaces singularity $P \in X$. Let $\Gamma=\left\{\Gamma_{i}\right\}_{i=1}^{k}$ be the set of the irreducible components of the fiber $f^{-1}(P)$. They are a connected bunch of curves (not necessarily nonsingular) on $Y$ and have a negative definite intersection matrix $\left(\Gamma_{i} \cdot \Gamma_{j}\right)$. Then there is a unique smallest positive cycle $Z$ with supports in the set $\Gamma$ such that $-Z$ is $f$-nef, i.e., satisfying the condition that $Z \cdot \Gamma_{i} \leq 0$ for all $i$. This cycle $Z$ is called the fundamental cycle of $X$ (this is defined in (36), but in (33) it is called the numerical cycle of $X$ ).

Using the fundamental cycle $Z$, one can give a precise value for $\operatorname{mult}_{P} X$ and $\operatorname{embdim}_{P} X$ if the point $P$ is a rational or Gorenstein elliptic singularity

Theorem 6.1.2 ((36, Corollary 6.)). If $P \in X$ is a rational singularity on a normal surface $X$ and $Z$ is the fundamental cycle then mult $_{P}=-Z^{2}$ and $\operatorname{embdim}_{P} X=-Z^{2}+1$.

Theorem 6.1.3 ((33, Chapter 4.)). Let $P \in X$ be a Gorenstein elliptic singular point on a normal surface $X$ and let $d=-Z^{2}$ be the degree of $P$. Then
(1) if $d=1,2$, then $\operatorname{mult}_{P} X=2$ and $\operatorname{embdim}_{P} X=3$;
(2) if $d \geq 3$, then $\operatorname{mult}_{P} X=d$ and $\operatorname{embdim}_{P} X=d$.

Log canonical singularity arose in the minimal model theory of surfaces. The classification theory shows that log canonical singularity is either rational or Gorenstein elliptic. Recall that in the definition of $\log$ canonical singularity we always assume that the surface is $\mathbb{Q}$-Gorenstein. The following two propositions can be found in (35).

Theorem 6.1.4. Let $P \in X$ be a log terminal singular point on a normal surface $X$. Then it is rational singular.

Theorem 6.1.5. Let $P \in X$ be a log canonical singularity which is not log terminal. Let $r$ be the index of $K_{X}$ at $P$.
(1) If $r=1$, then $P$ is elliptic singular.
(2) If $r \geq 2$, then $P$ is rational singular.

Now we conclude this section by summarizing all above results in the form we shall use later.

Proposition 6.1.6. Let $P \in X$ be a singularity of a normal surface. Suppose that $P$ is one the following singularity: rational, Gorenstein elliptic and log canonical. Then one has $\operatorname{mult}_{P} X \leq \operatorname{embdim}_{P} X$.

### 6.2 Regularity of dimension zero subschemes

In this section, we study the regularity of dimension zero subschemes of $\mathbb{P}^{N}$ and give a vanishing theorem for their defining ideal sheaves. Classically, the regularity bound of such schemes is measured by their degrees, i.e., the length of their structure sheaves. The bound obtained by this method is somewhat too weak to use, in particular if we consider nonreduced schemes. Thus in order to get better bounds, nilpotent elements must be involved.

We shall use normality instead of regularity in this section to avoid shifting index in arguments. A subscheme $X \subset \mathbb{P}^{N}$ is said to be $k$-normal if the morphism $H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}(i)\right) \rightarrow$ $H^{0}\left(X, \mathscr{O}_{X}(i)\right)$ is surjective for all $i \geq k$. Equivalently $k$-normal means $H^{1}\left(\mathbb{P}^{N}, \mathscr{I}_{X}(i)\right)=0$ for $i \geq k$ where $\mathscr{I}_{X}$ is the ideal sheaf of $X$. Notice that $X$ is $k$ normal if and only if it is $k+1$ regular.

We first introduce an invariant for a local Artinian ring to measure the nilpotent elements in the ring.

Definition 6.2.1. Let $(A, m)$ be a local Artinian ring. We define a $\mu$-number associated to $A$ as $\mu_{A}:=\max _{i}\left\{i \mid m^{i} \neq 0\right\}$. If $m=0$, i.e., $A$ is a field, then write $\mu_{A}=0$. We also write $\mu$ instead of $\mu_{A}$ if no confusion arise.

Now let $X \subset \mathbb{P}^{N}$ be a dimension zero subscheme with the support of distinct point $\left\{p_{1}, \ldots, p_{t}\right\}$. If $X$ is reduced then it is well-known that $X$ is $t$-regular (note that we do not assume points $p_{i}$ 's are in general linear position). If $X$ is nonreduced then the classical way to bound the regularity is to use the length $l_{X}$ of $X$, which is the length of structure sheaf $\mathscr{O}_{X}$. It is easy to see that $X$ is $l_{X}$-regular. However in general the length of $X$ could be very large even if $X$ is only supported at one point. Thus in the following theorem we give a bound by considering the number of supporting points and the $\mu$-number of the local ring at each point, which is smaller than the length of $X$.

Theorem 6.2.2. Let $X \subset \mathbb{P}^{N}$ be a zero dimensional subscheme supported at distinct points $\left\{p_{1}, \ldots, p_{t}\right\}$ such that for each $1 \leq i \leq t, \mu_{i}=\mu_{\mathscr{O}_{X, p_{i}}}$. Then one has

$$
H^{1}\left(\mathbb{P}^{N}, \mathscr{I}_{X}(k)\right)=0 \quad \text { for } \quad k \geq \mu_{1}+\mu_{2}+\cdots+\mu_{t}+t-1,
$$

i.e., $X$ is $\mu_{1}+\mu_{2}+\cdots+\mu_{t}+t$ regular.

Proof. Assume that $\mu_{1} \geq \mu_{2} \geq \cdots \mu_{t} \geq 0$. We prove by descending induction on $\mu_{i}$.
If $\mu_{1}=\cdots \mu_{t}=0$, i.e., $X$ is reduced, then the result is classical. For general case, let $\left(A_{i}, m_{i}\right)=\left(\mathscr{O}_{X, p_{i}}, m_{i}\right)$ be the local ring of $\mathscr{O}_{X}$ at point $p_{i}$ with the maximal ideal $m_{i}$. Then by definition $\mu_{i}=\mu_{A_{i}}$. Let $j=\max \left\{i \mid \mu_{i} \neq 0\right\}$. Then for $i>j, A_{i}=k$ and then

$$
X=\operatorname{Spec} A_{1} \oplus \cdots \oplus \operatorname{Spec} A_{j} \oplus \operatorname{Spec} k \oplus \cdots \oplus \operatorname{Spec} k .
$$

We consider a subscheme of $X$ defined as

$$
X_{j}=\operatorname{Spec} A_{1} \oplus \cdots \oplus \operatorname{Spec} A_{j} / m_{j}^{\mu_{j}} \oplus \operatorname{Spec} k \oplus \cdots \oplus \operatorname{Spec} k
$$

By induction, $X_{j}$ is $a:=\mu_{1}+\cdots+\left(\mu_{j}-1\right)+t-1$ normal. Considering an short exact sequence $0 \rightarrow \mathscr{I}_{X} \rightarrow \mathscr{I}_{X_{j}} \rightarrow m_{j}^{\mu_{j}} \rightarrow 0$, and noticing that $\mathscr{I}_{X_{j}}$ is $a$ normal, we have an exact sequence

$$
H^{0}\left(\mathbb{P}^{N}, \mathscr{I}_{X_{j}}(a+1)\right) \xrightarrow{\theta_{j}} m_{j}^{\mu_{j}} \longrightarrow H^{1}\left(\mathbb{P}^{N}, \mathscr{I}_{X}(a+1)\right) \longrightarrow 0 .
$$

All we need is to show that the morphism $\theta_{j}$ is surjective, which we prove as follows.
From the exact sequence $0 \rightarrow \mathscr{I}_{X_{j}} \rightarrow \mathscr{O}_{\mathbb{P}^{N}} \rightarrow \mathscr{O}_{X_{j}} \rightarrow 0$, we have an exact sequence

$$
0 \longrightarrow H^{0}\left(\mathscr{I}_{X_{j}}(a+1)\right) \longrightarrow H^{0}\left(\mathscr{O}_{\mathbb{P}^{N}}(a+1)\right) \xrightarrow{\phi} \mathscr{O}_{X_{j}} \longrightarrow 0 .
$$

Assume that $m_{j}$ is generated by the sections $s_{1}, \cdots, s_{e}$ of $H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{n}}(1)\right)$, where $1 \leq e \leq N$. Then $m_{j}^{\mu_{j}}$ will be generated by the sections of $H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}\left(\mu_{j}\right)\right)$ of the form

$$
\sigma_{i_{1} \cdots i_{\mu_{j}}}=s_{i_{1}} \cdots s_{i_{\mu_{j}}}, \text { where } 1 \leq i_{1} \leq \cdots \leq i_{\mu_{j}} \leq e .
$$

Also for each $i \neq j$ there is a section $l_{i} \in H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}(1)\right)$ such that $l_{i} \in m_{i}$ but $l_{i} \notin m_{j}$ because of the base point freeness of $\mathscr{O}_{\mathbb{P}^{N}}(1)$. Then we see that the sections in $H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}(a+1)\right)$ of the form

$$
s=\sigma_{i_{1} \cdots i_{\mu_{j}}} l_{1}^{\mu_{1}+1} \cdots l_{t}^{\mu_{t+1}}
$$

will satisfy $\phi(s)=0$ and therefore $s \in H^{0}\left(\mathbb{P}^{N}, \mathscr{I}_{X_{j}}(a+1)\right)$. Thus those sections will give the surjective morphism $\theta_{j}: H^{0}\left(\mathbb{P}^{N}, \mathscr{I}_{X_{j}}(a+1)\right) \rightarrow m_{j}^{\mu_{j}} \rightarrow 0$. This proves that $X$ is $a+1$ normal.

The theorem will have a very simple form if $X$ is only supported at one point, which we give in the following corollary.

Corollary 6.2.3. Let $X \subset \mathbb{P}^{N}$ be a subscheme supported at one point $x$ with $\mu \geq 0$. Then we have $H^{1}\left(\mathbb{P}^{N}, \mathscr{I}_{X}(k)\right)=0$ for $k \geq \mu$, i.e., $X$ is $\mu+1$ regular.

### 6.3 Eisenbud-Goto conjecture

We prove Eisenbud-Goto conjecture for normal surfaces in this section. The approach we follow is to use generic projections and the duality theory. The generic projection method has been used by Lazarsfeld in (11) and Kwak in (12) and (13). Let $X$ be a nondegenerate surface in $\mathbb{P}^{N}(N \geq 4)$. Take a general linear space $\Lambda$ of $\mathbb{P}^{N}$ of codimension 4 disjoint from $X$. Blowing up $\mathbb{P}^{N}$ along the center $\Lambda$ and then projecting to $\mathbb{P}^{3}$, we obtain the following diagram


Denote by $f: X \rightarrow \mathbb{P}^{3}$ the corresponding linear projection of $X$ determined by the center $\Lambda$. Considering the morphism $q_{*}\left(p^{*} \mathscr{O}_{\mathbb{P}^{N}}(2)\right) \rightarrow q_{*}\left(p^{*} \mathscr{O}_{X}(2)\right)$ induced by $\mathscr{O}_{\mathbb{P}^{N}}(2) \rightarrow \mathscr{O}_{X}(2)$ and noticing that $q_{*}\left(p^{*} \mathscr{O}_{X}(2)\right)=f_{*} \mathscr{O}_{X}(2)$, we then get a morphism

$$
w_{2}: q_{*}\left(p^{*} \mathscr{O}_{\mathbb{P}^{N}}(2)\right) \rightarrow f_{*} \mathscr{O}_{X}(2) .
$$

If we choose the coordinates of $\mathbb{P}^{N}$ as $T_{0}, \cdots, T_{N}$ such that $\Lambda$ is defined by the linear forms $T_{0}=T_{1}=T_{2}=T_{3}=0$. Denote by $V=<T_{4}, \cdots, T_{N}>$ the vector subspace of $H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}(1)\right)$, then we can identify

$$
q_{*}\left(p^{*} \mathscr{O}_{\mathbb{P}^{N}}(2)\right)=S^{2} V \otimes \mathscr{O}_{\mathbb{P}^{3}} \oplus V \otimes \mathscr{O}_{\mathbb{P}^{3}}(1) \oplus \mathscr{O}_{\mathbb{P}^{3}}(2),
$$

where $S^{2} V$ is the second symmetric power of $V$.

Now suppose that $X$ is a normal surface, then $X$ has only finite many singular points. We can choose a general center $\Lambda$ in such a way that each singular point is the only point in the fiber of the projection $f$. This can be done because the secant variety through each singular point is at most dimension 3 but $\Lambda$ has codimension 4 . This choice of the center $\Lambda$ is crucial for our work so that in the sequel we always assume the projection $f$ is determined by a such general center $\Lambda$.

We want to give a condition on the singular points of $X$ under which the morphism $w_{2}$ is surjective. For this let $y \in \mathbb{P}^{3}$ be a closed point and let $L_{y}=q^{-1}(y)$ be the fiber of $q$ over $y$. Since the point $y$ is cut out by some linear forms $l_{1}, l_{2}, l_{3}$ in $\mathbb{P}^{3}$ then the linear space $L_{y}$ is also cut out by the same forms $l_{1}, l_{2}, l_{3}$ in $\mathbb{P}^{N}$. Denote by $X_{y}=X \cap L_{y}$ then we see that $f^{-1}(y)=X_{y}$, the fiber of $f$ over the point $y$. Notice that $X_{y}$ is either empty or a dimension zero subscheme of $L_{y}$. Restricting the morphism $w_{2}$ to the point $y$ we get a following morphism by base change

$$
w_{2}(y): H^{0}\left(L_{y}, \mathscr{O}_{L_{y}}(2)\right) \rightarrow H^{0}\left(L_{y}, \mathscr{O}_{X_{y}}(2)\right) .
$$

Thus $w_{2}$ is surjective if and only if $w_{2}(y)$ is surjective for each $y \in \mathbb{P}^{3}$. If $y$ is not the image of a singular point of $X$ then by the choice of the projection center we see that $X_{y}$ is cut out by $L_{y}$ at the nonsingular loci of $X$. Thus from the classical generic projection theory of nonsingular surface (see (37)) the length of $X_{y}$ is at most 3 and therefore the morphism $w_{2}(y)$ is surjective at $y$. All we need to check is that $w_{2}(y)$ is surjective if $y$ is the image of a singular point of $X$. The following is an easy criterion to detect such surjectivity by the local invariants of singular points.

Lemma 6.3.1. Suppose that $P \in X$ is a singular point such that $\operatorname{mult}_{P} X \leq \operatorname{embdim}_{P} X$, then $w_{2}$ is surjective at $f(P)$.

Proof. Let $y=f(P) \in \mathbb{P}^{3}$ and let $L_{y}=q^{-1}(y)$ be the fiber of $q$ over $y$. Suppose the point $y$ is cut out by linear forms $l_{1}, l_{2}, l_{3}$ in $\mathbb{P}^{3}$, then the linear space $L_{y}$ is also cut out by the forms $l_{1}, l_{2}, l_{3}$ in $\mathbb{P}^{N}$. Denote by $X_{y}=X \cap L_{y}$. According to the choice of the projection center we have $\operatorname{Supp} X_{y}=P$. From the base change, it is enough to show that the morphism $H^{0}\left(L_{y}, \mathscr{O}_{L_{y}}(2)\right) \rightarrow H^{0}\left(L_{y}, \mathscr{O}_{X_{y}}(2)\right)$ is surjective. Denote by $A=\mathscr{O}_{X, x}$ the local ring of $P$ on $X$. Locally at the point $P,\left(l_{1}, l_{2}\right)$ is a regular sequence of $A$ and is in the cotangent space since our projection is general. Thus if denote by $B=A /\left(l_{1}, l_{2}\right)$, we have mult $P_{P} X=l(B)$ and $\operatorname{embdim}(B)=\operatorname{embdim}_{P} X-2$. By assumption that $\operatorname{mult}_{P} X \leq \operatorname{embdim}_{P} X$, we see that $l(B) \leq \operatorname{embdim} B+2$ which implies that the $\mu$-number $\mu_{B}$ associated to the artinian ring $B$ satisfies the inequality $\mu_{B} \leq 2$. Thus the $\mu$-number $\mu$ of the local ring $\mathscr{O}_{X y, P}$ is less than 2 since $\mathscr{O}_{X_{y}, P}=B /\left(l_{3}\right)$. Then from the exact sequence $0 \rightarrow \mathscr{I}_{X_{y} / L_{y}} \rightarrow \mathscr{O}_{L_{y}} \rightarrow \mathscr{O}_{X_{y}} \rightarrow 0$ and the Corollary 6.2.3, we obtain immediately the surjectivity of the morphism $H^{0}\left(L_{y}, \mathscr{O}_{L_{y}}(2)\right) \rightarrow$ $H^{0}\left(L_{y}, \mathscr{O}_{X_{y}}(2)\right)$, which proves the lemma.

Corollary 6.3.2. Suppose that $X$ has one of the following singularities: rational, Gorenstein elliptic and log canonical. Then the morphism $w_{2}$ is surjective.

Proof. This is immediately by Proposition 6.1.6.

Remark 6.3.3. In fact we can get a general condition to guarantee the surjectivity of $w_{2}$. Let $P \in X$ be a singular point. Let $(A, m)=\left(\mathscr{O}_{X, P}, m_{P}\right)$ be the local ring at $P$. The surjectivity of
$w_{2}$ at the point $y=f(P)$ can be obtained under the following condition: for a general regular sequence $l_{1}, l_{2}, l_{3}$ in $A$ let $B=A /\left(l_{1}, l_{2}, l_{3}\right)$ then the $\mu$-number of $B$ is less than 2 .

The Serre duality theory will play an important role in our proof of the main theorem in this section. Suppose that $V \subset \mathbb{P}$ is a Cohen-Macaulay subvariety in a projective space $\mathbb{P}$ of codimension $c$ and dimension $n$. Its dualizing sheaf $\omega_{V}$ is defined by the formula $\omega_{V}=$ $\mathscr{E} \operatorname{xt}_{\mathscr{O}_{\mathbb{P}}}^{c}\left(\mathscr{O}_{V}, \omega_{\mathbb{P}}\right)$ where $\omega_{\mathbb{P}}$ is the dualizing sheaf of $\mathbb{P}$. The Serre duality theorem says that for any locally free sheaf $\mathscr{E}$ on $X$ one has $H^{i}(X, \mathscr{E}) \simeq H^{n-i}\left(X, \mathscr{E}^{\vee} \otimes \omega_{V}\right)^{\vee}$ for all $i \geq 0$. Dualizing sheaves can be transferred by a finite morphism. Specifically, suppose that $f: V \rightarrow W$ be a finite morphism of Cohen-Macaulay projective varieties such that $\operatorname{codim}_{W} f(V)=c$, then one has $f_{*} \omega_{V}=\mathscr{E} \mathscr{x t}_{\mathscr{O}_{W}}^{c}\left(f_{*} \mathscr{O}_{V}, \omega_{W}\right)$.

The following lemma is a Kodaira type vanishing theorem for a normal surface, which may be known to experts.

Lemma 6.3.4. Let $X$ be a projective normal surface and $L$ a very ample line bundle on $X$. Then $H^{0}\left(X, L^{-1}\right)=H^{1}\left(X, L^{-1}\right)=0$.

Proof. Since $L$ is very ample, we have $H^{0}\left(X, L^{-1}\right)=0$. Let $f: \widetilde{X} \rightarrow X$ be a resolution of singularities. Since $X$ is normal, $f_{*} \mathscr{O}_{\tilde{X}}=\mathscr{O}_{X}$. From the exact sequence associated to the spectral sequence of higher direct image of $f^{*} L^{-1}$, we have

$$
0 \rightarrow H^{1}\left(X, L^{-1}\right) \rightarrow H^{1}\left(\widetilde{X}, f^{*} L^{-1}\right) \rightarrow H^{0}\left(X, R^{1} f_{*} f^{*} L^{-1}\right) .
$$

By Kodaira vanishing theorem that $H^{1}\left(\widetilde{X}, f^{*} L^{-1}\right)=0$, we see that $H^{1}\left(X, L^{-1}\right)=0$.

Corollary 6.3.5. Let $\omega_{X}$ be the dualizing sheaf of $X$, then $H^{1}\left(X, \omega_{X} \otimes L\right)=H^{2}\left(X, \omega_{X} \otimes L\right)=0$.

Now we come to our main theorem to prove Eisenbud-Goto conjecture for a normal surfaces by assuming the morphism $w_{2}$ is surjective. Our proof relies on the duality theory.

Theorem 6.3.6. Let $X \subset \mathbb{P}^{N}$ be a nondegenerate normal surface and suppose that $w_{2}$ is surjective, then $\operatorname{reg} X \leq \operatorname{deg} X-\operatorname{codim} X+1$.

Proof. Recall that we choose coordinates of $\mathbb{P}^{N}$ such that $\Lambda$ is defined by $T_{0}=T_{1}=T_{2}=T_{3}=0$ and denote by $V=<T_{4}, \ldots, T_{N}>$ the vector subspace of $H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}(1)\right)$, then

$$
q_{*}\left(p^{*} \mathscr{O}_{\mathbb{P}^{N}}(2)\right)=S^{2} V \otimes \mathscr{O}_{\mathbb{P}^{3}} \oplus V \otimes \mathscr{O}_{\mathbb{P}^{3}}(1) \oplus \mathscr{O}_{\mathbb{P}^{3}}(2),
$$

where $S^{2} V$ is the second symmetric power of $V$. Twisting $w_{2}$ by $\mathscr{O}_{\mathbb{P}^{3}}(-2)$ first and let $E$ be the kernel, then we have an exact sequence

$$
\begin{equation*}
0 \longrightarrow E \longrightarrow S^{2} V \otimes \mathscr{O}_{\mathbb{P}^{3}}(-2) \oplus V \otimes \mathscr{O}_{\mathbb{P}^{3}}(-1) \oplus \mathscr{O}_{\mathbb{P}^{3}} \longrightarrow f_{*} \mathscr{O}_{X} \longrightarrow 0 \tag{6.1}
\end{equation*}
$$

Since $X$ is Cohen-Macaulay and $f$ is finite, $f_{*} \mathscr{O}_{X}$ is a sheaf of codimension one Cohen-Macaulay $\mathscr{O}_{\mathbb{P}^{3}}$-module and therefore $E$ is a locally free sheaf of rank

$$
r=\operatorname{rank} S^{2} V \otimes \mathscr{O}_{\mathbb{P}^{3}}(-2) \oplus V \otimes \mathscr{O}_{\mathbb{P}^{3}}(-1) \oplus \mathscr{O}_{\mathbb{P}^{3}}=\frac{(N-2)(N-1)}{2} .
$$

We claim that $E^{\vee}$ is ( -2 )-regular. To see this, let $\omega_{X}$ be the dualizing sheaf of $X$. Applying $\mathscr{H} \mathrm{Om}\left(-, \omega_{\mathbb{P}^{3}}\right)$ to the exact sequence of (6.1), we get an exact sequence

$$
\begin{equation*}
0 \longrightarrow S^{2} V \otimes \omega_{\mathbb{P}^{3}}(2) \oplus V \otimes \omega_{\mathbb{P}^{3}}(1) \oplus \omega_{\mathbb{P}^{3}} \longrightarrow E^{\vee}(-4) \longrightarrow f_{*} \omega_{X} \longrightarrow 0 \tag{6.2}
\end{equation*}
$$

Twisting it by $\mathscr{O}_{\mathbb{P}^{3}}(1)$ and taking $H^{1}$ cohomology, we see that $H^{1}\left(\mathbb{P}^{3}, E^{\vee}(-3)\right)=0$. Then taking $H^{2}$ cohomology of the exact sequence ( 6.2 ), we have

$$
0 \longrightarrow H^{2}\left(\mathbb{P}^{3}, E^{\vee}(-4)\right) \longrightarrow H^{2}\left(\mathbb{P}^{3}, f_{*} \omega_{X}\right) \longrightarrow H^{3}\left(\mathbb{P}^{3}, \omega_{\mathbb{P}^{3}}\right) \longrightarrow \cdots
$$

Since $H^{2}\left(\mathbb{P}^{3}, f_{*} \omega_{X}\right)=H^{2}\left(X, \omega_{X}\right)=H^{3}\left(\mathbb{P}^{3}, \omega_{\mathbb{P}^{3}}\right)=k$ we obtain $H^{2}\left(\mathbb{P}^{3}, E^{\vee}(-4)\right)=0$. For $H^{3}$ cohomology of $E^{\vee}$, twist the exact sequence ( 6.2 ) by $\mathscr{O}_{\mathbb{P}^{3}}(-1)$ and then take $H^{3}$ cohomology to get an exact sequence

$$
H^{2}\left(f_{*} \omega_{X}(-1)\right) \xrightarrow{\theta} H^{3}\left(\mathbb{P}^{3}, V \otimes \omega_{\mathbb{P}^{3}} \oplus \omega_{\mathbb{P}^{3}}(-1)\right) \longrightarrow H^{3}\left(\mathbb{P}^{3}, E^{\vee}(-5)\right) \longrightarrow 0 .
$$

We shall show the morphism $\theta$ is surjective. By duality, it is the same as

$$
H^{0}\left(X, \mathscr{O}_{X}(1)\right)^{\vee} \longrightarrow H^{0}\left(\mathbb{P}^{3}, V \otimes \mathscr{O}_{\mathbb{P}^{3}} \oplus \mathscr{O}_{\mathbb{P}^{3}}(1)\right)^{\vee}
$$

which is the dual of the morphism

$$
H^{0}\left(\mathbb{P}^{3}, V \otimes \mathscr{O}_{\mathbb{P}^{3}} \oplus \mathscr{O}_{\mathbb{P}^{3}}(1)\right) \longrightarrow H^{0}\left(X, \mathscr{O}_{X}(1)\right)
$$

Note that $H^{0}\left(\mathbb{P}^{3}, V \otimes \mathscr{O}_{\mathbb{P}^{3}} \oplus \mathscr{O}_{\mathbb{P}^{3}}(1)\right)=H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}(1)\right)$. Since $X$ is nondegenerate in $\mathbb{P}^{N}$ the morphism $H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}(1)\right) \longrightarrow H^{0}\left(X, \mathscr{O}_{X}(1)\right)$ is injective and therefore $\theta$ is surjective. Thus we obtain $H^{3}\left(\mathbb{P}^{3}, E^{\vee}(-5)\right)=0$ and conclude that $E^{\vee}$ is $(-2)$-regular.

Back to the exact sequence (6.1) and let $d=\operatorname{deg} X$. Since Supp $f_{*} \mathscr{O}_{X}$ is a degree $d$ hypersurface of $\mathbb{P}^{3}$ we have

$$
\begin{aligned}
c_{1}(E) & =-d+c_{1}\left(S^{2} V \otimes \mathscr{O}_{\mathbb{P} 3}(-2) \oplus V \otimes \mathscr{O}_{\mathbb{P}^{3}}(-1) \oplus \mathscr{O}_{\mathbb{P}^{3}}\right) \\
& =-d-(N-1)(N-3),
\end{aligned}
$$

and therefore $\operatorname{det} E=\mathscr{O}_{\mathbb{P}^{3}}(-d-(N-1)(N-3))$. Now from the canonical identity that $E=\left(\wedge^{r-1} E\right)^{\vee} \otimes \operatorname{det} E$, we have that $E$ is $(-2)(r-1)+d+(N-1)(N-3)$-regular, i.e. $(d-N+3)$-regular. From the exact sequence (6.1), we also get that $f_{*} \mathscr{O}_{X}$ and hence $\mathscr{O}_{X}$ is $(d-N+3)$-regular. Finally, using (11, Lemma 1.5.), we conclude that reg $X=(d-N+3)$.

Now combining with Corollary 6.3.2, we obtain our main result of this section.

Corollary 6.3.7. Suppose that a normal surface $X \subset \mathbb{P}^{N}$ has the following singularities: rational, Gorenstein elliptic and log canonical. Then one has $\operatorname{reg} X \leq \operatorname{deg} X-\operatorname{codim} X+1$.

## CHAPTER 7

## M-REGULARITY OF CURVES IN ABELIAN VARITIES

This chapter is joint work with Luigi Lombardi. An abelian variety is a variety equipped with a group structure. A polarized abelian variety is an abelian variety with an assigned ample line bundle. The geometry of polarized abelian varieties are very similar to the geometry of projective spaces. The interesting and surprising parallel between these two objects has been shown in a beautiful lecture: Projective vs. abelian Geometry, given by Popa in University of Illinois at Chicago 2010. According to this philosophy, we are interested in a parallel theory to the Castelnuovo-Mumford regularity theory on projective spaces.

In the last ten years a Mukai regularity, or $M$-regularity, theory bas been developed systematically by Pareschi and Popa in a series of paper (14), (15) and (16). It turns out that this theory is a good analogue to the Castelnuovo-Mumford regularity theory. In their work they introduced the notion of $M$-regularity of a coherent sheaf on an abelian variety and establish fundamental properties of this concept.

The motivation of this chapter is to explore geometric aspects of $M$-regularity theory. As a beginning of such an attempt in this direction, we consider a problem of $M$-regularity of nonsingular curves in abelian varieties. Recall that at the beginning of Chapter 6, we mentioned a classical result proved by Gruson, Lazarsfeld and Peskine that if $X \subset \mathbb{P}^{N}(N \geq 3)$ is a reduced irreducible nondegenerate curve of degree $d$, then reg $X \leq d-N+2$. This result can also be written as reg $X \leq \operatorname{deg} X-\operatorname{codim} X+1$. Analogously, we consider a polarized abelian variety
$(A, L)$ and let $X \subset A$ be nonsingular curve. Twisting $\mathscr{I}_{X}$ by $L^{n}$ we see that for $n$ sufficiently large $\mathscr{I}_{X} \otimes L^{n}$ is always $M$-regular. Thus an interesting question is if we can find such an $n$ as small as possible, or equivalently find a bound for the $M$-regularity of $X$ (for more precise description see Definition 7.3.1).

### 7.1 M-regularity on abelian varieties

In this section, we briefly review the $M$-regularity theory on abelian varieties, developed systematically by Pareschi and Popa in (14), (15) and (16). It can be viewed as an analogue to the one of Castelnuovo-Mumford regularity on projective spaces.

Let $X$ be an abelian variety of dimension $r$. Denote by $\widehat{X}$ its dual variety $\operatorname{Pic}^{0}(X)$. Consider the fiber product diagram


We fix a Poincare line bundle $\mathcal{P}$ on $X \times \widehat{X}$, properly normalized, that is for any closed point $\alpha \in \widehat{X}$, restricting $\mathcal{P}$ to the fiber $X_{\alpha}$ over $\alpha$ we get $\mathcal{P}_{\alpha}=\alpha$ and restricting $\mathcal{P}$ to the fiber $\widehat{X}_{0}$ over $0 \in X$ we get $\mathscr{O}_{\widehat{X}}$. For more detailed discussion on the dual variety $\widehat{X}$ and Poincare line bundles see (38, Section 13.). For a coherent sheaf $\mathscr{F}$ on $X$, we define its Fourier-Mukai transformation as

$$
\widehat{S}(\mathscr{F}):=R p_{\widehat{X} *}\left(p_{X}^{*} \mathscr{F} \otimes \mathcal{P}\right) .
$$

Note that in the transformation above the operations in $p_{X}^{*} \mathscr{F} \otimes \mathcal{P}$ are the usual pullback and tensor product since $p_{X}$ is flat and $\mathcal{P}$ is flat over $X$. However, the push-forward $R p_{\hat{X} *}$ is a
derived push-forward in derived categories. Thus $\widehat{S}(\mathscr{F})$ is actually a complex in the derived category of coherent sheaves on $\widehat{X}$.

For a complex $\mathscr{C}_{\bullet}$, we define $R^{i} \mathscr{C}_{\bullet}$ as its $i$-th cohomology $\mathscr{H}^{i}\left(\mathscr{C}_{\bullet}\right)$. For the complex $\widehat{S}(\mathscr{F})$ we have $R^{i} \widehat{S}(\mathscr{F}):=\mathscr{H}^{i}(\widehat{S}(\mathscr{F}))=R^{i} p_{\widehat{X} *}\left(p_{X}^{*} \mathscr{F} \otimes \mathcal{P}\right)$, i.e., the $i$-th higher direct image of the sheaf $p_{X}^{*} \mathscr{F} \otimes \mathcal{P}$ on $\widehat{X}$ under the projection $p_{\widehat{X}}$. We denote by $S^{i}(\mathscr{F}):=\operatorname{Supp} R^{i} p_{\widehat{X} *}\left(p_{X}^{*} \mathscr{F} \otimes \mathcal{P}\right)$.

Now we give the definition of $M$-regular for a coherent sheaf on a abelian variety.

Definition 7.1.1 ( $M$-regular, (14, Definition 2.1.)). A coherent sheaf $\mathscr{F}$ on $X$ is called Mukai regular or $M$-regular, if $\operatorname{codim} S^{i}(\mathscr{F})>i$ for $i=1, \ldots, g$, where for $i=g$, this means that $S^{g}(\mathscr{F})$ is empty.

In practise it is very hard to check directly from the definition the $M$-regularity of a coherent sheaf. If the coherent sheaf satisfies some stronger vanishing properties then it is possible to check its $M$-regularity. For this we need the following definition.

Definition 7.1.2. A coherent sheaf $\mathscr{F}$ satisfies the index theorem with index $i$ (I.T.i, for short) if $h^{j}(X, \mathscr{F} \otimes \alpha)=0$, for all $\alpha \in \operatorname{Pic}^{0}(X)$ and all $j \neq i$.

In this chapter, we are mainly interested in the coherent sheaves which satisfies I.T.0. The reason for this is given in the following two easy lemmas. They show that I.T. 0 implies $M$ regularity and any ample line bundle satisfies I.T. 0 automatically.

Lemma 7.1.3. If a coherent sheaf $\mathscr{F}$ satisfies I.T. 0 then it is $M$-regular.
Proof. Notice that $p_{X}^{*} \mathscr{F} \otimes \mathcal{P}$ is flat over $\widehat{X}$ because $\mathscr{F}$ is flat over $k$ and $\mathcal{P}$ is flat over $\widehat{X}$. Then for any $\alpha \in \widehat{X}=\operatorname{Pic}^{0}(X)$ and each $i=1, \ldots, r$ the natural morphism

$$
R^{i} \widehat{S}(\mathscr{F}) \otimes k(\alpha) \longrightarrow H^{i}(X, \mathscr{F} \otimes \alpha)=0
$$

is surjective and therefore $R^{i} \widehat{S}(\mathscr{F}) \otimes k(\alpha)=0$ by (17, Proposition III.12.11.). This immediately implies that $R^{i} \widehat{S}(\mathscr{F})=0$ for $i>0$.

Lemma 7.1.4. If $L$ is an ample line bundle on $X$ then $L$ satisfies I.T.0 and $L$ is $M$-regular. Proof. Since for any $\alpha \in \operatorname{Pic}^{0}(X), L \otimes \alpha$ is ample and then the result follows from Kodaira vanishing theorem.

In developing $M$-regularity theory Pareschi and Popa introduced the notion of globally continuously generated for a coherent sheaf. It turned out to be an important and useful concept in the $M$-regularity theory. The concept of globally continuously generated coherent sheaves can be defined for any irregular variety $Y$, i.e., the variety such that $H^{1}\left(\mathscr{O}_{Y}\right) \neq 0$ and therefore $\operatorname{Pic}^{0}(Y)$ is defined.

Definition 7.1.5. Let $Y$ be an irregular variety. We define a sheaf $\mathscr{F}$ on $Y$ to be continuously globally generated if for any non-empty open subset $Y \subset \operatorname{Pic}^{0}(Y)$ the sum of evaluation maps

$$
\oplus_{\alpha \in U} H^{0}(\mathscr{F} \otimes \alpha) \otimes \alpha^{\vee} \rightarrow \mathscr{F}
$$

is surjective.

Remark 7.1.6. In practise we shall use a simplified equivalent definition of continuously globally generated coherent sheaves (for more details see (15, Remark 2.2.)). Specifically, suppose that $\mathscr{F}$ is continuously globally generated, then for any point $x \in X$, there are finitely many sections $s_{j} \in H^{0}\left(X, \mathscr{F} \otimes \alpha_{i}\right)$ such that $s_{j}$ 's generate $\mathscr{F} \otimes \alpha_{i}$ at $x$ and therefore they generate
$\mathscr{F} \otimes \alpha_{i}$ at a neighborhood of $x$. Covering $X$ by finitely many such open sets, we then see that there is a positive integer $N$ such that for general $\alpha_{1}, \ldots, \alpha_{N} \in \operatorname{Pic}^{0}(X)$, the map

$$
\bigoplus_{i=1}^{N} H^{0}\left(\mathscr{F} \otimes \alpha_{i}\right) \otimes \alpha_{i}^{\vee} \rightarrow \mathscr{F}
$$

is surjective. Notice that the number $N$ only depends on $\mathscr{F}$. This can be taken as an equivalent definition of continuously globally generated, which we shall use frequently in the sequel.

The property of continuously globally generated is preserved by tensor products in the following proposition.

Proposition 7.1.7 ((14, Proposition 2.12.)). Let $X$ be an irregular variety and $\mathscr{F}$ a coherent sheaf and $L$ a line bundle on $X$, both continuously globally generated. Then $\mathscr{F} \otimes L$ is globally generated.

The crucial point we will use the concept of continuously globally generated is that an $M$-regular sheaf is always continuously globally generated.

Proposition 7.1.8 ((14, Proposition 2.13.)). If $\mathscr{F}$ is $M$-regular, then there is a positive integer $N$ such that for general $\alpha_{1}, \ldots, \alpha_{N} \in \operatorname{Pic}^{0}(X)$, the sum of twisted evaluation maps

$$
\bigoplus_{i=1}^{N} H^{0}\left(\mathscr{F} \otimes \alpha_{i}\right) \otimes \alpha_{i}^{\vee} \rightarrow \mathscr{F}
$$

is surjective.

We already know in Lemma 7.1.3 that I.T. 0 implies $M$-regular. But in general the converse is not true. However the following proposition states that after tesoring a I.T. 0 locally free
sheaf, we may turn $M$-regular into I.T.0. In this sense we see that being $M$-regular is not so far from being I.T.0.

Proposition 7.1.9 ((14, Proposition 2.9.)). Let $\mathscr{F}$ be an $M$-regular coherent sheaf on $X$ and E a locally free sheaf satisfying I.T.0 Then $\mathscr{F} \otimes E$ satisfies I.T.0.

In particular, we see an I.T. 0 coherent sheaf tensoring with an I.T. 0 locally free sheaf still gets an I.T.0. coherent sheaf.

Corollary 7.1.10. Let $\mathscr{F}$ be an coherent sheaf and $E$ a locally free sheaf on $X$. Assume that they both satisfy I.T.0. Then $\mathscr{F} \otimes E$ satisfies I.T.0.

We also can obtain a type of Kodaira vanishing theorem for an $M$-regular coherent sheaf.

Corollary 7.1.11. Let $\mathscr{F}$ be an $M$-regular and $L$ an ample line bundle. Then $\mathscr{F} \otimes L$ is I.T.O, i.e. $H^{i}(\mathscr{F} \otimes L \otimes \alpha)=0$ for all $\alpha \in \operatorname{Pic}^{0}(X)$ and all $i>0$.

### 7.2 Vanishing theorem of the graph

Throughout the rest of this chapter we fix $(A, L)$ a polarized abelian variety of dimension $r$ where $L$ is an ample line bundle. The abelian variety $A$ has a unique origin 0 : it is a closed point corresponding to 0 in the underlying abelian group structure of $A$. We denote by $\mathscr{I}_{0}$ the defining ideal sheaf of the origin 0 in $A$. There is also a difference morphism $\delta: A \times A \rightarrow A$ defined as $\delta(x, y)=x-y$. Notice that the pullback of $\mathscr{I}_{0}$ under $\delta$ will give the defining ideal sheaf of the diagonal subvariety of $A \times A$.

One way to measure the positivity of $L$ is to use the Seshadri constant $\varepsilon_{0}(A, L)$ at the point 0 . It is defined by the reciprocal of the $s$-invariant of $\mathscr{I}_{0}$ introduced in Section 5.1 Definition
5.1.1. Since $A$ is an abelian variety the group action of $A$ to itself will show that $\varepsilon_{0}(A, L)$ is equal to the Seshadri constant $\varepsilon_{p}(A, L)$ at any other closed point $p$ of $A$. Thus we get a unique number $\varepsilon=\varepsilon_{0}(A, L)$ associated to $L$ and call it as the Seshadri constant of $L$. From (19, Example 5.1.10.) one has $\varepsilon \geq 1$.

The purpose of this section is to establish a vanishing theorem for the ideal sheaf of the graph of any nonsingular subvariety of $A$, involving the line bundle $L$. The crucial point is that such ideal sheaf actually can be realized as a multiplier ideal sheaf for some effective $\mathbb{Q}$-divisor and then Nadel's vanishing theorem can be applied. This method has been used by Lazarsfeld, Pareschi and Popa (39) in the studying of syzygies of abelian varieties. Our approach is inspired by their work.

The first observation is that this ideal sheaf $\mathscr{I}_{0}$ can be realized as a multiplier ideal sheaf associated to an effective $\mathbb{Q}$-divisor on $A$.

Proposition 7.2.1. Let $c>1 / \varepsilon$ be a rational number. Then there exists an effective $\mathbb{Q}$-divisor $F_{0}$ numerically equivalent to the $\mathbb{Q}$-divisor cr $L$ such that the associated multiplier ideal sheaf $\mathscr{I}\left(A, F_{0}\right)=\mathscr{I}_{0}$.

Proof. Let $\mu: A^{\prime}=\mathrm{Bl}_{0} A \rightarrow A$ be the blowing-up of $A$ along 0 with an exceptional divisor $E$. Notice that the relative canonical divisor $K_{A^{\prime} / A}=(r-1) E$. The crucial point is to construct an effective $\mathbb{Q}$-divisor $F_{0}$ such that it has a round-down divisor $\left\lfloor\mu^{*} F_{0}\right\rfloor=r E$.

From the definition of the Seshadri constant $\varepsilon$ and assumption that $c>1 / \varepsilon$, we see that the $\mathbb{Q}$-divisor $c r \mu^{*} L-r E$ is ample. Thus we can take $m$ a sufficiently large positive integer to get a very ample integral divisor $m\left(c r \mu^{*} L-r E\right)$. Then take a general smooth irreducible element
$D^{\prime} \in\left|m\left(c r \mu^{*} L-r E\right)\right|$ and let $D=\mu\left(D^{\prime}\right)$ be the image of $D^{\prime}$ on $A$ which is a prime divisor on $A$, we see that $D^{\prime}$ is the strict transformation of $D$ on $A^{\prime}$.

We compute the multiplicity mult $D$ of $D$ at the point 0 by using the formula mult $D=$ $(-1)^{r} D^{\prime} \cdot E^{r-1}$. Notice that $D^{\prime}$ is linear equivalent to the divisor $m c r \mu^{*} L-m r E$ and that the value $\mu^{*} L \cdot E^{r-1}=0$. We then get mult ${ }_{0} D=m r(-1)^{r+1} E^{r}$. But $(-1)^{r+1} E^{r}=\operatorname{mult}_{0} A=1$ since $A$ is nonsingular at 0 and therefore mult $D=m r$. Thus we see $\mu^{*} D=D^{\prime}+m r E$ and this implies $D$ is numerically equivalent to $m c r L$ since $D^{\prime}$ is linearly equivalent to $m\left(c r \mu^{*} L-r E\right)$.

Finally we define an effective $\mathbb{Q}$-divisor $F_{0}=\frac{1}{m} D$. Then $F_{0}$ is numerically equivalent to the divisor $c r L$. Also the pullback of $F_{0}$ by $\mu$ is $\mu^{*} F_{0}=\frac{1}{m} D^{\prime}+r E$. So we get $K_{A^{\prime} / A}-\left\lfloor\mu^{*} F_{0}\right\rfloor=-E$ and therefore we have $\mathcal{J}\left(A, F_{0}\right)=\mu_{*}(-E)=\mathscr{I}_{0}$.

Lemma 7.2.2. Let $X$ be a nonsingular subvariety of $A$ (could be $A$ itself). Let $\sigma: X \times A \rightarrow A$ be the composition of the morphisms $X \times A \hookrightarrow A \times A \xrightarrow{\delta} A$. Then $\sigma$ is a smooth morphism.

Proof. This is because by generic smoothness and action of $A$ on $X \times A$ which is compatible with $\sigma$.

Notation 7.2.3. Let $\mathscr{F}_{1}$ and $\mathscr{F}_{2}$ be coherent sheaves on varieties $V_{1}$ and $V_{2}$ respectively. We write $\mathscr{F}_{1} \boxtimes \mathscr{F}_{2}=p_{1}^{*} \mathscr{F}_{2} \otimes p_{2}^{*} \mathscr{F}_{2}$ where $p_{1}$ and $p_{2}$ are projections from the fiber product $V_{1} \times V_{2}$ to $V_{1}$ and $V_{2}$ respectively.

Proposition 7.2.4. Let $X$ be a nonsingular subvariety of $A$ (could be $A$ itself) and let $\Gamma$ be the graph of $X$ in $X \times A$ defined by an ideal sheaf $\mathscr{I}_{\Gamma}$. Then there is an effective $\mathbb{Q}$-divisor $F_{0}$ on A, numerically equivalent to the $\mathbb{Q}$-divisor cr $L$ with $c>1 / \varepsilon$ a rational number, such that the
multiplier ideal sheaf $\mathcal{J}\left(X \times A, \sigma^{*} F_{0}\right)$ associated to $\sigma^{*} F_{0}$ is equal to $\mathscr{I}_{\Gamma}$ where $\sigma: X \times A \rightarrow A$ is the composition of the morphisms $X \times A \hookrightarrow A \times A \xrightarrow{\delta} A$.

Proof. Let $F_{0}$ be an effective $\mathbb{Q}$-divisor given by Proposition 7.2.1. Since the morphism $\sigma$ is smooth by Lemma 7.2.2, we then have $\sigma^{*} \mathcal{J}\left(A, F_{0}\right)=\mathcal{J}\left(X \times A, \sigma^{*} F_{0}\right)$. Let $\mathscr{I}_{0}$ be the defining ideal sheaf of the origin 0 on $A$. Notice that $\sigma^{*} \mathscr{I}_{0}=\mathscr{I}_{\Gamma}$. Now using Proposition 7.2.1 again we obtain immediately $\mathcal{J}\left(X \times A, \sigma^{*} F_{0}\right)=\mathscr{I}_{\Gamma}$.

Proposition 7.2.5. Keep notation as in Proposition 7.2.4. One has

$$
H^{i}\left(X \times A, \omega_{X \times A} \otimes M \otimes \mathscr{I}_{\Gamma}\right)=0, \quad \text { for all } i>0,
$$

where $M$ is a line bundle on $X \times A$ such that $M-2 \operatorname{cr}\left(L_{X} \boxtimes L\right)$ is nef and big and $\omega_{X \times A}$ is the canonical line bundle of $X \times A$.

Proof. Note that on $A \times A$, we have $L^{2} \boxtimes L^{2}=\delta^{*} L \otimes N$ for some nef divisor $N$. Denote by $L_{X}$ as the restriction of $L$ to $X$. Then on $X \times A, L_{X}^{2} \boxtimes L^{2}=\sigma^{*} L \otimes P$ where $P$ is an nef divisor on $X \times A$ (in fact $P$ is the restriction of $N$ ). Thus $\sigma^{*} L=L_{X}^{2} \boxtimes L^{2} \otimes P^{-1}$. Note also that $\mathscr{I}_{\Gamma}=\mathcal{J}\left(X \times A, c r \sigma^{*} L\right)$ by Proposition 7.2.4. Thus if $M-c r L_{C}^{2} \boxtimes L^{2}$ is nef and big, then $M-c r L_{C}^{2} \boxtimes L^{2}+c r P$ is nef and big and therefore $M-c r \sigma^{*} L$ is nef and big. Then from Nadel's vanishing theorem, we get the result.

Theorem 7.2.6. Let $X \subset A$ be a smooth subvariety of $A$ (could be $A$ ) and $L$ be an ample divisor on $A$ with the Seshadri constant $\varepsilon$. Let $\Gamma$ be the graph of $X$ in $X \times A$ defined by an ideal sheaf $\mathscr{I}_{\Gamma}$. Then one has

$$
H^{i}\left(X \times A,\left(\omega_{X} \otimes B_{1} \otimes L_{X}^{\left\lfloor\frac{\lfloor 2}{\varepsilon}\right\rfloor+1}\right) \boxtimes\left(B_{2} \otimes L^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}\right) \otimes \mathscr{I}_{\Gamma}\right)=0 \quad \text { for } i>0,
$$

where $\omega_{X}$ is the canonical line bundle of $X, B_{1}$ is a nef line bundle on $X$ and $B_{2}$ is a nef line bundle on $A$.

Proof. In Proposition 7.2.5, we can choose the rational number $c>\frac{1}{\varepsilon}$ so that $2 c r-\frac{2 r}{\varepsilon} \ll 1$ and $\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1>2 c r$. Since the divisor $\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right)(L \boxtimes L)$ is big and nef on $A \times A$ then the divisor $\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right)\left(L_{X} \boxtimes L\right)$ is big and nef on $X \times A$. Let $M=\left(B_{1} \boxtimes B_{2}\right)+\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right)\left(L_{X} \boxtimes L\right)$. Then we see $M-2 \operatorname{cr}\left(L_{X} \boxtimes L\right)$ is big and nef. Also notice that $\omega_{X \times A}=\omega_{X} \boxtimes \mathscr{O}_{A}$. Then the result follows immediately from Proposition 7.2.5.

Corollary 7.2.7. Keep notation as in Theorem 7.2.6. Assume that $\varepsilon>2 r$. Then one has

$$
H^{i}\left(X \times A,\left(\omega_{X} \otimes B_{1} \otimes L_{X}\right) \boxtimes\left(B_{2} \otimes L\right) \otimes \mathscr{I}_{\Gamma}\right)=0 \quad \text { for } i>0,
$$

where $\omega_{X}$ is the canonical line bundle of $X, B_{1}$ is a nef line bundle on $X$ and $B_{2}$ is a nef line bundle on $A$.

Corollary 7.2.8. Assume that $\varepsilon>2 r$ and let $\Gamma$ be the diagonal of $A \times A$ defined by an ideal sheaf $\mathscr{I}_{\Gamma}$. Then one has

$$
H^{i}\left(A \times A,\left(B_{1} \otimes L\right) \boxtimes\left(B_{2} \otimes L\right) \otimes \mathscr{I}_{\Gamma}\right)=0 \quad \text { for } i>0,
$$

where $B_{1}$ and $B_{2}$ are nef line bundles on $A$.

### 7.3 M-regularity of curves

In this section, using the vanishing theorem of graph established in previous section, we study the $M$-regularity of curves in an abelian variety. Let us first make a precise definition on the $M$-regularity of an subvariety.

Definition 7.3.1. Let $(A, L)$ be a polarized abelian variety and $\mathscr{F}$ be a coherent sheaf on $A$. For an integer $n$ we say $\mathscr{F}$ is $n M$-regular (with respect to $L$ ) if $\mathscr{F} \otimes L^{n}$ is $M$-regular. For a subvariety $X$ of $A$ we say $X$ is $n M$-regular if its defining ideal sheaf $\mathscr{I}_{X}$ is $n M$-regular.

It is easy to see that any coherent sheaf $\mathscr{F}$ is always $n M$-regular for $n$ is sufficiently large. Furthermore from Corollary 7.1.11, we see if $\mathscr{F}$ is $n M$-regular then it is $n+1 M$-regular. Thus we hope to find such $n$ as smaller as possible. The first nontrivial situation we are interested in is to study the $M$-regularity of a nonsingular curve in $A$. This problem can be compared with the work of Gruson, Lazarsfeld and Peskine (10) on the study of Castelnuovo-Mumford regularity bounds for curves in projective spaces.

Recall that $(A, L)$ is a polarized abelian variety of dimension $r$ where $L$ is an ample line bundle with the Seshadri constant $\varepsilon$. Let $C$ be a nonsingular curve in $A$. We denote by $\Gamma$ the graph of $C$ in the product $C \times A$ defined by an ideal sheaf $\mathscr{I}_{\Gamma}$. Fix the fiber product diagram

$$
\begin{aligned}
& C \times A \xrightarrow{q} A \\
& \quad \downarrow^{p} \\
& C .
\end{aligned}
$$

We denote by $L_{C}$ the restriction of $L$ on $C$. Let $B=\omega_{C} \otimes N \otimes L_{C}^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}$ be a line bundle on $C$, where $N$ is a nef line bundle on $C$. We will eventually choose an appropriated nef line bundle $N$. Before that just think of $N$ as a variant nef line bundle in $B$.

Lemma 7.3.2. One has $R^{i} q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right)=0$, for all $i>0$.
Proof. All we need to show is that $R^{1} q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right)=0$ since $q$ has fibers of dimension at most one. In fact by Theorem 7.2 .6 we have $H^{i}\left(C \times A,\left(\omega_{C} \otimes N \otimes L_{C}^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}\right) \boxtimes L^{m} \otimes \mathscr{I}_{\Gamma}\right)=0$ for all $i>0$ and $m$ sufficiently large. Then by Proposition 2.0.11, we obtain that $R^{i} q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right)=0$, for all $i>0$.

Tensoring $p^{*} B$ to a short exact sequence $0 \rightarrow \mathscr{I}_{\Gamma} \rightarrow \mathscr{O}_{C \times A} \rightarrow \mathscr{O}_{\Gamma} \rightarrow 0$ we have a short exact sequence $0 \rightarrow p^{*} B \otimes \mathscr{I}_{\Gamma} \rightarrow p^{*} B \rightarrow B \rightarrow 0$ on $C \times A$. Pushing it forward to $A$ by the morphism $q$ and using $R^{1} q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right)=0$ by Lemma 7.3.2, we get a short exact sequence on $A$

$$
\begin{equation*}
0 \rightarrow q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right) \rightarrow H^{0}(C, B) \otimes \mathscr{O}_{A} \rightarrow B \rightarrow 0 . \tag{7.1}
\end{equation*}
$$

Lemma 7.3.3. Keeping notation as above, one has the sheaf $q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right) \otimes L^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}$ is continuously globally generated.

Proof. First, we notice that for any integer $a \geq 0$, by Kodaira vanishing theorem $B \otimes L^{a}$ satisfies I.T.0, i.e., for any $\alpha \in \operatorname{Pic}^{0}(A)$, one has $H^{i}\left(A, B \otimes L^{a} \otimes \alpha\right)=0$ for $i>0$. Second, for any integer $a \geq 1$, by the ampleness of $L$, one has $H^{0}(X, B) \otimes L^{a}$ also satisfies I.T.0. Now for any $\alpha \in \operatorname{Pic}^{0}(A)$ we consider $q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right) \otimes L^{a} \otimes \alpha$. By Theorem 2.0.10, there is a spectral sequence

$$
E_{2}^{i j}=H^{i}\left(A, R^{j} q_{*}\left(B \boxtimes\left(L^{a} \otimes \alpha\right) \otimes \mathscr{I}_{\Gamma}\right)\right) \Rightarrow H^{i+j}\left(C \times A, B \boxtimes\left(L^{a} \otimes \alpha\right) \otimes \mathscr{I}_{\Gamma}\right),
$$

Notice that $R^{j} q_{*}\left(B \boxtimes\left(L^{a} \otimes \alpha\right) \otimes \mathscr{I}_{\Gamma}\right)=R^{j} q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right) \otimes L^{a} \otimes \alpha$ by projection formula. Thus from the vanishing $R^{j} q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right)=0$ for $j>0$ by Lemma 7.3.2, we see that the spectral sequence degenerates and therefore we have

$$
H^{i}\left(A, q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right) \otimes L^{a} \otimes \alpha\right)=H^{i}\left(C \times A, B \boxtimes\left(L^{a} \otimes \alpha\right) \otimes \mathscr{I}_{\Gamma}\right)
$$

Thus with reference to Theorem 7.2.6, we choose $a=\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1$. Then the sheaf $q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right) \otimes$ $L^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}$ satisfies I.T. 0 and therefore is $M$-regular by Lemma 7.1.3. Thus it is continuously globally generated by Proposition 7.1.8.

Now we come to our main theorem of this chapter to give a bound for the $M$-regularity of the nonsingular curve $C$.

Theorem 7.3.4. With respect to $L$ the curve $C$ is

$$
\left[\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right) \operatorname{deg}_{L} C+\operatorname{codim} C+g-1\right]\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right)+1
$$

$M$-regular.

Proof. Write $\mathscr{F}=q_{*}\left(p^{*} B \otimes \mathscr{I}_{\Gamma}\right) \otimes L^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}$, which is continuously globally generated by Lemma 7.3.3. Then there is a positive integer $N$ such that for general $\alpha_{1}, \ldots, \alpha_{N} \in \operatorname{Pic}^{0}(X)$, the sum of twisted evaluation maps

$$
\bigoplus_{i=1}^{N} H^{0}\left(\mathscr{F} \otimes \alpha_{i}\right) \otimes \alpha_{i}^{\vee} \rightarrow \mathscr{F}
$$

is surjective. We write $W_{i}=H^{0}\left(\mathscr{F} \otimes \alpha_{i}\right), V=H^{0}(C, B), n_{0}=\operatorname{dim} V$ and $D=L^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}$. Then from a short exact sequence $0 \rightarrow \mathscr{F} \rightarrow H^{0}(X, B) \otimes D \rightarrow B \otimes D \rightarrow 0$ obtained by tensoring $D$ to the short exact sequence in 7.1, we have an exact sequence

$$
\oplus_{i=1}^{N} W_{i} \otimes \alpha_{i}^{\vee} \rightarrow V \otimes D \rightarrow B \otimes D \rightarrow 0
$$

Twist it by $D^{-1}$, we get

$$
\oplus_{i=1}^{N} W_{i} \otimes \alpha_{i}^{\vee} \otimes D^{-1} \rightarrow V \otimes \mathscr{O}_{A} \rightarrow B \rightarrow 0
$$

We denote by $E=\bigoplus_{i=1}^{N} W_{i} \otimes \alpha_{i}^{\vee} \otimes D^{-1}$. Notice that the 0 -th Fitting ideal of $B$ is $\mathscr{I}_{C}$. Thus applying Eagon-Northcott complex to $B$, we have a complex

$$
\cdots \longrightarrow E_{1} \longrightarrow E_{0} \longrightarrow \mathscr{I}_{C} \rightarrow 0 .
$$

Let us look at the term $E_{j}$ in the above complex. $E_{j}$ has the form of direct sum of $\wedge^{n_{0}+j} E$. We may write $\wedge^{n_{0}+j} E$ in the form $\oplus_{m_{j}} D^{-n_{0}-j} \otimes \alpha_{m_{j}}$ where $\alpha_{m_{j}} \in\left\{\alpha_{1}, \cdots, \alpha_{N}\right\}$.

This complex is exact away from $C$. Chasing from it, we see that $\mathscr{I}_{C} \otimes D^{n_{0}+r-1} \otimes L$ is I.T.0. Thus $\mathscr{I}_{C} \otimes L^{\left(n_{0}+r-1\right)\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right)+1}$ is M-regular. Recall that $B=\omega_{C} \otimes N \otimes L_{C}^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}$, and we choose $N=\mathscr{O}_{C}$, then $B=\omega_{C} \otimes L_{C}^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}$. Thus by Rieman-Roch Theorem, we have

$$
\begin{aligned}
n_{0}=h^{0}\left(C, \omega_{C} \otimes L_{C}^{\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1}\right) & =\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right) \operatorname{deg}_{L} C+2 g-2+1-g \\
& =\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right) \operatorname{deg}_{L} C+g-1 .
\end{aligned}
$$

Thus, the $M$-regular of $\mathscr{I}_{C}$ with respect to $L$ is

$$
\begin{aligned}
\left(n_{0}+r-1\right)\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right)+1 & =\left[\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right) \operatorname{deg}_{L} C+g-1+r-1\right]\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right)+1 \\
& =\left[\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right) \operatorname{deg}_{L} C+\operatorname{codim} C+g-1\right]\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right)+1
\end{aligned}
$$

This finishes the proof.

Recall that the Seshadri constant $\varepsilon \geq 1$, then $\left(\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1\right) \leq 2 r+1$. We then have

Corollary 7.3.5. With respect to $L$ the curve $C$ is $\left[(2 r+1) \operatorname{deg}_{L} C+\operatorname{codim} C+g-1\right](2 r+1)+1$ M-regular.

If the Seshadri constant $\varepsilon$ large enough then we could get a better bound for $M$-regularity as follows.

Corollary 7.3.6. Suppose that $\varepsilon>2 r$, then $C$ is $\left(\operatorname{deg}_{L} C+\operatorname{codim} C+g\right) M$-regular with respect to $L$.

Proof. Since $\varepsilon>2 r$ we see that $\left\lfloor\frac{2 r}{\varepsilon}\right\rfloor+1=1$. Then the result follows from Theorem 7.3.4.
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