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SUMMARY

In this thesis, we have studied by multiscale computational methods the atomic and molecu-

lar self-assembly, leading to complex and functionalized nanostructures. The thesis is based on

6 original papers, 1 review paper, 2 proceedings papers, and 2 manuscripts which are currently

either submitted or in preparation.

In the first part of the thesis, we have used classical molecular dynamics simulations to show

how to activate and guide the folding of planar graphene nanostructures. We have described

how water nanodroplets and carbon nanotubes can induce bending, folding, sliding, and rolling

of the nanostructures. We have investigated the self-assembly conditions and analyzed the

stability of the formed nanosystems, with numerous possible applications.

In the second part of the thesis, we have investigated selected nanofludic applications of

carbon nanotubes (CNT). We have used coarse-grained molecular dynamics (CGMD) to show

that hydrated lipid micelles of preferred sizes and amounts of filling with hydrophobic molecules

can be self-assembled on the surfaces of CNTs. We have shown that porous carbon nanotubes

(PCNTs) can be used in selective molecular absorption, transport, and separation.

In the third part of the thesis, we have modeled nanomedicines based on the self-assembled

micelles formed by highly PEG-ylated linear and branched (dendron-based) polymers by clas-

sical molecular dynamics simulations. In close collaboration with the experimental group of

Prof. Seungpyo Hong, we have characterized physical properties of the self-assembled micellar

xxi



SUMMARY (Continued)

aggregates. We have identified how different chemical and physical factors contribute to the

stabilization of the micelles and their interactions with cellular membranes.

In the fourth part of the thesis, we have studied the dynamics of ion binding to graphene

nanostructures. We have shown that anions are either physisorbed onto the nanostructures or

covalently bound at their selected regions, depending on the initial conditions, while cations

only physisorb onto the nanostructures. Finally, we have described the self-assembly of carbon

and hydrogen atoms in gas phases by reactive molecular dynamics methods. The dependence

of temperatures and density of carbon atoms on clusters formation are investigated.

xxii



CHAPTER 1

INTRODUCTION

1.1 Computational modeling of nanoscale systems

In the last two decades, we experienced a revolutionary growth in technologies which allowed

us to study various physical and chemical phenomena in unprecedented details at all scales.

With the development of experimental equipments and techniques, such as scanning tunneling

microscopy (STM) [1], atomic force microscopy (AFM) [2], optical tweezers [3], and others, we

can now directly probe atoms (0.1− 0.2 nm in size) [4], molecules [5], and composite nanoscale

objects (0.2− 1000 nm in size), and investigate the events occurring in single molecules in real

time. With these methods, the mechanical, electronic, and optical properties of single molecules

can be investigated [6–8]. All these experimental developments allow the manipulation of matter

in a controllable and largely reproducible way.

Nanostructures of various sizes and shapes, such as semiconductor nanocrystals, quantum

dots, and nanowires have been synthesized and characterized [9–11]. These nanoparticles are

often functionalized and used in bio-sensing, active material coating, cosmetics, and numerous

other areas [12–15]. For example, they can be used as potential building blocks in the prepa-

ration of periodic superstructures, which could significantly extend the applications of these

novel materials in energy production and transportation. Carbon-based nanomaterials, such as

1
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fullerenes, nanotubes and one-atom-thick graphenes [16–18], have also been synthesized and

extensively studied for their unique chemical, physical, and electronic properties [19].

Despite the remarkable advances in all the experimental techniques, fabrication and manip-

ulation of nanoscale objects scale are difficult. The experiments also can not provide all the

information necessary for understanding of the physical and chemical phenomena. As noted

in the justification for the 2013 Nobel Prize award to theoretical chemists, experiment does

not tell “the story in between”. Thus, theory and computational modeling are important for

detailed understanding of phenomena in nanoscale systems.

In these days, we often need to study systems over many spatial regimes and timescales

which necessitate using diverse theoretical approaches. For example, processes in a biological

cells can last many different timescales and they are present in related length scales. In order to

deal with all the issues, a variety of computational methods have been developed to accurately

describe different properties of nanoscale systems, such as ab-initio methods, Monte Carlo, all-

atom and coarse-grained molecular dynamics. Multiscale modeling methods, combining several

different approaches, have also been developed to simulate complex phenomena.

With the introduction of massive supercomputers, development of new algorithms and meth-

ods, we can study much larger and complex systems (for example, MD simulation of HIV-1

virus capsid (64× 106 atoms) [20]). These novel computational tools provide a platform for de-

signing and optimizing new nanoconstructs, observing their dynamics in realistic environments,

and testing of new hypotheses.



3

In this thesis, first, we study how molecules and molecular aggregates can activate and

control the self-assembly of nanostructures. Then, we investigate the self-assembly of lipids and

PEGylated dendrimers in water. We also describe the nanofludic properties of porous carbon

nanotubes (PCNTs) and show that PCNTs can be used as molecular sieves. Next, we model

the dynamics of ion-binding to graphene nanostructures in vacuum and in water. Finally, we

describe the nucleation of long chains, clusters and complex cage structures in carbon and/or

hydrogen gas phases.

1.2 Thesis structure

In chapter 2, we review computational methods relevant to the conducted research. First,

we show how molecular systems can be described quantum mechanically. We outline the ap-

proximations which are used in the solution of Schrödinger equation in material systems. Then,

we discuss the fundamentals of classical molecular dynamics methods. It is followed by the dis-

cussion of coarse-grained molecular dynamics methodologies. Next, hybrid QM/MM molecular

dynamics methods are described. Finally, we discuss ab-initio molecular dynamics methods.

In Chapter 3, we show how water nanodroplets can activate and guide the folding of planar

graphene nanostructures. First, we describe that nanodroplets can act as catalytic elements

that initiate conformational changes in graphene ribbons and help to overcome deformation

barriers associated with them. Finally, we show how nanodroplets can induce rapid bending,

folding, sliding, rolling and zipping of the planar nanostructures, which can lead to the assembly

of nanoscale sandwiches, capsules, knots and rings.
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In Chapter 4, we present the self-assembly of planar graphene nanostructures on carbon

nanotubes surfaces and in their interiors. First, we describe how nanotubes can induce bend-

ing, folding, sliding, and rolling of the nanostructures in vacuum and in the presence of solvent,

leading to stable graphene rings, helices, and knots. Finally, we investigate the self-assembly

conditions and analyze the stability of the formed nanosystems, with numerous possible appli-

cations.

In Chapter 5, we show that hydrated lipid micelles of preferred sizes and amounts of filling

with hydrophobic molecules can be self-assembled on the surfaces of carbon nanotubes. First,

we simulate micelle formation on a hydrated (40,0) carbon nanotube with an open end that

is covered with amphiphilic double-headed or single-headed lipids and filled with hexadecane

molecules. Then, we apply pressure on hexadecane molecules inside and drag the lipids on its

surface by the water flowing around it. As a result, kinetically stable micelles filled with hexade-

cane molecules become sequentially formed at the nanotube tip. We investigate the stability of

the formed kinetically stable filled micelles and compare them with thermodynamically stable

filled micelles that were self-assembled in the solution.

In Chapter 6, we study nanofluidic properties of porous carbon nanotubes. We show that

saturated water vapor, condensed on these nanotubes, can be absorbed by them and transported

in their interior. We show that when the nanotubes are charged and placed in ionic solutions,

they can selectively absorb ions and transport them within the tube. We also show that porous

carbon nanotubes can also be used as selective molecular sieves, as illustrated on a room

temperature separation of benzene and ethanol.
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In Chapter 7 and 8, we present the self-assembly of linear and branched (dendron-based)

PEG-ylated copolymers into micelles. In the experiments of Prof. Seungpyo Hong and our

classical MD simulations, we analyze the effects of the dendron-based polymer architectures on

the micelle self-assembly. By experimental methods and classical MD simulations, we measure

micelle sizes, estimate their aggregation numbers, and characterize structure of different micelle

regions.

In Chapters 9, we model the dynamics of ion binding to graphene nanostructures. First,

we perform scanned single-point DFT calculations of monovalent ions (Na+, Li+, Cl−, F−) at

fixed distances above planar graphene-like H-passivated molecules of different shapes and sizes

to obtain potential energy surfaces. We correlate these static results with our room-temperature

quantum MD simulations of the ion-molecule systems, performed in both vacuum and water.

We show that anions either are physisorbed onto the nanostructures or covalently bind at their

selected regions, depending on the initial conditions, while cations only physisorb onto them.

In Chapters 10, we describe the nucleation of long chains, large clusters, and complex cage

structures in carbon and hydrogen rich interstellar gas phases. We study how temperature,

particle density, presence of hydrogen, and carbon inflow affect the nucleation of molecular

moieties with different characteristics. We determine the probability distributions of the sizes

of carbon clusters at different temperatures for a particular carbon atom density.



CHAPTER 2

THEORY AND METHODS

2.1 Introduction

Over the past two decades, analytical modeling and computational simulation methods have

been developed to deal with the complex nature of nanoscale systems. Multiscale methods based

on quantum mechanical methods, all atom classical and coarse grained molecular dynamics

methods can be used to design nanoscale materials, and predict and analyze their properties.

The modeling methods used depend on the studied properties, sizes of the systems and

timescale of the phenomena which we want to describe. The chosen methods have to be “com-

plex” enough to capture the underlying physics of the crucial phenomena, without oversimpli-

fying the system properties. Quantum mechanical methods can be used to describe material

systems accurately. Kohn-Sham density functional theory is one of the most used methods to

describe the quantum properties of matter [21]. However, it is not feasible to use such quan-

tum mechanical approaches for systems containing several hundred atoms. Such large systems

can be well described by classical and semi-classical methods. Recent development of parallel

processor supercomputers have led to a tremendous increase in computational power. All these

theoretical and computational developments have been creating new opportunities for modeling

and simulation of electronic and molecular properties of nanomaterials, as well as for designing

novel nanomaterial devices.
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In the following sections, we will discuss first-principle quantum mechanical methods used for

electronic structure calculations. Then, we will discuss all-atom molecular dynamics methods.

This will be followed by coarse-grained molecular dynamics methods used for simulations of

bigger systems and longer timescales. Finally, we will discuss ab-intio molecular dynamics

methods.

2.2 First-Principle Quantum Mechanical Methods

The time-dependent Schrödinger equation (SE) of a molecular system, containing M nuclei

and N electrons can be written as:

ih̄
∂Ψ(~R,~r, t)

∂t
= ĤΨ(~R,~r, t), (2.1)

where h̄ is the reduced Planck constant, Ĥ is the Hamiltonian operator of the system, Ψ(~R,

~r, t) is the time-dependent wavefunction, which depends on nuclear coordinates ~R = ~R1, ..., ~RM

and electronic coordinates ~r = ~r1, ..., ~rN .

The time-dependent equation (2.1) can be used to derive the time-independent Schrödinger

equation of the studied system. When Ĥ is time-independent, we can write the wavefunction

that solves Equation 2.1 in a separable form, as a product of spatial and temporal components,

Ψ(~R,~r, t) = Φ(~R,~r)f(t). Then the system can be described by a time-independent Schrödinger

equation:

ĤΦn(~R,~r) = EnΦn(~R,~r), (2.2)
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where Φn(~R,~r) are the eigenfunctions of the time-independent SE, and En are the related

eigenvalues of the Hamiltonian, corresponding to the eigenfunctions Φn(~R,~r). When Ĥ is

time-independent, the general solution of Equation 2.1 can be written as:

Ψ(~R,~r, t) =
P
∑

n=1

Ψn(~R,~r, t) =
P
∑

n=1

αnΦn(~R,~r)e
−iEnt/h̄, (2.3)

where αn are the expansion coefficients of the wavefunctions Φn(~R,~r).

2.3 Electronic Structure Calculations

Since nuclei are much heavier than electrons, we can introduce the Born-Oppenheimer (BO)

approximation, according to which the electrons adjust instantaneously to much slower nuclear

motions [22]. Within the BO approximation, the repulsion between the nuclei can be considered

to be constant. Using BO approximation, we can decouple the electronic degrees of freedom

from the nuclear degrees of freedom. Then the wavefunction of a molecule can be written as a

product of separable nuclear and electronic wavefunctions:

Φ(~R,~r) = ψnucl(~R)ψel(~r; ~R), (2.4)

where the electronic motion depends explicitly on the electronic coordinates and parametrically

on the nuclear coordinates ~R ( i.e., for different arrangements of the nuclei, ψel(~r; ~R) is a different

function of the electronic coordinates).

One of the main goals of computational quantum chemistry is to accurately solve for

ground and excited electronic state wavefunctions for systems containing large numbers of
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atoms. Typically, the computation of energies and electron distributions in multi-electron is

done by wavefunction-based and density-functional-based methods. Below, we will discuss one

wavefunction-based method and one density-functional-based method.

2.3.1 Exact Many-Electron Wavefunctions

In the BO approximation, the time-independent electronic SE for a system of N electrons

can be written as:

Ĥel ψexact(~r1, ..., ~rN ) = Eexact ψexact(~r1, ..., ~rN ), (2.5)

where the electronic Hamiltonian of a system containing N electrons and M nuclei is given by:

Ĥel =
N
∑

i=1

T̂i +
M
∑

p=1

N
∑

i=1

V̂i,p +
N
∑

j=1

N
∑

i=1,i>j

V̂i,j , (2.6)

where T̂i is the single electron kinetic energy operator, V̂i,p and V̂i,j are electron-nucleus and

electron-electron potential energy operators, for electrons i, j and nuclei p.
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The exact solution of Equation 2.5 has the form of a linear combination of Slater determi-

nants (configuration state functions (CSFs)) which form a complete set of a N-electron problem.

The CSFs can be written as:

ψexact =
∑

s1,s2,...,sl

cs1,s2,...,sN

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

φs1(r1) φs2(r1) ... φsN (r1)

φs1(r2) φs2(r2) ... φsN (r2)

...

φs1(rN ) φs2(rN ) ... φsN (rN )

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

, (2.7)

where φsi(ri) are one-electron spin orbitals, which are products of spatial orbital and spin

functions, and φsi belong to a complete basis set of one-electron spin orbitals [23]. Since the

many-electron wavefunctions given in Equation 2.7 contains a very large (infinite) number of

basis set functions and CSFs, it is not feasible to get an exact solution. The time-independent

SE equation can be solved approximately by many different methods.

2.3.2 The Hartree-Fock Method

The Hartree Fock theory is one the simplest approximation method for solving the many-

electron problem. In the Hartree approximation, we can write the many-electron wavefunction

as a product of one electron wavefunctions:

ψ = φa,α(1)φa,β(2)....φz,β(N), (2.8)
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where electron 1 occupies molecular orbital φa with spin α, electron 2 occupies molecular orbital

φa with spin β and so on. However, many electron wavefunctions must satisfy the Pauli principle

and be antisymmetric with the exchange of electrons. This can be achieve by expressing the

wavefunction of N electrons as a single Slater determinant:

ψHF =
1√
N !

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

φa,α(1) φa,β(1) ... φz,β(1)

φa,α(2) φa,β(2) ... φz,β(2)

...

φa,α(N) φa,β(N) ... φz,β(N)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

, (2.9)

when this wavefunction is combined with the variation principle, the orbitals (corresponding to

the lowest total energy) must satisfy the Hartree-Fock equation:

f1φa,σ(1) = ǫφa,σ(1), (2.10)

where σ is either α or β. The Fock operator f1 is given by

f1 = h1 +
∑

j

{2Jj(1)−Kj(1)}, (2.11)

here, the first term, the core Hamiltonian can be written as

h1 = − h̄2

2me
∇2

1 +
∑

n

Zne
2

4πǫ0rni
, (2.12)
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the second term is the Coulomb operator

Ji(1)φa(1) =

∫

φ∗j (2)φj(2)
e2

4πǫ0r12
φa(1)dτ2, (2.13)

and the third term is the exchange operator

Ki(1)φa(1) =

∫

φ∗j (2)φa(2)
e2

4πǫ0r12
φj(1)dτ2. (2.14)

In the computational scheme, we first prepare a trial Slater determinant ψHF containing

orbitals φa,σ(r) which are linear combinations of basis set functions χ(r) with trial coefficients

ki, φa,σ(r) =
∑

i kiχ(r). Next, we perform an iterative minimization process where we gradually

minimize the energy EHF with respect to the coefficients ki. The HF method gives the best

single SD solution, which minimizes the energy EHF = 〈ψHF | Hel | ψHF 〉 [23].

The variational procedure results in the total wavefunction which is constructed from one-

electron wavefunctions that are optimized in the average potential, or mean field, of all the

other electrons (and nuclei) (see Equation 2.10). In the HF approximation, the electron cor-

relations based on the use of many SDs (see Equation 2.7) are neglected. A number of ap-

proaches have been developed to include electron correlations to the many-electron wavefunc-

tion. In multi-configuration self-consistent field and configuration interaction methods, the

many-electron wave function is expressed in terms of a linear combination of multiple Slater

determinants. In density functional theories, multi-electron problem is solved by using a single
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SD wavefunction but incorporating the correlations in an effective Hamiltonian lacking electron

interactions.

2.3.3 Density Functional Theory

The first Hohenberg-Kohn theorem demonstrates that the ground state (nondegenerate)

properties of a many-electron system are uniquely determined by an electron probability density

(ρ0(x, y, z)) that depends on only 3 spatial coordinates [24]. It reduces the many-body problem

ofN electrons with 3N spatial coordinates to 3 spatial coordinates through the use of functionals

of the electron density. This theorem has also been proved for degenerate ground states. The

second HK theorem defines an energy functional for the system, such that the true ground state

electron density minimizes this energy functional

Within the framework of Kohn-Sham DFT (KS DFT), the intractable many-body problem

of interacting electrons is reduced to a tractable problem of non-interacting electrons moving in

an effective potential. The effective potential includes the external potential and the effects of

the Coulomb interactions between the electrons, e.g., the exchange and correlation interactions.

The electron density (ρ0(x, y, z)) can be determined from a single-particle picture of non-

interacting electrons [24]. The corresponding Hamiltonian for the single-particle KS orbitals ψi

is expressed by the KS equations as [21]

HKSψi(r) =
[

− 1

2
∇2 + Veff (r)

]

ψi(r) = ǫiψi(r) (2.15)
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where the effective potential Veff is

Veff (r) =

∫

dr
′ ρ(r

′

)

| r − r′ | + Va(r, {Ria}) +
δExc[ρ(r)]

δρ(r)
, (2.16)

here, Veff (r) explicitly depends on the density ρ(r) =
∑

i0
with the sum running over occupied

KS orbitals. Va(r, {Ria}) is the external potential due to the nuclei at positions {Ria}. The

exchange-correlation term (Exc) accounts for all many-body effects and can only be determined

using approximation methods. Finally, the ground state energy of the interacting problem can

be expressed as

E[ρ(r)] = T [ρ(r)] +

∫

drρ(r)Va(r, {Ria}) +
1

2

∫ ∫

drdr
′ ρ(r)ρ(r

′

)

| r − r′ | + Exc[ρ(r)] (2.17)

where T is the kinetic energy corresponding to the density ρ(r) (function of three coordinates).

The KS equations (Equation 2.15) are solved by SCF methods: starting with an initial density,

the effective potential (Veff ) is computed together with the KS orbitals and the corresponding

density, and this procedure is repeated until the convergence has been reached.

The major problem with DFT is that the exact exchange-correlation functionals are not

known. However, there are relatively well understood approaches how to obtain exchange-

correlation functionals that are precise enough in many practical situations to describe quantum

properties of matter. Local-density approximation (LDA) is one of the simplest approximations.

LDA assumes that the density can be treated locally as a uniform electron gas. The exchange-

correlation energy at each point in the system is the same as that of a uniform electron gas of
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the same density. Using LDA approximation the exchange-correlation energy for a density ρ(r)

cane be expressed by

ELDA
xc =

∫

ρ(r) ǫxc(ρ)dr (2.18)

where ǫxc(ρ) is the exchange-correlation energy per particle of a uniform electron gas of density

ρ [25]. The LDA is based on the uniform-electron gas model, which is appropriate for a system

where ρ varies slowly with position. LDA fails in situations where the density undergoes rapid

changes such as in molecules. Generalized Gradient Approximation (GGA), where the gradient

of the electron density is considered, can be used to overcome the shortcomings of LDA [26].

Hybrid Functional

Hybrid functionals are composed of exact an exchange term from the Hartree-Fock theory

with exchange and correlation terms from other sources [25,27,28]. B3LYP (Becke, 3-parameter,

Lee-Yang-Parr) is one of most commonly used hybrid functional to study biology and chemistry

related problems.

The B3LYP exchange-correlation functional can be expressed as:

EB3LY P
xc = ELDA

xc + a0(E
HF
x − ELDA

x ) + ax(E
GGA
x − ELDA

x ) + ac(E
GGA
c − ELDA

c ), (2.19)

where a0 = 0.20, ax = 0.72, and ac = 0.81. EGGA
x is the Becke 88 generalized gradient

approximation to the exchange functional [27]. EGGA
c is the Lee, Yang and Parr generalized
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gradient approximation to the correlation functional [25]. ELDA
c is the VWN local-density

approximation to the correlation functional [28].

2.4 Classical Molecular Dynamics Methods

We can describe a system classically when there are no chemical reactions involved in it.

In such cases, the dynamics of system can be described by classical Newtonian motion of the

nuclei of molecules/atoms. For a system of N atoms, Newton’s equations of motion can be

written as:

mi ~̇vi = − ∂

∂~ri
Vtotal (~r1, ~r2, . . . ~rN ), i = 1, 2 . . . N (2.20)

~̇ ir = ~vi , i = 1, 2 . . . N (2.21)

where mi, ~ri and ~vi are the mass, the coordinate and the velocity of the i-th atom, respectively.

Thus, 6N (3N coordinates, 3N velocities) first-order Newtonian differential equations can be

used to describe the dynamics of the system.

Molecular dynamics (MD) simulations generate a phase space trajectory by integrating the

Newton’s equations of motion for a system of interacting particles. However, real systems are

typically described by Langevin equations of motion, which include coupling to a thermostat

(more details are discussed later). The trajectories of atoms and molecules are determined by

numerically solving the equations of motion for a system of interacting particles, where forces

between the particles and potential energy are defined by molecular mechanics force fields.
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The results of molecular dynamics simulations may be used to determine macroscopic ther-

modynamic properties of the system based on the ergodic hypothesis: the statistical ensemble

averages are equal to time averages of the system. For a successful MD simulation, we need

robust and efficient numerical algorithms to solve the 6N Newtonian differential equations and

potentials which describe the interactions between the atoms. In the following sections, we

discuss the functional form of the force field, numerical integration and special considerations

for studying statistical properties with MD simulations.

2.4.1 Force Field Functions

The force field is a set of functions and parameters that describe the potential energy of

interacting atoms in molecules. In this thesis, we have used CHARMM force field [29], as

implemented in the NAMD molecular dynamics package for all atom simulations [30]. The

potential energy (Vtotal) contributions are the following:

Vtotal = Vbond + Vangle + Vdihedral + VvdW + VCoulomb . (2.22)
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The first three terms describe the bonded interactions (stretching, bending, and torsional

bonded interactions),

Vbond =
∑

bonds i

kbondi (bi − b0i)
2 (2.23)

Vangle =
∑

angles i

kanglei (θi − θ0i)
2 (2.24)

Vdihedral =

{ ∑

dihedrals k
dihe
i [1 + cos (niφi − γi)], ni 6= 0

∑

dihedrals k
dihe
i (φi − γi)

2, ni = 0

(2.25)

where kbondi and b0 are bond constant and the minimum energy bond length of particular type,

respectively. A harmonic potential function is used to describe the bond interactions. The

angles are defined as the angles between each pair of covalent bonds sharing a single atom at

the vertex, and Vangle is defined in the similar way as Vbond. The last term, dihedral, represents

atom pairs separated by three covalent bonds with the central bond subject to the torsion angle

φ, as shown in Figure 1. Vdihedral can have multiple minima. The improper interactions has

only one well defined minima (ni = 0), as shown in Figure 1 (bottom).

The last two terms in ( Equation 2.22) describe the nonbonded interactions between atom

pairs:

VCoulomb =
∑

i

∑

j>i

qiqj
4πε0rij

, (2.26)

VvdW =
∑

i

∑

j>i

4ǫij

{

(

σij
rij

)12

−
(

σij
rij

)6
}

, (2.27)
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Figure 1. Internal coordinates for bonded interactions: b describes bond stretching; θ
represents the bond angle term; φ gives the dihedral angle; the small out-of-plane angle α is

given by the “improper” dihedral angle φ.
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here, the first term represents electrostatic (Coulomb) interactions where ǫ0 is the vacuum

permittivity, qi and qj are partial atomic charges localized at atom centers, and rij is the

distance between the atom centers. The PME method [31] is used to evaluate VCoul for all

the atoms with interatomic distances greater than the cut-off distance. PME is an efficient full

electrostatics method for use with periodic boundary conditions.

The van der Waals interactions is approximated by a Lennard-Jones 12–6 potential. The

strength of the interaction ǫij and the minimum of the potential σij are obtained from the

parameters of atoms i and j, through the Lorentz-Berthelot mixing rules,

ǫij =
√
ǫi ǫj ,

σij =
1

2
(σi + σj) .

The determination of these parameters for the interactions in Equation 2.23 - Equation 2.27

is a difficult task and generally it is accomplished through a combination of empirical techniques

and quantum mechanical calculations. The force field is then validated and/or optimized by re-

producing of structural, dynamic, and thermodynamic properties of small molecules or solvents

which are well-characterized experimentally.

A large variety of force fields are available to describe different molecules including different

solvents, lipids, peptides, nucleic acids, small organic drug molecules, etc. Force fields, such as

CHARMM [29,32], AMBER [33], OPLS all-atom [34,35], GROMOS [36], have been successfully

used to describe variety of experimental phenomena. It is important to note that in classical
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force fields, the parameters remain constant throughout simulations. Therefore, no changes can

occur in bonding between atoms.

2.4.2 Many-body Potentials

The classical MD simulation techniques are intended for modeling of physical processes,

not chemical reactions. The formation and breaking of chemical bonds are inherently quantum

mechanical processes, and need to be investigated by first-principles or like methods. There

exist some classical potentials that can empirically model changes in covalent bonding. Tersoff-

type [37,38] potentials are very successful for treating covalent bonding interactions in systems

containing silicon, carbon, oxygen or hydrogens. One particularly successful example of a

Tersoff-type potential is the reactive empirical bond-order (REBO) potential developed by

Brenner [39].

In this thesis, we have used the adaptive intermolecular reactive empirical bond-order

(AIREBO) potential proposed by Stuart [40], based on the Brenner bond-order potential [39],

to describe the formation of carbon clusters. In AIREBO potential, nonbonding interactions

and torsional potential for hindered rotation around single bonds are introduced, which are

lacking in the REBO potential. This potential can be used for chemical reactions and inter-

molecular interactions in condensed-phase hydrocarbon systems such as liquids, graphite, and

polymers. The AIREBO potential function can be written as:
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ETotal = EREBO + ELJ + Etors , (2.28)

EREBO = V R
ij (rij) + bij V

A
ij (rij) ,

ELJ
ij = S(tr(rij))S(tb(b

∗
ij))Cij V

LJ
ij (rij) + [1− S((tr(rij)]Cij V

LJ
ij (rij),

where V R
ij and V A

ij are repulsive and attractive pairwise potentials between atoms i and j,

separated by rij , and bij is the bond-order term in a Tersoff-type potential [40]. The dispersion

and intermolecular interaction (ELJ) are modeled with a Lennard-Jones (LJ) 12-6 potential,

with universal switching function (S(t)) and connectivity switch (Cij). tr(rij) and tb(bij) are

both scaling functions.

The torsional potential (Etors) is proportional to the bond weights (wij) that contribute to

dihedral angles,

Etors =
1

2

∑

i

∑

j 6=i

∑

k 6=i

∑

l 6=i,j,k

wij(rij)wjk(rjk)wkl(rkl)V
tors(ωijkl). (2.29)

The bond weights (wij) smoothly remove the torsional energy, associated with a given dihedral

angle, as any of the constituent bonds are broken. The complete descriptions of the AIREBO

potential could be found in Ref. [40].
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2.4.3 Periodic Boundary Conditions

Typical experimental systems contain a large number of atoms. In atomistic MD simula-

tions, we usually describe an ensemble of a much smaller number of particles. To eliminate

edge effects, we introduce periodic boundary conditions where cubical simulation box is repli-

cated throughout the space to form an infinite lattice. In the course of the simulations, when

a molecule moves in the central box, its periodic image in other boxes moves with exactly the

same orientation in exactly the same way. As the molecule leaves the central box, one of its

images will enter through the opposite face. There are no walls at the boundary of the central

box, and the system has no surface.

2.4.4 Numerical Integration Schemes

Finite difference methods are used to integrate the Newtonian or Langevin equations of

motion. The velocity-Verlet method [41] is used for NVE ensemble simulations in the NAMD

package. It obtains positions and velocities at the next time step (~rn+1, ~vn+1) from the current

step (~rn, ~vn) assuming that forces fn = f(~rn) are already computed:

“half − kick” vn+1/2 = vn +m−1fn ·∆t/2,

“drift” rn+1 = rn + vn+1/2∆t,

“compute force” fn+1 = f(rn+1),

“half − kick” vn+1 = vn+1/2 +m−1fn+1 ·∆t/2.
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The velocity-verlet method is simplectic and time reversible. It conserves linear and angular

momentum, and requires only one force evaluation for each time step. It exhibits a (global)

energy error proportional to ∆t2 for a fixed time. Nevertheless, it is one of the simplectic and

fastest algorithms for molecular dynamics of large systems.

2.4.5 Statistical Ensembles in MD Simulations

Statistical properties of a microscopic system can be characterized by ensembles. A statis-

tical ensemble is composed of a large number of virtual copies of a system, considered all at

once, each of which represents a possible microstate (one configuration of all the molecules)

that the real system might be in. A statistical ensemble is a probability distribution for the

(thermodynamic) state of the system.

Microcanonical Ensemble

In a microcanonical or NVE ensemble, the number of particles (N), volume (V) and energy

(E) are constant. The NVE ensemble can be used to describe adiabatic processes with no heat

exchange. In these cases, only Newtonian dynamics are allowed as the total energy must be

conserved.

Canonical Ensemble

In a canonical or NVT ensemble, the number of particles (N), volume (V) and temperature

(T) are constant. In NVT ensemble, the total energy is not conserved, as the energy is exchanged

with a thermostat. In simulations using NVT ensembles, a variety of thermostat methods are

available to add and remove energy from the simulated MD system and the coupling between
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the thermostat and the system could be controlled. In the NAMD package, the Langevin

dynamics or Nose-Hoover thermostat are used to couple the system to the reservoir [30].

Isothermal-Isobaric Ensemble

In a isothermal-isobaric ensemble, or NPT ensemble, the number of particles (N), pressure

(P) and temperature (T) are constant, but volume (V) is allowed to change. In order to keep

pressure constant, a barostat is needed in addition to the thermostat. These conditions resemble

most closely real experimental environments. In NAMD, the Langevin piston method is used

to model the barostat [42].

2.4.6 The Langevin Dynamics

The Langevin dynamics is an extension of the Newtonian dynamics to control the system

temperature and its rate of energy dissipation to the reservoir. The Langevin equation can be

written as:

~̇vi =
~fi (ri)

mi
− γ · ~vi +

√

2γkBT

m
· ~R(t), (2.30)

where, mi is the mass of i-th particle, ~vi = ~̇ri is its velocity, ~ri is its coordinate vector, ~fi

is the force, γ is the friction coefficient, kB is the Boltzmann constant, T is the thermostat

temperature, and R(t) is a Gaussian random process.

The second (dissipative) term in Equation 2.30 represents a frictional damping that is

applied to the particle. The third term represents random forces applied to the particle. The

dynamics of the system depend on the strength of the coupling to the thermal reservoir γ. The

dynamics of a overdamped (γ > 10.0 ps−1) system are highly stochastic and far from Newtonian



26

dynamics, while the dynamics for a underdamped (γ < 0.01 ps−1) system represent roughly

the Newtonian motion but the thermalization is still achieved within tens of nanoseconds.

2.4.7 Simulation Parameters

Time step

In MD simulations the time step should be at least an order of magnitude smaller than

the characteristic time of the fastest motion in the simulated system. In our all atom MD

simulation studies, the fastest motion is the C-H bond stretching (≈ 10 fs). Therefore, the time

step is chosen to be 1− 2 fs.

Cutoff

In NAMD, van der Waals and electrostatic interactions are always truncated at the cutoff

distance, specified by cutoff. In our MD simulations, the cutoff distance is 1.2 nm.

Switching and Switchdist

When the switching is turned on, then smoothing functions are applied to both the electro-

statics and van der Waals forces. The switchdist specifies the distance at which the switching

function should begin to take effect. The value of switchdist must be smaller than or equal to

the cutoff value, since the switching function is only applied in the range from switchdist to

cutoff. In our MD simulations, we use 1.0 nm as a switching distance.

Particle Mesh Ewald (PME)

PME method [31] is used to evaluate VCoul for all the atoms with interatomic distances

greater than the cut-off distance. PME method is an efficient full electrostatics method for use

with periodic boundary conditions.
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In our classical atomistic MD simulations, we use the NAMD simulation code [30]. NAMD is

a highly parallel molecular dynamics code designed to run on modern high-end supercomputers

with thousands of processors. There are other MD softwares available, such as CHARMM [29],

AMBER [33], and GROMACS [36]. We use Visual Molecular Dynamics (VMD) software [43]

for analysis and visualization.

2.5 Coarse-Grained Molecular Dynamics

All-atom MD simulations can reveal in atomistic details the system dynamics. However,

all-atom MD simulations are typically restricted to relatively small systems and short timescales

[30]. In order to study very large systems, one can use coarse-grained methods [44–49]. Here, we

use Marrink’s CG model-MARTINI 2.0 [50,51]. The building blocks of the coarse grained force

field are extensively calibrated against thermodynamic data, in particular oil/water partitioning

coefficients. In MARTINI 2.0 model, a four-to-one atom mapping is used to represent molecules

in a simplified way. On average, four heavy atoms are represented by a single interaction center

(CG bead). For ring structures a different mapping (two-to-one or three-to-one) is introduced.

As the size and mass of the hydrogen atoms are small, hydrogens are not considered at all [50].

The MARTINI 2.0 model considers only four main types of interaction sites: polar (P),

nonpolar (N), apolar (C), and charged (Q). For a more accurate representation of the chemical

nature of the underlying atomic structure, each particle type is divided into several subtypes.

Within a main type, subtypes are divided into four categories (denoted by letter) based on the

hydrogen-bonding capabilities (d = donor, a = acceptor, da = both, and 0 = none). The degree
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of polarity is indicated by a number (from 1 = low polarity, to 5 = high polarity). In this way,

the main chemical types and interactions between them are described.

2.5.1 Interactions between CG Particles

Although, the overall character of the interactions between the CG particles and the in-

teractions between the atoms in all-atom molecular dynamics are very similar, there are many

important differences in certain details. As the CG beads are composed of certain numbers of

atoms, the parameters in the all-atom force field are modified significantly. CG interactions are

described in detail in the following sections.

Nonbonded Interactions

The form of the CG interaction potentials are similar to all-atom model potentials. A shifted

Lennard-Jones 12-6 potential is used to describe nonbonded pair interactions,

VvdW (r) = 4ǫij

{

(

σij
r

)12

−
(

σij
r

)6
}

, (2.31)

where σij represents the equilibrium distance between two particles and ǫij is the strength of

their interaction. The effective size, σij = 0.47 nm, is assumed for each interaction pair, except

in a few special cases (see ring and antifreeze particles). The complete table of interactions

could be found in Ref. [51].
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The charge groups (type Q particles) bear full charges qi and qj , and the electrostatic

interaction is described by a Coulombic potential

Vel(r) =
qiqj

4πε0εrr
, (2.32)

with relative dielectric constant ǫr for explicit screening. To balance the the increased hydration

strength of many of the CG particle types, the dielectric constant ǫr is reduced to 15. For small

hydrated atoms (e.g., ions) a reduced charge is used to balance the effect of an implicit hydration

shell.

Bonded Interactions

Harmonic potential (V CG
bond) is used to describe the bonded interactions between chemically

connected sites (similar to atomistic description Equation 2.23)

V CG
bond =

1

2
KCG

bond (b
CG − bCG

0 )
2
, (2.33)

where the equilibrium distance bCG
0 is bCG

0 = σ = 0.47 nm and a force constant of KCG
bond = 1250

kJ mol−1 nm−2. The LJ interaction is excluded between bonded particles.

A weak harmonic potential V CG
angle (θ) of the cosine type is used to represent the angles

V CG
angle (θ) =

1

2
KCG

angle (cos θ
CG − cos θCG

0 )
2
. (2.34)
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For aliphatic chains, the force constant is KCG
angle = 25 kJ mol−1 with an equilibrium bond angle

of θCG
0 = 180◦. For angles with a cis double bond involved, the force constant is set KCG

angle = 45

kJ mol−1 and the equilibrium angle θCG
0 equals to 120◦ [51]. LJ interactions between second

nearest neighbors are not excluded.

Ring Particles

A four-to-one mapping procedure is inadequate to preserve the geometry of small ring

compounds. Therefore, a two-to-one or three-to-one mapping is used to keep the ring geometry.

As a consequence of the large density of CG beads, the interaction parameters for ring particles

need to be modified. The σ of the LJ potential is changed to 0.43 rather than 0.47 nm and

the ǫ is scaled to 75% of the original value. As a result the ring particles pack more closely

without freezing, which allows reproduction of the liquid densities of small ring compounds

while retaining the correct partitioning behavior.

Antifreeze Particles

The freezing temperature of CG water, modeled as P4, is somewhat high compared to real

water. The freezing process is nucleation limited which means that the CG water can remain

fluidic for a very long time. But, once a nucleation site has formed at a low enough temperature,

the water starts to freeze and the transition from a liquid state to a solid state is rapid and

largely irreversible at the low temperature.

In order to prevent this freezing of CG water, we add antifreeze particles (modeled as BP4).

The LJ parameter σ for BP4 - P4 is increased to 0.57 nm to disturb the lattice packing of the

uniformly sized solvent particles and the strength of the BP4 - P4 interaction is raised to level
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“O” to avoid the phase separation between the antifreeze and solvent particles. The interactions

of the BP4 with any other type of particle, including the self-interaction, remain the same in

the normal CG water.

2.5.2 Simulation Parameters

In order to account for the increased bead size, various parameters related to linear sizes of

the systems have to be larger. The cutoff distance for vdW and Coulomb potentials is 10 Å and

14 Å in atomistic and CG simulations, respectively. The parameter pairlistdist is 12 Å and 16

Å for atomistic and CG simulations, respectively. As the distances between the beads are large

and the used potential is smooth, bigger time steps can be used (≈ 20 fs) for MD integrations

(compare to 1 fs for atomistic simulations). Two- to six-fold speed-up of dynamics have been

observed in CG simulations [51] compare to atomistic simulations. The combination of longer

time steps and faster relaxation results in a computational speed-up of 50-150 times from an

all-atom to a CG description.

2.6 Hybrid QM/MM Molecular Dynamics

Quantum mechanical (QM) methods are used to describe chemical reactions and other

complex interactions between atoms. However, QM methods are computationally expensive

for relatively large systems. On the other hand, classical or molecular mechanics (MM) meth-

ods cannot be used to simulate reactions where covalent bonds are broken/formed. Therefore,

large systems may be partitioned into an electronically important region which requires a quan-

tum chemical treatment and a remainder (where no chemical reactions take place) which can

be described classically. Based on this idea, a new class of method has emerged which is
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a combination of QM and MM calculations. These methods are known as mixed or hybrid

quantum-mechanical and molecular mechanics methods (hybrid QM/MM). The Nobel prize in

Chemistry 2013 was awarded jointly to M. Karplus, M. Levitt, and A. Warshel for the devel-

opment of QM/MM methods for complex chemical systems [52,53]. In QM/MM methods, the

region of the system in which the chemical process takes place (for example, active-site of an

enzyme) is treated quantum mechanically and rest of the system is treated classically. Several

software packages are available for these types of hybrid calculations, such as QChem [54],

TeraChem [55].

In this thesis, we have used QM/MM methods to describe the interactions between ions

and graphene flakes in water, as implemented in TeraChem [55]. The graphene flakes and the

ions were treated quantum mechanically and water was treated classically (calculations were

performed by Mr. Dominic Esan).

2.7 Ab-initio Molecular Dynamics

Classical MD simulations using “fixed and predefined potentials”, based on empirical data

or on independent electronic structure calculations, are a well established tool to investigate

physical properties of large systems. Despite an overwhelming success of classical MD simula-

tions, they have some serious drawbacks. For example, they can not be used to model chemical

reactions. On the other hand, ab-initio molecular dynamics (AIMD) explicitly describe all the

electrons which are necessary to model chemical reactions or the processes which involve multi-

ple electronic states. Thus, AIMD allows chemical bond breaking and forming events to occur

and accounts for electronic polarization effects. In AIMD simulations, the potential energy sur-
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face (PES) is constructed using electronic structure calculations. The classical forces on atoms

are calculated from the gradient of the PES and are used to solve the equations of motion.

Here, we have used HF and DFT (B3LYP) methods for electronic structure calculations. In

this thesis, we have used BO AIMD to describe the interactions between ions and hydrogen

passivated graphene flakes, as implemented in TeraChem [55].



CHAPTER 3

NANODROPLET ACTIVATED AND GUIDED FOLDING OF

GRAPHENE NANOSTRUCTURES

3.1 Introduction

In this chapter, we demonstrate by classical MD simulations that water nanodroplets can ac-

tivate and guide the folding of planar graphene nanostructures. We show that nanodroplets can

induce rapid bending, folding, sliding, rolling and zipping of the planar nanostructures, which

can lead to the assembly of nanoscale sandwiches, capsules, knots and rings. This research

was conducted by myself and (currently Dr.) Boyang Wang. I performed most of the simu-

lations and analysis. The following contents are reproduced with permission from Nano Lett.,

9(11):3766-3771, 2009. Copyright (2009) American Chemical Society (see appendix).

The essence of “bottom-up” material preparation techniques is to guide the self-assembly

of material units toward the final structures [56, 57]. Although they can be far less energy

and material demanding than the popular “top-down” techniques, their use is mostly limited

to biomineralization and other biologically guided processes [58]. In order to overcome the

lack of guidance at the nanoscale, we might receive help from biological systems, as recently

shown by Belcher on the preparation of battery electrodes by viruses [59]. Alternatively, we

need to learn how to precisely control the competition of van der Waals (vdW), Coulombic,

entropic and other forces [60], in order to tailor precisely ordered structures. Once mastered,
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the guided assembly processes should allow reproducible preparation of complex structures,

such as nanoparticles [61–64] and nanorod [65, 66] superlattices.

Recently, graphene monolayers have been prepared and intensively studied [19, 67–69].

Graphene nanoribbons have also been synthesized [70–72], and etched by using lithography

[73,74] and catalytic [75,76] methods. Graphene flakes with strong interlayer vdW binding can

self-assemble into larger structures [77–79]. Individual flakes with high elasticity [80–82] could

also fold into a variety of 3D structures, such as carbon nanoscrolls [83, 84]. These nanoscrolls

could be even prepared from single graphene sheets, when assisted by certain gases or alco-

hols [85, 86]. In order to reproducibly prepare such stable or metastable structures of different

complexity, (1) the potential barriers associated with graphene deformation need to be over-

come, (2) the folding processes should be guided and (3) the final structures need to be well

coordinated and stabilized by vdW or other coupling mechanisms.

Carbon nanotubes (CNT) can serve as a railroad for small water droplets [87]. CNTs

submerged in water can assemble into micro-rings around bubbles formed by ultrasonic waves

[88]. Similar assembly effects might work in 2D graphene-based systems. For example, liquid

droplets can induce wrinkles on thin polymer films by strong capillary forces [89]. Droplets

can also guide folding of 3D microstructures from polymer (PDMS) sheets [90]. The question

is if nanodroplets (ND) can activate and guide folding of graphene flakes into complex shapes,

analogously like chaperones fold proteins [91].
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3.2 Computational Methods

We model this system by molecular dynamics (MD) simulations with the NAMD package

with CHARMM27 force field [29, 30, 92]. Here, the (non-bonding) vdW coupling between ith

and jth atoms is described by the Lennard-Jones potential,

Vi,j = ǫi,j

[

(Rmin,i,j/ri,j)
12 − 2 (Rmin,i,j/ri,j)

6
]

,

ǫi,j =
√
ǫi ǫj , Rmin,i,j =

1

2
(Rmin,i +Rmin,j) , (3.1)

where the parameters for graphene carbon are set to be ǫC = −0.07 kcal/mol, Rmin,C = 3.98 Å,

for water oxygen, ǫO = −0.12 kcal/mol, Rmin,O = 3.4 Å, and for water hydrogen, ǫH = −0.046

kcal/mol, Rmin,H = 0.44 Å.

We calculate the flexural rigidity D of our graphene sheets and compare it with theoret-

ical results [93–95]. We simulate a graphene sheet, with the size of a × b = 3.7 × 4.0 nm2,

which is rolled into a cylinder with the radius of R = a/2π; we use the force field parameters

from CHARMM27 (kbond = 322.55 kcal/a2, kangle = 53.35 kcal/mol-rad2 and kdihedral = 3.15

kcal/mol). From the simulations, we calculate the energy associated with the cylindrical de-

formation of the graphene sheet, to obtain its strain energy density σela. This allows us to

calculate the flexural rigidity D, by using the formula σela = 1
2 Dκ2, where κ = 1/R is valid

in the linear elastic regime [96]. The obtained value of D = 0.194 nn nm (27.9 kcal/mol) is

in close agreement with ab-initio results, D1 = 0.238 nn nm [94], and other model studies,
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giving D2 = 0.11 nn nm [95] and D3 = 0.225 nn nm [96]. Therefore, our simulations should be

reasonably close to potential experiments.

3.3 Results and Discussion

First, we study the interaction of a water nanodroplet, ofNw = 1300 waters, with a graphene

sheet, of the size of 15 × 12 nm2. It turns out that the nanodroplet, equilibrated at T = 300

K, induces a shallow dent in the graphene sheet, with the curvature radius of R ≈ 5 nm. The

hole formation is driven by vdW coupling, which tends to minimize the surface of the naked

droplet but maximize the surface of the graphene-dressed droplet. As shown in Figure 2, two

such droplets adsorbed on the opposite sides of the graphene sheet couple to minimize the dent

formation energy. The two droplets stay together during a correlated diffusion motion on the

graphene surface.

3.3.1 Folding of flakes

Intrigued by the action of NDs on graphene, we test if they can activate and guide folding of

graphene flakes of various shapes. As shown in Figure 3a, we first design a graphene nanoribbon,

where two rectangular 3× 5 nm2 flakes are connected by a narrow stripe of 2.5× 0.73 nm2. In

the simulations, we fix a few stripes of benzene rings on the right flake, which could be realized

if the graphene is partly fixed at some substrate, and position a water nanodroplet (Nw = 1300)

above the center of the two flakes (T = 300 K). (b) After t ≈ 250 ps, both flakes bind with the

droplet and bend the connecting bridge to form a metastable sandwich structure. (c) When the

temperature is raised to T = 400 K, the droplet becomes more mobile and fluctuating. Within

t ≈ 50 ps, the two flakes start to bind each other, and the water droplet is squeezed away. (d)
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Figure 2. Side view on two water nanodroplets, each with Nw = 1300 molecules, adsorbed on
the opposite sides of a graphene sheet. The nanodroplets create two shallow holes in the
graphene. Eventually, the nanodroplets become adjacent but stay highly mobile. Their

dynamical coupling is realized by the minimization of the graphene bending energy associated
with the two holes.

After another t ≈ 60 ps, the flakes join each other into a double layer, and the droplet stays on

the top of one flake. When a smaller water droplet with Nw = 800 is placed on the nanoribbon,

it induces its folding in a similar way and becomes squeezed out even faster in (c-d).

Similarly, we study the folding of a star-shaped graphene nanoribbon with four blades

connected to a central flake, as shown in Figure 3e,f. At T = 300 K, a water droplet (Nw = 1300)

is initially positioned at the height of h ≈ 0.5 nm above the central flake. (g) The droplet binds

by vdW coupling with the central flake, and induces bending of the four blades. (h) After

t ≈ 1 ns, the four blades fold into a closed structure, with waters filling its interior. This

effect resembles the action of a “meat-eating flower” [97], where the graphene capsule can store
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Figure 3. (a-d) Water nanodroplet activated and guided folding of two graphene flakes
connected by a narrow bridge. The nanodroplet is squeezed away when the system is heated
to T = 400 K. (e-h) Nanodroplet assisted folding of a star-shaped graphene flake, resembling

the action of a “meat-eating flower”.
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and protect the liquid content in various environments. Notice that slight asymmetry of the

flake does not change the character of the assembly process. In real systems, other molecules

might also be adsorbed on the graphene flakes. Although these molecules are not considered

here, they might coalesce with the water droplets and modify their properties in the assembly

process. Experimentally, the droplets could be deposited by Dip-Pen nanolithography [98] or

AFM [99]. This deposition can also cause side effects not considered here, such as passage

additional momentum to the folding sheet.

Folding of the two flakes into the sandwich, shown in Figure 3a,b, is driven by the decrease

of the water-graphene binding energy, Eg−w = −σg−w Ag−w. Here, we estimate the density

of the binding energy from our MD simulations [92] to be σg−w ≈ 20.8 kcal/(mol nm2). The

water-graphene binding area of the narrow stripe (initial area) and the two flakes (final area)

are Aini
g−w = 2.5 × 0.7 = 1.75 nm2 and Aend

g−w = 3 × 5 × (2) = 30 nm2, respectively. The

elastic bending energy of the connecting stripe is Eela = σelaAela, where Aela ≈ Aini
g−w is the

bending area, and σela = 1
2 Dκ2 is calculated for D = 27.9 kcal/mol and κ = 1/Rg, where Rg

is the graphene ribbon radius. In this case, Rg ≈ 1 nm, so σg−w > σela ≈ 14 kcal/(mol nm2).

This, together with Ag−w ≈ Aela, valid at the beginning of the folding process, means that

Eg−w + Eela < 0. During the folding process, the sandwich configuration becomes further

stabilized, since Eg−w decreases by an order of magnitude, due to Ag−w = Aend
g−w. The final

squeezing of the nanodroplet out of the sandwich, shown in Figure 3c,d, means that graphene-

graphene vdW binding is preferable to graphene-water vdW binding.



41

3.3.2 Folding of ribbons

We now test if NDs can induce folding of graphene nanoribbons. As shown in Figure 4a,

we use a 30 × 2 nm2 graphene nanoribbon, with one end fixed. At T = 300 K, a ND with

Nw = 1300 waters is positioned above the free end of the ribbon. (b) The free end starts to

fold fast around the droplet. (c) After t = 0.6 ns, the free end folds into a knot structure,

touches the ribbon surface and starts to slide fast on it, due to strong vdW binding. (d) While

the knot is sliding on the ribbon, the droplet is deformed into a droplet-like shape that slips

and rolls inside the knot [87]. After sliding over l = 20 nm, the water filled knot gains the

velocity of vw ≈ 100 m/s. This velocity is controlled by the rate of releasing potential energy,

due to binding but reduced by bending, into the kinetic degrees of freedom, damped by friction.

(d) The sliding ribbon reaches the fixed end and overstretches into the space, due to its large

momentum. (e) It oscillates back and forth 2-3 times before the translational kinetic energy is

dissipated.

The existence of CNTs raises the question if we could also “roll” graphene ribbons. This

might happen when the droplet is larger and thus when it controls more of the ribbon dynamics.

In Figure 5a, we simulate the folding of a 90 × 2 nm2 graphene ribbon (one end is fixed) at

T = 300 K, when a droplet of Nw = 10, 000 is initially positioned above the tip of the ribbon.

(b-c) As before, within t = 2 ps, the ribbon tip folds around the spherical droplet into a closed

circular cylinder. (d) This time, the approaching free end touches the surface at a larger angle

and forms a cylinder around the droplet that starts to roll fast on the ribbon surface, like a

contracting tongue of a chameleon. After rolling over l = 60 nm, the translational and rolling
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Figure 4. Folding and sliding of a graphene ribbon with the size of 30× 2 nm2, which is
activated and guided by a nanodroplet with Nw = 1300 waters and the radius of Rd ≈ 2.1 nm.
(a-c) The free ribbon end folds around the droplet into a knot structure that slides on the

ribbon surface (d-e).
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velocities are vt ≈ 50 m/s and ωr ≈ 12 rad/ns, respectively. (e) The cylinder rolls until the

fixed end of the ribbon, where the rolling kinetic energy is eventually dissipated. The folded

ribbon forms a multilayered ring structure, similar to multiwall nanotube, which is filled by

water.

Figure 5. Folding and rolling of a graphene ribbon with the size of 90× 2 nm2, which is
activated and guided by a nanodroplet with Nw = 1, 0000 waters and the radius of Rd ≈ 4.2
nm. (a-b) The ribbon tip folds around the water droplet into a wrapped cylinder, and (c-e)

the wrapped cylinder is induced to roll on the ribbon surface (c-e).
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Let us analyze the conditions under which a graphene ribbon folds. Analogously to the

folding of flakes, shown in Figure 3, the folding of ribbon is driven by the competition between

the graphene-water binding energy, Eg−w = −σg−w Ag−w, and the graphene bending energy,

Eela = σelaAela. From the energy condition, Eg−w + Eela < 0, we obtain

Ag−w

Aela
>

σela
σg−w

. (3.2)

In Figure 4, the water droplet has the radius Rd ≈ 2.1 nm. Assuming that Rg ≈ Rd, we obtain

from the above formula for σela that σela = 3.2 kcal/ (mol nm2) and σela/σg−w ≈ 0.15. Since,

Ag−w/Aela ≈ 1, we see that this case easily fulfills the condition in Equation 3.2. The graphene

ribbon slides on itself, and this situation can be called the “sliding phase”.

The ratio Ag−w/Aela and indirectly also σela depend on the ratio of the ribbon width w to

the droplet radius Rd, which thus controls the character of the folding process. When w < 2Rd,

the droplet can bind, in principle, on the whole width of the ribbon, so Ag−w ≈ Aela. For even

larger droplets, we eventually get w < 0.5Rd, where our simulations show that the ribbon

binds fully to the droplet surface. In this limit, we observe that after folding once around the

droplet circumference the ribbon approaches itself practically at the wetting angle, and gains

the dynamics characteristic for the “rolling phase”, shown in Figure 5.

When w > 2Rd, it becomes very difficult for the small droplet to induce folding of the

wide ribbon. Then, the droplet binds to the ribbon at an approximately circular area, with a

radius ≈ Rd, because the water contact angle on graphene is about 90◦ and the droplet has
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almost the shape of a half-sphere [100]. If we assume that Rg ≈ Rd, we have Ag−w ≈ π R2
d and

Aela ≈ 2Rdw. From Equation 3.2 and σela = 1
2 Dκ2 = 1

2 D
1
R2

d

, we then obtain the condition

for the ribbon folding

R3
d >

Dw

π σg−w
. (3.3)

On the other hand, this means that the ribbon does not fold when w ≥ C R3
d (C = π σg−w/D ≈ 4

nm−2), and this situation can be called the “nonfolding phase”.

In Figure 6, we summarize the results of our simulations in a phase diagram. We display

four “phases” characterizing the ribbon dynamics, separated by phase boundary lines. They are

called nonfolding, sliding, rolling and zipping, where the first three were described and briefly

analyzed above. The nonfolding phase, where the ribbon end does not fold around the droplet,

is characterized by the cubic boundary derived above and shown in Figure 6 (left). In the

simulations, we obtain the value C ≈ 2.8 nm−2, in close agreement with the above prediction.

The nonfolding phase is adjacent with the sliding phase, which is separated from the rolling

phase by the boundary line w ≈ 1
2 Rd.

When the graphene ribbon becomes several times wider than the droplet diameter, it may

fold around it in the orthogonal direction. Then, the folding dynamics of the graphene ribbon

has a character of zipping. This situation corresponds to the “zipping phase”, shown in the

right top corner of the phase diagram in Figure 6 and explained in detail in Figure 7. (a) We

place a droplet of Nw = 17, 000 at the free end of the ribbon of the size of 60×16 nm2. (b) The

ribbon folds from the two sides of the droplet within t ≈ 250 ps. (c) At t ≈ 450 ps, the ribbon

starts to “zip”, where its two sides touch each other. (d) The zipping process continues, and
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Figure 6. The phase diagram of a nanodroplet and graphene nanoribbon with different folding
dynamics. We display the nonfolding, sliding, rolling and zipping phases.
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the droplet is transported along the ribbon. After zipping over l ≈ 40 nm, the droplet gains a

translational velocity of vt ≈ 63 m/s. In the zipped region, a chain of water molecules resides

inside the turning line of the zipped ribbon. This region can be used like an artificial channel,

similarly like CNTs.

We have also observed that the folding dynamics can be in some cases influenced by the

initial position of the droplet on the graphene ribbon. This is particularly true if the ribbon is

significantly wider than the droplet. Then, if the droplet is, for example, placed at the ribbon

corner, the system can get to either the zipping or sliding phases. On the other hand, only the

zipping phase is observed when the droplet is placed more towards the center of the ribbon edge.

These examples show the rich possibilities for droplet controlled folding of graphene systems.

Finally, we briefly characterize coupling of the graphene-ribbon ring, shown in Figure 5,

to larger droplets, which might have potential applications. Here, we consider cases with a

hydrophobic ring, solely made of a graphene nanoribbon of 30× 2 nm2, and a hydrophilic ring,

where we replace a flake of 1 × 2 nm2 at the tip of the 30 × 2 nm2 graphene ribbon by a

boron-nitride (BN) ribbon [92]. As show in Figure 8, (a) the hydrophobic ring is stable in a

“capping” configuration, where it sits on the droplet with Nw = 10, 000 at T = 300 K. (b) The

hydrophilic ring, with a BN region folded inside, can have a metastable “locking” configuration,

in addition to the stable capping configuration on the droplet surface with Nw = 18, 000 (not

shown but similar to a). In the locking configuration, the hydrophilic ring is pierced inside the

droplet, and partly exposes its external surface outside the droplet.
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Figure 7. Folding and zipping of a graphene ribbon with the size of 60× 16 nm2, which is
activated and guided by a nanodroplet with Nw = 17, 000 waters and the radius of Rd ≈ 5
nm. (a-b) The ribbon end folds around the droplet. (c-d) The zipping propagates along the

ribbon until the fixed end, while water channel is formed in the graphene sleeve.
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Figure 8. Binding modes of graphene rings based on a ribbon with the size of 30× 2 nm2,
inside water droplets. (a) The stable “capping” configuration of a hydrophobic ring with
Nw = 10, 000 waters. (b) The metastable “locking” configuration of a hydrophilic ring with

Nw = 18, 000 waters.
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3.4 Conclusion

In this chapter, we have demonstrated that water nanodroplets can activate and guide

folding of graphene nanostructures. The folding can be realized by different types of motions,

such as bending, sliding, rolling or zipping that lead to stable or metastable structures, such as

sandwiches, capsules, knots and rings. These structures can be the building blocks of functional

nanodevices, with unique mechanical, electrical or optical properties [101]. We also studied the

self-assembly of other graphene systems, as we discuss in the next chapter.



CHAPTER 4

SELF-ASSEMBLY OF GRAPHENE NANOSTRUCTURES ON

NANOTUBES

4.1 Introduction

In this chapter, we demonstrate by classical MD simulations that carbon nanotubes can

activate and guide on their surfaces and in their interiors the self-assembly of planar graphene

nanostructures of various sizes and shapes. We show that nanotubes can induce bending,

folding, sliding, and rolling of the nanostructures in vacuum and in the presence of solvent,

leading to stable graphene rings, helices, and knots. We investigate the self-assembly conditions

and analyze the stability of the formed nanosystems, with numerous possible applications. This

research was conducted by myself and Mr. Yuanbo Song. While both of us participated in all

the aspects of research (preparing the systems, carrying out the simulations, analyzing data,

writing the manuscript), I performed most of the simulations and analyses. The following

contents are reproduced with permission from ACS Nano, 5(3):1798-1804, 2011. Copyright

(2011) American Chemical Society (see appendix).

Recently, graphene monolayers have been prepared and intensively studied [19, 67–69].

Graphene nanoribbons (GNRs) have also been synthesized [70–72, 102], and prepared from

graphene monolayers and carbon nanotubes (CNT) by lithographic [73,74] and catalytic meth-

ods [75,76]. Graphene flakes with strong interlayer van der Waals (vdW) coupling and chemical
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functionalization at their edges can self-assemble into larger structures [77–79]. Highly elastic

graphene [80–82] could fold under suitable conditions into nanoscrolls [83–86] and a variety of

other 3D nanostructures [103].

Novel composite functional materials could be prepared if planar graphene nanostructures

of various shapes and sizes are self-assembled on the surfaces of nanoscale materials. Highly

rigid CNTs, with selective and strong vdW coupling to planar graphene surfaces [104,105] and

to molecules adsorbed on them [106], might form suitable substrates for this graphene self-

assembly. Here, we test by atomistic molecular dynamics (MD) simulations if planar graphene

nanostructures could self-assemble on CNT surfaces and in their interiors.

4.2 Computational Methods

We model the self-assembly processes by atomistic molecular dynamics (MD) simulations

with the NAMD package and the CHARMM27 force field [29, 30]. The (non-bonding) vdW

coupling between the ith and jth carbon atoms in the CNTs and graphene is described by the

Lennard-Jones potential,

Vi,j = ǫC

[

(

rmin,C

ri,j

)12

− 2

(

rmin,C

ri,j

)6
]

, (4.1)

where ǫC = −0.07 kcal/mol and rmin,C = 3.98 Å. The vdW coupling of other atoms is described

in the CHARMM27 force field [29]. The systems are modeled in NVT ensembles at T = 300

K, and the time step is 1 fs. The Langevin damping [42] is used to thermalize the systems

and mimic the missing electron coupling, while the phonon coupling is largely present in these
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simulations. We use a small damping coefficient of γ = 0.01 ps−1 that should be sufficient to

this purpose [103]. The value of γ should be kept small, since the Langevin dynamics does

not preserve momentum during the self-assembly. In most cases, its value is not expected to

significantly influence the observed folding dynamics, except of the folding speed. Electronic

polarization of the studied systems is neglected. In all the studied systems, GNRs have armchair

structures along their long edges and CNTs have zigzag structures.

4.3 Results and Discussion

4.3.1 GNR folding outside and inside CNTs

In Figure 9, we show how a GNR of the length of lG = 40 nm and the width of w = 3 nm

rolls on a (60,0) CNT of the length of lC = 20 nm, with its two ends fixed. Initially, the GNR

tip is positioned perpendicularly (ϕ = 0) to the CNT axis close to its surface. As shown in

Figure 9a, the tip immediately starts to fold on the CNT, due to large vdW coupling. After

t ≈ 0.5 ns, the GNR forms a single layer around the CNT (Figure 9b). Within another t ≈ 1

ns, it forms a multilayered ring structure (Figure 9c,d).

We investigate further how the initial angle ϕ of the GNR with respect to the CNT axis

affects the self-assembly processes. In Figure 10a-c, the tip of the GNR (40× 2 nm2) is initially

positioned on the same CNT at the angle of ϕ = 60◦. The tip again folds fast around the

CNT (Figure 10a). After t = 0.5 − 1 ns, it starts to fold around the CNT in a spiral manner

(Figure 10b,c). The spiral becomes denser, where the neighboring edges close to each other,

and the GNR eventually forms a stable helical structure. The self-assembly speed is determined
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Figure 9. Rolling of a GNR (40× 3 nm2) on a (60,0) CNT when placed close to the CNT

perpendicular to its axis.
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by the strength of vdW forces acting on the GNR, and the rate of its momentum dissipation,

due to friction with the CNT.

Figure 10. (a-c) Helical rolling of a GNR (40× 2 nm2) when placed at the angle of ϕ = 60◦

with respect to the axis of the l = 20 nm (60,0) CNT. (d-e) The same when this GNR is
placed inside this CNT (front part of the CNT is removed for better visualization). (f) The

final structure of two GNRs (40× 1 nm2) when placed inside this CNT .

We test if GNRs can also fold inside CNTs. As shown in Figure 10d,e, we put a GNR

(40× 2 nm2) inside the above CNT. Initially, the ribbon is placed at the CNT entrance and its

orientation is parallel with the CNT axis. First, the GNR sticks to the interior surface of CNT
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and starts to enter the CNT in a straight motion (Figure 10d). Within t ≈ 0.5 ns, it reaches the

other CNT end, overstretches it, and comes back. The GNR motion eventually loses its straight

symmetry and gains a helical form, with a randomly oriented rotation direction. Within several

ns, the helical pitch becomes denser, until it is so dense that the GNR edges touch each other

(Figure 10e). The helical structure equilibrates and stays in a folded form inside the CNT. We

always observe formation of the same helical structure, independently on the initial position of

the GNR with respect to the CNT center. However, we can control the helicity of the folded

GNR by the initial angle ϕ.

We also study folding of two GNRs (40 × 1 nm2) inside this CNT. Initially, the GNRs are

placed on the top of each other and placed at one CNT entrance. Upon release, both GNRs

start to move in parallel inside the CNT. After t ≈ 1 ns, they start to fold in a helical manner

in the same direction. Within t ≈ 3 ns, the two GNRs form a double helical structure, as

shown in Figure 10f. While the helical orientation of the two GNRs can be controlled by the

initial angle ϕ, the two equilibrated GNRs always end up having the same orientations. When

we simultaneously place more GNRs on the surface or in the interior of CNT, the GNRs tend

to fold side by side rather than on the top of each other. This is caused by smaller GNR

deformation energies and larger GNR-CNT vdW attractions (geometrical overlap). However,

GNRs can fold on each other if we release the second GNR later.

In Figure 11, we summarize in phase diagrams the structures obtained in MD simulations

of GNR folding outside long CNTs (lC ≫ lG). All these (stable or metastable) structures are

obtained by initially placing the GNRs in contact with the CNTs and then releasing them. The
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Figure 11. Phase diagrams of GNRs of the width w self-assembled on long CNTs of the
diameter DC , shown for different initial angles ϕ with respect to the CNT axis. The GNRs

self-assemble into nanostructures called the (A) straight, (B) nonfolding, (C) rolling, and (D)
helical phases.
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structures are presented in dependence on the CNT diameter, DC , the GNR width, w, and the

initial angle, ϕ, of the GNR with respect to the CNT axis. We display four types of structures,

called the (A) straight, (B) nonfolding, (C) rolling, and (D) helical phases. For small angles,

ϕ < 5◦, we obtain the A, B, and C phases, as shown in Figure 11 (top left). When we increase

the angle to ϕ ≈ 5 − 15◦, the D phase appears for large CNTs, as shown in Figure 11 (top

right). At larger angles, ϕ > 20 − 30◦, the C phase disappears, as seen in Figure 11 (bottom

left). When the angle is further increased, ϕ > 30◦, the B phase disappears as well, as seen in

Figure 11 (bottom right). Analogously, we can obtain phase diagrams for the self-assembly of

GNRs inside CNTs and in other cases of interests.

4.3.2 Analytical model

We use a simple analytical model to understand the conditions under which GNRs self-

assemble into different structures outside and inside CNTs. We describe the total CNT–GNR

coupling energy in the form

Etotal = Eela + EC−G + EG−G ,

EC−G =
∑

i−CNT,j−GNR

Vi,j = 〈EC−G〉+ Esym ,

EG−G =
∑

i,j−GNR

Vi,j . (4.2)

Here, Eela, EC−G, and EG−G are the bending energy of GNRs, the vdW binding energy be-

tween CNTs and GNRs, and the vdW energy for coupling of neighboring layers or edges of
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GNRs, respectively. The i, j-indices in the Lennard-Jones potential, Vi,j , of the form shown in

Equation 4.1, run over atoms in the two subsystems.

The bending energy is given by Eela = σelaAela, where σela is the strain energy density

and Aela is the total bending area [96, 107]. In the linear elastic regime, σela = Dκ2/2, where

κ = (κ1 + κ2)/2 is the local mean curvature and D is the flexural rigidity. When a GNR folds

on a CNT, one of the two curvatures is κ1(2) ≈ 0. Then, the curvature is given by κ = R−1
G ,

where RG is the radius of the folded GNR.

As shown in Equation 4.2, the coupling energy, EC−G, can be split into the “mean-field”

term, 〈EC−G〉, and the “symmetry-related” term, Esym. The first term represents the vdW

coupling between CNT and GNR lattices that is averaged over the angle describing mutual

orientation of the two sub-systems (smearing of their hexagonal lattices). The symmetry-related

term accounts for the difference between the actual and smeared coupling (interferences) of the

lattices in the CNT and GNR structures [104, 105]. Due to the last term, the GNR might

have local potential energy minima for certain orientations with respect to the CNT (symmetry

locking).

The full CNT–GNR coupling energy can be expressed as EC−G = −σC−GAC−G, where

σC−G is the related (positive) energy density and AC−G the related coupling area. Analogously,

we can write the averaged and symmetry terms as 〈EC−G〉 = −〈σC−G 〉AC−G and Esym =

−σsymAC−G, respectively. We estimate the σsym coefficient by placing a graphene flake with

a hexagonal shape on a large graphene sheet [108]. Their binding energies EC−G and Esym

have a C6 symmetry with respect to rotation of the flake around the axis going through its
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center and orthogonal to the graphene. The GNR–GNR vdW coupling energy (in the case of

sidewise coupling) is EG−G = −σG−G LG−G, where σG−G and LG−G are the (positive) sidewise

vdW binding energy density and the GNR edge length, respectively. From our MD simulations

and D ≈ 27.9 kcal/mol [103], we estimate that 〈σC−G〉 ≈ 56 kcal/mol/nm2, σsym ≈ 0.25

kcal/mol/nm2, and σG−G ≈ 2.9 kcal/mol/nm [108].

4.3.3 Testing of the analytical model

We apply Equation 4.2 to several phases observed above. The necessary condition for the

realization of the CNT-assisted self-assembly of GNRs is that the total energy in the self-

assembled state is smaller than at the beginning, i.e., Etotal < 0 or EC−G + EG−G < −Eela.

More precisely, the energy should drop in every infinitesimal distortion of the system along the

self-assembly trajectory. Therefore, local barriers may prevent the self-assembly in some cases

even if Etotal < 0.

First, we find the boundary of the B and C phases shown in Figure 11 (top left), i.e., we

estimate what is the minimum radius of CNT, RC = DC/2, on which a GNR can fold for ϕ = 0.

The folding is driven by the competition between the EC−G and Eela energies. If we neglect

the symmetry locking term, Esym, we get EC−G ≈ 〈EC−G〉 and from the folding condition,

Etot = EC−G + Eela < 0, we obtain that

AC−G

Aela
>

σela
〈σC−G〉

. (4.3)
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Here, the area where the GNR couples to the CNT is also the bending area of the GNR,

AC−G ≈ Aela. If we assume that RC ≈ RG, we obtain from Equation 4.3 and σela = D/2R2
C

the condition for the folding of GNR

RC >

√

D

2 〈σC−G〉
. (4.4)

For the above values of D and 〈σC−G〉, Equation 4.4 gives that RC > 0.5 nm, in a reasonable

agreement with our simulations, giving the minimum value of RC ≈ 0.7 nm.

Next, we analyze the A (straight) and D (helical) GNR phases formed inside CNTs. Sta-

bilization of these phases is similar to the cases with external GNR self-assembly, shown in

Figure 11. To reproducibly obtain the A phase in the simulations, we need to remove the large

initial potential energy of the system, otherwise the GNR acquires large oscillations which often

lead to the helical D phase. We can do so by either placing the GNR (in a straight way) fully

inside (outside) the CNT or by using a large Langevin damping constant (> 0.1 ps−1).

We evaluate the binding energy in the A phase from Equation 4.2, where we consider a

GNR (40 × 3 nm2) placed in a straight way inside a (much longer) (60,0) CNT. When the

GNR forms a monolayer on the CNT interior, its curvature is roughly the same in all the

phases. Using the values of RG ≈ 2 nm and Aela = 120 nm2, the GNR bending energy is

Eela = σelaAela = (D/2R2
G)Aela = 420 kcal/mol. In the A phase, the GNR and CNT lattices

are oriented in the same way, which gives the symmetry locking energy of Esym ≈ −0.25×120 ≈
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−30 kcal/mol. Then, considering the fact that EG−G = 0, we obtain the total coupling energy

of Etotal ≈ Eela + 〈EC−G〉+ Esym ≈ 420− 56× 120− 30 ≈ −6330 kcal/mol.

The coupling energy of the (internal) D phase in this CNT can be obtained in the same way.

Here, EG−G ≈ −2.9 × 30 = −87 kcal/mol, due to partial overlap of the GNR edges, and the

symmetry term is Esym ≈ 0, due to unfavorable angle ϕ [108]. Therefore, the total coupling

energy is Etotal ≈ Eela + 〈EC−G〉+ EG−G ≈ 420− 6720− 87 ≈ −6387 kcal/mol.

From these results, it would seem that the system in the internal A phase is by ≈ 60 kcal/mol

less stable than the D phase. In fact, direct evaluation by VMD [43] of the total energies in these

two simulated systems, shows that the system in the A phase is by ≈ 70 kcal/mol more stable

than in the D phase. Therefore, the phase A is thermodynamically stable, while the phase

D is only kinetically stable. The reason of this inversion might be due to slightly different

GNR curvature, CNT deformations, symmetry coupling, and other phenomena not captured

in Equation 4.2. For example, if we assume that the radius RG of the GNR in the A phase

is ≈ 18% larger than that in the D phase, then Equation 4.2 gives the same energy difference

between these phases as the simulations.

Next, we test if the previous system can be prepared with a locking angle shifted by 60◦

from that in the A phase. Since Esym(2.5 nm2) ≈ k T = 0.597 kcal/mol at T = 300 K, small

GNRs can be easily thermally decoupled from their symmetry-locked positions. Therefore, we

simulate the systems at T = 200 K and use the Langevin damping coefficient of 0.05 ps−1.

As shown in Figure 12a,b, we can stabilize helical structures with a larger pitch of GNRs

locked on the interior (exterior) surface of the (60,0) CNT. The model coupling energy of the
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locked helical structure in Figure 12a, Etotal ≈ Eela+〈EC−G〉+Esym ≈ 420−6720−30 ≈ −6330

kcal/mol, is the same as in the A phase. Therefore, the locked helical phase is by ≈ 60 kcal/mol

less stable than the D phase, while VMD gives (at T = 300 K) the energy difference for these

systems of ≈ 80 kcal/mol. When we increase the temperature in the simulations to T ≈ 500

K, this helical locked structure switches to the D phase.

Figure 12. (a) Helical locked GNR (40× 3 nm2) inside a (60,0) CNT. (b) The same outside
this CNT and detail of the locked structures. (c) Loosely helical folded GNR (60× 1 nm2)

when it is placed inside the lC = 50 nm long (60,0) CNT. (d) Two GNRs (25× 2 nm2) helical
folded and vdW coupled over the wall of the (60,0) CNT (front parts of all the CNTs and

GNRs (a-b) are removed for better visualization).
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We continue by examining how GNRs self-assemble inside CNTs of finite lengths, when

lG > lC . We place a GNR (60× 1 nm2) straight inside a (60,0) CNT (lC = 50 nm). The GNR

tends to maximize its overlap with the shorter CNT, due to vdW binding. Therefore, it forms

a loose helical structure with both GNR ends present inside the CNT, as shown in Figure 12c.

In contrast to the helical locked cases seen in Figure 12a,b, this structure with a large pitch

is stabilized by the finite length of CNT. Therefore, when the CNT length is shorter, so is the

pitch of the helice, until it becomes so dense that the GNR switches to the more stable D phase.

The same structures are also formed outside finite CNTs.

We also explore the self-assembly of two GNRs (25×2 nm2) initially placed on the opposite

sides of the (60,0) CNT wall. Since the GNRs weakly interact by vdW coupling over the CNT

wall, their self-assembly is correlated. As shown in Figure 12d, the GNRs form overlapping

helical structures on both sides of the wall. It turns out that the external GNR induces the

folding of the internal GNR, including its helicity. When the external GNR is removed from

the system, the internal GNR does not even fold.

4.3.4 More complex nanostructures

In the above described manner, one could in principle assemble arbitrary planar graphene

nanostructures on the surfaces or in the interior of CNTs. Here, we test this idea on the self-

assembly of a “hair-brush” like graphene nanostructure with four GNRs (60×2 nm2). One end

of all four GNRs are connected to the remaining part (40 × 100 nm2) of the graphene sheet,

and the distance between the adjacent GNRs is 5 nm, as shown in Figure 13a. Initially, the

tips of all four GNRs are placed on the (20,0) CNT. They start to fold around it, and after
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t ≈ 4 ns, they form a single layer ring structures on the CNT. Within another t ≈ 3 ns, the

GNRs make a multilayered ring structure. The rest of the graphene sheet also folds on the

multilayered ring structures, and eventually completely wraps around the GNRs, as shown in

Figure 13b,c. Then, we equilibrate the self-assembled structure, remove the CNT from its core,

and equilibrate the remaining folded graphene. Upon removal, the diameter of the four rings

slightly expands by 0.2 nm, as shown in Figure 13d,e, but the system retains the same shape,

stabilized by the top graphene monolayer.

It is interesting to explore the self-assembly dynamics of such hair-brush structures when

the CNT is positioned differently. For simplicity, we use two (20 × 1 nm2) GNRs, connected

to a (5 × 1 nm2) graphene sheet, where the distance between the GNRs is 3 nm. Initially, we

place a (20,0) CNT with fixed ends perpendicularly between the two GNRs, close to their tips.

Within t ≈ 0.5 ns, the GNRs fold around the CNT. After another t ≈ 1.5 ns, the GNRs cross

each other and make a knot around the CNT. Then the ends of the two GNRs propagate on

the CNT surface in a spiral manner and eventually make a tight knot on the CNT, as shown in

Figure 13f. This example illustrates that GNR self-assembly can be controlled by positioning

the CNTs differently.

GNRsmight be also used as nanomechanical connecting materials. We test if such “nanoglue”

formed by a GNR (60×2 nm2) can hold together two crossed (20,0) CNTs. Initially, the GNR is

folded around two parallel CNTs (one with fixed ends) in a form of multilayered ring structure.

After equilibration, we start to rotate one CNT with respect to the other by applying the force

of f = 0.01 kcal/mol/Å to one of the edge atoms of the CNT with free ends. As the chosen
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Figure 13. Graphene rings and knot formations from structured graphene flakes
self-assembled on the CNT surface. (a-c) The formation of multiple GNR rings, covered with

a single layer graphene sheet, on the (20,0) CNT. (d-e) After removal of the CNT, the
multi-ring structure, covered with a single layer graphene sheet, is stabilized. (f) When the

(20,0) CNT is placed between two connected GNRs a complex knot is formed.
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CNT rotates, the GNR ring starts to slightly unfold. Once the CNTs are perpendicular to each

other (t ≈ 1.5 ns), we fix their mutual rotation and obtain the system shown in Figure 14a,b.

Next, we apply the force of f = 0.01 kcal/mol/Å, oriented upwards, to the edge atoms

at both ends of the relaxed CNT. This is the minimum force under which the CNT moves

upwards. Under this force, the GNR starts to unfold and a 5 nm gap is formed between the

two perpendicular CNTs within t ≈ 1 ns. At this position, we remove the force and allow

spontaneous vertical translation of the relaxed CNT. Within t ≈ 1 ns, the system comes back

to its starting position, shown in Figure 14a,b. In order to reproduce the original structure,

we should not separate the CNTs by more than ≈ 5 nm, due to GNR restructuring. We

might strengthen the GNR-CNT wrapping by using structured or chemically functionalized

GNRs [109].

We also test if GNRs can wrap around other materials to functionalize, strengthen, or glue

them. We take thirty six parallel polyethylene [−(CH2)n−] chains, each with 200 ethylene

units. After equilibration for t = 10 ns at T = 300 K, the polyethylene chains form a bundle.

Then we place a (40 × 2 nm2) GNR tip at the bundle, perpendicularly to its orientations.

Initially, the tip starts to form a GNR helix on the bundle. After t ≈ 5−10 ns, the helical GNR

refolds on the bundle, resembling a roll shown in Figure 9. The GNR also become covered with

the loose polyethylene chains. As the GNR rolling continues, the polyethylene chains start to

roll with the GNR and, within t ≈ 10 ns, the system acquires the form shown in Figure 14c,d.

Finally, we investigate the self-assembly of GNRs on CNTs solvated in hexane and ethyl

alcohol. Initially, a GNR (30×3 nm2) is placed perpendicularly to the surface of solvated (60,0)
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Figure 14. Binding of CNTs and polyethylene by graphene nanoribbons. (a) Top view and (b)
side view of two crossed CNTs (20,0), tied by a 60× 2 nm2 GNR. (c-d) Polyethylene chains
wrapped by a (40× 2 nm2) GNR. (e-f) Helical rolling of a GNR (20× 2 nm2) when placed at
the angle of ϕ = 60◦ with respect to the axis of the l = 15 nm (30,0) CNT in hexane (front

part of solvent is removed for better visualization).
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CNT at T = 300 K (NPT ensemble). The GNR tip starts to fold on the CNT, and after t ≈ 1

ns, it goes once around its circumference. To proceed in hexane (not in ethyl alcohol) further,

and form a multilayered ring, as in Figure 9a-d, we need to heat the system to T = 375 K.

Next, we test folding of the helical structure with the GNR (20× 2 nm2) on (30,0) CNT at an

angle of ϕ = 600 with respect to CNT at T = 300 K. The GNR folds in a spiral manner, as

in Figure 14e,f, without the necessity of heating. The formed helical structure is looser than

in vacuum, since the solvent molecules fill the gaps between the individual GNR stripes. Very

recently, spontaneous formation of carbon nanoscrolls on CNTs has been also simulated on a

substrate [110].

4.4 Conclusion

In this chapter, we have demonstrated that carbon nanotubes can activate and guide the self-

assembly of planar graphene nanostructures on their surfaces and in their interiors in vacuum

and in solvents. Since the presented processes depend on the initial conditions, we can call

them more precisely a controlled or guided self-assembly. The self-assembly can proceed by

sliding, folding, and rolling motions, leading to stable or metastable bulky nanostructures,

such as knots, rings, and helices. In the case of GNRs self-assembled on CNTs, the GNR-

CNT coupling energy increases from the least stable helical locked phase, to the helical phase

and the stable straight phase. For GNRs and CNTs with different symmetries, other possible

arrangements might be formed and stabilized differently. The GNRs can also hybridize with

other nanostructures. The novel hybrid materials are expected to have unique mechanical,

electrical and optical properties [101], and numerous potential applications.



CHAPTER 5

CONTROLLED SELF-ASSEMBLY OF FILLED MICELLES ON

NANOTUBES

5.1 Introduction

In this chapter, we have used coarse-grained MD simulations to show that hydrated lipid mi-

celles of preferred sizes and amounts of filling with hydrophobic molecules can be self-assembled

on the surfaces of carbon nanotubes. We simulate micelle formation on a hydrated carbon nan-

otube with an open end that was covered with amphiphilic double-headed or single-headed

lipids and filled with hexadecane molecules. We show that kinetically stable micelles filled

with hexadecane molecules are sequentially formed at the nanotube tip when the hexadecane

molecules inside the nanotube are pressurized and the lipids on its surface were dragged by

the water flowing around it. We investigate the stability of the thus-formed kinetically sta-

ble filled micelles and compare them with thermodynamically stable filled micelles that were

self-assembled in the solution. This research was conducted by myself. The following contents

are reproduced with permission from J. Am. Chem. Soc., 133(16):6146-6149, 2011. Copyright

(2011) American Chemical Society (see appendix).

In recent years, nanomedicines with unique characteristics have been developed [61, 111].

Among the many tested systems, lipid and polymeric micelles [112] and nanoparticles self-

assembled from amphiphilic block copolymers [113] have become particularly promising drug

70
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nanocarriers. Typically, the micelle carriers have multishell molecular structures with compact

hydrophobic cores separated by narrow charged layers from loosely ordered hydrophilic external

shells [114]. These chemically distinct layers allow nesting and delivery of different drugs [80],

proteins [115], and other molecules that are poorly soluble in water [116,117].

Hydrated amphiphilic molecules, such as phospholipids or surfactants, tend to self-assemble

into thermodynamically stable micelles above their critical micelle concentrations (CMCs) [118].

The micelles can be filled in a stepwise manner with hydrophobic molecules [114], but their

stabilization may be a relatively complex process. Moreover, the average sizes and shapes of

these micelles and the amounts of molecular cargo filling them are determined by the character

of the monomers and the solutions used in their preparation. In various applications, it might

be of interest to prepare kinetically stable micelles with relatively long lifetimes that can have

controllable sizes and be filled with different types and numbers of molecules.

In this work, we investigated the possibility of controlling the self-assembly of kinetically

stable micelles prepared and filled with a molecular cargo at nanoscale material surfaces. We

used the fact that hydrated lipids spontaneously form hemimicelles [119] or cylindrical micelles

[120], depending on the type of lipids used [121–123], on the hydrophobic surfaces of carbon

nanotubes (CNTs) [124, 125]. These premicelles might be dragged on the CNT surfaces [103,

126, 127], filled with molecules at the CNT tips, and sequentially released, in close analogy

to microsyringes or nanoscopic jets [128]. The amphiphilic lipids forming the micelles can

be adsorbed on the CNTs from the solution, and the molecules filling the micelles could be
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continuously supported through the CNT interior. In dip-pen nanolithography [129], various

molecules can be analogously deposited on material surfaces by nanoscopic tips.

5.2 Computational Methods

We studied the self-assembly of filled micelles on CNT surfaces by classical molecular

dynamics (MD) simulations. In order to describe these large systems with long and com-

plex dynamics [130, 131], we performed coarse-grained MD (CGMD) simulations [50, 51, 132,

133], with the NAMD package [30] and the Martini 2.0 force field [51]. We modeled two

types of amphiphilic lipids that potentially can form different micelles [122], having either one

[CH3(CH2)14CH2((CH2OCH2CH2)2 (CH2COCH2))4H] or two [CH3(CH2)14CH(((CH2OCH2CH2)2

(CH2COCH2))2H)2] hydrophilic heads and a single hydrophobic tail.

Coarse graining of the lipids was performed through a four-to-one atom-mapping procedure

[51] where every four non-hydrogen atoms in the lipids were modeled as a single bead. The CG

hydrophobic tails were represented by C1-type beads [CH3(CH2)2CH3, butane] [51], while the

hydrophilic heads were represented by Na-type (C3=O, 2-propanone) and N0-type (C-O-C2,

methoxyethane) beads. We used 2:1 mapping of the carbon atoms in the considered (40,0) CG

CNT in order to preserve its hexagonal symmetry [51]. Every two neighboring carbons in the

allatom CNT were modeled as an SC4-type bead. Similarly, every four water molecules were

united into a single P4-type bead [51], and the hydrophobic hexadecane molecules filling the

CNT were modeled by C1-type beads [51].
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Figure 15. Controlled self-assembly of hydrated double-headed lipid micelles filled with
hexadecane. (a) Lipids deposited on the CNT form random hemimicelles after 20 ns. (b-d)
Micelles with kinetically controlled sizes and filling are sequentially formed at the CNT tip
when the hexadecane molecules in the CNT interior are pressurized and the lipids on its

surface are dragged by the water flowing around it. The inset shows a single biheaded lipid
molecule. Color scheme: red, CG hexadecane; gray, hydrophilic lipid head; cyan, hydrophobic

lipid tail. (e) Three hexadecane-filled micelles from (d) after 400 ns of equilibration. (f)
Thermodynamically driven self-assembly of double-headed lipid monomers and hexadecane in
water for the same system as in (d). After 300 ns of equilibration, the sizes of the micelles and

their filling are largely random.
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5.3 Results and Disussion

5.3.1 Double-headed lipid micelles

First, we studied the self-assembly of biheaded lipids, shown in the inset of Figure 15. The

large size (two chains) of their polar heads relative to their hydrophobic tails means that these

hydrated lipids (alone) prefer to self-assemble into smaller micelles [122]. In our simulations,

we fixed the CNT, covered it with 450 lipids, and filled it with 400 hexadecane molecules. The

system was hydrated, placed in a cell of dimensions 16× 16× 70 nm3 with periodic boundary

conditions applied, and simulated at T = 350 K in the NPT ensemble. We used the Langevin

piston method [134] with a damping coefficient of 1 ps−1. In order to prevent artificial freezing

of CGMD water at low damping, we used antifreeze water beads (8% of the total normal water

beads) [51].

Figure 15 shows the sequential self-assembly of lipid micelles with a controllable amount

of hexadecane filling on the (40,0) CNT. Upon deposition on the CNT, these lipids formed

random hemimicelles within 20 ns [110, 124, 135], as shown in Figure 15a. Next, we applied

on each water bead the force f1 = 2.08 pN oriented toward the CNT right tip. As a result,

water flowed with average velocity vt = 1.5 m/s and dragged the lipids adsorbed on the CNT

surface. Hexadecane molecules inside the CNT were also pressurized by application of the force

f2 = 1.39 pN on each of their beads, oriented in the same way as f1. In experiments, loosely

separated CNTs may be fixed and their entrances and exits may be immersed in two separated

solutions. The external solution might be pumped to flow around the adsorbed lipids, while

the intercalated molecules could be driven by pressure.
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Upon application of these forces, the lipid and hexadecane molecules started to move toward

the CNT tip, and soon the first hemimicelle covered the CNT tip. Within 4 ns, a micelle of

diameter d ≈ 5 nm containing ≈ 100 hexadecane molecules formed and detached from the

CNT tip, as shown in Figure 15b. When it left, the remaining lipids and hexadecane molecules

moved forward, and the next hemimicelle covered the CNT tip in a similar fashion. The second

filled micelle had d ≈ 3 nm and contained ≈ 40 molecules. The third filled micelle was then

created, and so on. The formed micelles had different sizes, since the progression of both sets

of molecules did not remain steady as their amounts decreased. As the micelles formed and

detached, fewer hexadecane molecules were present inside the CNT, which (in our simulations)

exerted a smaller total force on the CNT closure. For the same reason, the progression of lipids

on the CNT surface also became slower.

The sizes and filling of these kinetically stabilized micelles might be controlled by the CNT

diameter and the forces applied on the two sets of molecules. In principle, the micelles should

form already at very small velocities of the lipid and hexadecane molecules, which were beyond

the reach of our simulations. When we increased the velocity of water (f1 = 2.78 pN, f2 = 1.39

pN), we observed the formation of small micelles with only a few hexadecane molecules. When

we also increased the velocity of hexadecane, larger micelles with more hexadecane were formed.

When the velocities of the hexadecane molecules were too high relative to that of water (f1 =

1.39 pN, f2 = 3.77 pN), the slowly moving lipids did not have time to cover the progressing

hexadecane molecules, which started to pass through the partially formed micelles at the CNT
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exit. These results show that kinetics, thermodynamics, and hydrodynamics all play a role in

micelle formation, filling, and detachment from the CNT tip.

In order to test the stability of the thus-formed filled molecular assemblies, we separated

the three micelles shown in Figure 15d and evolved them in an isolated cell (20× 20× 40 nm3)

as before. As shown in Figure 15e, the micelles were fully stable for 400 ns. In reality, the

micelles could be stable for much longer times, during which they could be applied in various

ways.

We compared these kinetically stabilized micelles with micelles formed by thermodynamic

stabilization from hydrated lipid and hexadecane monomers. To do so, we heated the system

in Figure 15e for a short time, until the micelles disintegrated into their hydrated components,

i.e., 305 biheaded lipids (concentration of 3.8× 10−2 M) and 206 hexadecane molecules. Next,

we cooled the system back to T = 350 K and simulated it as before. We observed that within

10 ns, the lipids formed many small micelles of different sizes, filled with random numbers of

hydrophobic hexadecane molecules. Within 20 ns, all of the hexadecane molecules were located

inside the micelles. Later, smaller micelles merged and formed larger micelles, as shown in

Figure 15f for 350 ns long simulations. The sizes of the formed micelles and the numbers of

hexadecane molecules stabilized inside them fluctuated significantly in these simulations. In

larger volumes, the micelle parameters should stabilize at longer times and depend on the used

molecules and solution. Experimental preparation of such thermodynamically stabilized filled

micelles allows only limited variation of the types and numbers of molecules present inside the
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micelles. In contrast, the outlined approach allows controlled self-assembly of kinetically stable

micelles with variable parameters.

5.3.2 Single-headed lipid micelles

To further extend these ideas, we also tested the self-assembly of hexadecane-filled micelles

formed by single-headed lipids. In solutions, similar lipids (alone) at concentrations above the

CMC tend to form tubular structures called bicelles or planar bilayers [122], as a result of the

limited steric strain caused by the absence of the second hydrophilic head [122]. We prepared

a system formed by 1000 lipid molecules adsorbed on the (40,0) CG CNT and 400 hexadecane

molecules filling the CNT. The simulation conditions were the same as before.

In Figure 16a, we can see that after 20 ns of equilibration, these single-headed lipids cylin-

drically wrapped around the CNT. Once the self-assembled lipids were dragged by the flowing

water, the CNT tip was covered within 5 ns by the first cylindrical hemimicelle. This time,

a filled tubular bicelle was formed. About 20 ns later, a bicelle with d ≈ 3 nm and length

l ≈ 20 nm was filled with ≈ 200 hexadecane molecules. As a result of initial fluctuations of the

lipid density, the bicelle was eventually cut off and detached from the CNT tip, after which the

formation of the second bicelle continued.

Although these lipids seemed to self-assemble into bicelles, it was not clear whether the

molecular assemblies would retain their elongated shape. To estimate their stability, we sep-

arated the bicelle formed Figure 16d and evolved it in an isolated 20 × 20 × 37 nm3 cell as

before. We observed that the bicelle was stable for 30 ns, at which point it started to gain a

spherical shape. Eventually, a large filled micelle was formed, as shown in Figure 16e for 375
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Figure 16. Controlled self-assembly of hydrated single-headed lipid bicelles filled with
hexadecane. (a) Lipids deposited on the CNT form random tubular structures after 20 ns.
(b-d) Bicelles with kinetically controlled sizes and filling are sequentially formed at the CNT
tip when the hexadecane molecules in the CNT interior are pressurized and the lipids on its
surface are dragged by the water flowing around it. The inset shows single single-headed lipid
molecule. Color scheme: red, CG hexadecane; gray, hydrophilic lipid head; cyan, hydrophobic

lipid tail. (e) Hexadecane-filled bicelle from (d) after 375 ns of equilibration. (f)
Thermodynamically driven self-assembly of single-headed lipid monomers and hexadecane in
water for the same system as in (d). After 450 ns of equilibration, the sizes of the micelles and

their filling are largely random.
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ns long simulations. These results indicate that single-headed lipids with the right structure

might assemble on CNTs into kinetically stable bicelles. Using the described methodology, we

could potentially control the sizes and filling of these kinetically stable molecular assemblies of

single- and double-headed lipids.

Figure 17. Number of water molecules present within 0.5 nm (first monolayer) of the
hydrophobic micelle core during the self-assembly of hydrated double-headed (red) and

single-headed (blue) lipid monomers into micelles filled with hexadecane. The inset shows
different forms of one micelle selected from the system of self-assembling single-headed lipid

monomers.
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As in the previous case, we tested the thermodynamic stabilization of the filled micelles from

the hydrated lipid and hexadecane monomers. We heated the hydrated micelle in Figure 16e

until it disintegrated into 490 single-headed lipids (concentration of 7.2 × 10−2 M) and 184

hexadecane molecules. Next, we cooled the system back to T = 350 K and simulated it.

Within 10 ns, the lipids formed small micelles of different sizes, and in the next 20 ns, all of

the hexadecane molecules filled them. Eventually, smaller micelles merged and formed bigger

micelles, as shown in Figure 16f, which were obtained for 450 ns simulations. Again, the

micelle sizes and the numbers of hexadecane molecules inside them fluctuated significantly in

these relatively short simulations. The parameters might later fluctuate less, but their absolute

values could not easily be controlled in thermodynamic stabilization.

To test the equilibration of these micelles self-assembled from the two kinds of lipid monomers

(Figure 15f and Figure 16f), we calculated the total numbers of water beads (Nw) within a dis-

tance of 0.5 nm (first layer) from their hydrophobic cores. Figure 17 shows that with progressing

self-assembly, Nw initially largely decreased in both systems from the initial value of Nw ≈ 7000.

In the single-headed (double-headed) lipid system, Nw approached a minimum at 40 ns (25 ns)

due to initial hydrophobic collapse [136] of the lipids. Next, the micelles started to swell, and

some water beads reached the hydrophobic surface of the core. Eventually, the numbers of

water beads (accessible surface) at the micelle cores stabilized, and the systems equilibrated.

5.4 Conclusion

In this chapter, we have shown that kinetically stable micelles filled with molecules that are

poorly soluble in water could be prepared on CNT surfaces. The sizes and filling of the formed
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micelles could be controlled by the preparation conditions, such as the sizes of the nanotubes and

the preparation speed. The lifetimes of the formed micelles depend on their size, the monomers

used, the molecules carried, and the solution. Other nanostructures might also potentially be

used in the controlled self-assembly of filled micelles. The outlined methodology has potential

applications in molecular storage, protection, manipulation, and delivery.



CHAPTER 6

POROUS CARBON NANOTUBES:

MOLECULAR ABSORPTION, TRANSPORT, AND SEPARATION

6.1 Introduction

In this chapter, we use classical MD simulations to study nanofluidic properties of porous

carbon nanotubes. We show that saturated water vapor, condensed on these nanotubes, can be

absorbed by them and transported in their interior. We also show that porous carbon nanotubes

can also be used as selective molecular sieves. This research was conducted by Ms. Irena Yzeiri

and myself. While both of us participated in all the aspects of research (designing the systems,

carrying out the simulations, analyzing data, writing the manuscript), Irena contributed more

to several aspects of this research project.

Carbon nanotubes (CNTs) have many unique applications in nanofluidics, such as the pos-

sibility to drag molecules [126, 137], sense their flows [138, 139], separate molecules [140–143],

and desalinate solutions [144, 145]. Recently, porous graphene (PG) with chemically function-

alized nanopores has been introduced [146] and intensively tested for potential applications in

molecular separation [147,148], DNA sequencing [149,150], and electronics [151].

In principle, one could also introduce nanopores of tunable sizes, shapes, and chemistries in

CNTs with the goal to combine nanofluidic properties of PG and CNTs. Recently, such porous

carbon nanotubes (PCNTs) were synthesized with nanopores of the diameters dp ≈ 4− 10 nm,
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arranged either randomly [152] or in high density arrays [153]. Mechanical properties of these

PCNTs depend on the pore sizes, symmetries, and densities [154,155].

In this work, we examine by molecular dynamics (MD) simulations if PCNTs can inherit

the nanofluidic properties of both PG and CNTs, which might result in nanochannels with

transversal molecular selectivity and high longitudinal passage rates. To illustrate this idea, we

study simultaneous molecular (transversal) absorption by PCNTs and (longitudinal) transport

in their interiors. We also explore the possibility of ionic and molecular separation by arrays of

charged and neutral PCNTs.

6.2 Computational Methods

We model all the above processes by classical MD simulations with the NAMD package [30],

the CHARMM27 force field [29], and the TIP3P model for water. The (non-bonding) vdW

coupling between ith and jth atoms is described by the Lennard-Jones potential,

Vi,j = ǫi,j

[

(Rmin,i,j/ri,j)
12 − 2 (Rmin,i,j/ri,j)

6
]

,

ǫi,j =
√
ǫi ǫj , Rmin,i,j =

1

2
(Rmin,i +Rmin,j) , (6.1)

where we use (C, O, H, Na+, Cl−) ǫC = −0.07 kcal/mol, Rmin,C = 3.98 Å, ǫO = −0.12

kcal/mol, Rmin,O = 3.4 Å, and ǫH = −0.046 kcal/mol, Rmin,H = 0.44 Å, ǫNa+ = −0.047

kcal/mol, Rmin,Na+ = 2.72 Å, ǫCl− = −0.150 kcal/mol, Rmin,Cl− = 4.54 Å . The non-bonded

cut-off and the pair-list distance are 10 Å and 12 Å, respectively. We neglected the PCNT

polarization and model the system with the Langevin dynamics [42], the damping coefficient
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of 0.01 ps−1 (non-physical momentum dissipation) [134] and use the time step of 2 fs. The

electrostatic interactions in the ionic systems are calculated using the Particle Mesh Ewald

(PME) method [31]. PME is neglected in the other systems that lack ions.

6.3 Results and Discussion

6.3.1 Condensation and transport of water within PCNTs

PCNTs might simultaneously absorb molecules from gas or liquid phases, and transport

them away. To test this possibility, we condense an saturated water vapor on the (28,28)

PCNT, as shown in Figure 18. The hexagonal nanopores have a diameter of dp ≈ 0.5 nm,

and they are hexagonally arranged with ≈ 0.7 nm separations. The water over-saturation

is necessitated by the hydrophobic character of the CNTs, which could be modified by their

chemical functionalization to guarantee water collection at low vapor pressures. Functionalized

PCNTs might complement the spectrum of currently used desiccants, such as silica gel [156],

calcium sulfate and chloride [157], and other molecular sieves [158].

We place the (28,28) PCNT (25 nm long with fixed edge atoms) and 40, 000 water molecules

in a box (25 × 27 × 25 nm3) with periodic conditions applied. Initially the system is heated

to T = 600 K to quickly vaporize the water and prepare the initial state of the system. Once

it is slowly cooled to T = 300 K with a damping coefficient of 0.01 ps−1, the vapor saturates,

and condenses in the form of nanodroplets on the outer and inner PCNT surfaces, as well as

in vacuum. Within t ≈ 1 ns, droplets on both interior and exterior PCNT surfaces coalesce

and interact through the nanopores, as seen in Figure 18a. The outer droplets are drawn by

the inner droplets through the nanopores inside the PCNT, as seen in Figure 18b at t ≈ 6 ns.
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Figure 18. Condensation of 40,000 water molecules from an oversaturated vapor into a (28,28)
PCNT: (a) t = 1 ns, (b) 6 ns, and (c) 10 ns. At t = 10 ns, a pressure of P ≈ 156 atm is

applied to water at the left PCNT entrance, causing the absorbed water to flow through the
tube with a speed of vw ≈ 1.86 nm/ns, as shown in (d) at t = 14 ns. The droplet adsorbed

onto the PCNT moves with the flow with its own velocity of vd ≈ 0.88 nm/ns.
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Inside the PCNT, water has a lower energy due to additional van der Waals (vdW) coupling

to the walls [159]. At t ≈ 10 ns, the PCNT is filled with water and the remaining water forms

droplets condensed on its surface, as seen in Figure 18c. Finally, we show in Figure 18d that the

collected water can be pumped through the PCNT by a small force of f = 0.001 kcal/mol/Å

(P ≈ 156 atm), applied on all the water molecules (each O and H atom) at the first 2 nm of

the PCNT entrance. The water stays within the PCNTs and flows with the average velocity

of vw ≈ 1.86 nm/ns. The internal water remains within the PCNT upon this established flow

and drags the outer nanodroplet with a velocity of vd ≈ 0.88 nm/ns. The same behavior is

observed in PCNTs with diameters of dT ≈ 2 − 6 nm and pore diameters of dp ≈ 0.5 − 1 nm.

Further simulations of PCNTs with triangular shaped pores also behave in the same way.

In Figure 19, we simulate a (40,40) CNT with one hexagonal pore dp ≈ 1.5 nm through

which a nanodroplet with a diameter dw ≈ 6 nm is passing. To obtain these energies, we

equilibrate the system while keeping different amounts of water inside the tube by fixing (upon

local equilibration) a thin dome-like layer of water molecules around the pore. Each step is

simulated for t ≈ 4 ns, and the total energy is calculated from the last 500 frames by VMD [43].

The simulations reveal that the energy barrier for the water droplet to enter the PCNT pore

(≈ 10 % of water inside) is ∆ET ≈ 50 kcal/mol.

Although water nanodroplets can enter partly filled PCNTs relatively easily, these simula-

tions show that they experience a barrier when entering an empty PCNT. In order to understand

the barrier origin, we calculate the barrier energy for a water nanodroplet with a diameter of
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Figure 19. The total change in energy when a water nanodroplet (dw ≈ 6 nm) enters inside a
(40,40) PCNT through a single pore (dp ≈ 1.5 nm). Here, w is the relative amount of water

inside the CNT.
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dw ≈ 4 nm passing through a single hexagonal pore (dp ≈ 1.5 nm) formed in a flat graphene

sheet. We use the formula,

∆Etotal = γH2O ∆As + γw−c∆Aw−c +∆Eelec , (6.2)

where γH2O ≈ 0.0715 J/m2 (≈ 10.36 kcal/mol/nm2) is the free surface energy density of water

[160], ∆As is the change in the free surface area of the water droplet (not in contact with

graphene), γw−c ≈ −20.8 kcal/mol/nm2 is the vdW coupling energy density between water

and graphene [103], ∆Aw−c is the change in the water-graphene contact area, and ∆Eelec is

the difference in electrostatic energy of the system obtained from VMD (water rearrangement;

graphene not polarizable). When we calculate the barrier using Equation 6.2, we assume that

initially the droplet is adsorbed onto a graphene with a pore in its center and then one half of

the droplet is passed through the pore. This gives the barrier energy of ∆Etotal ≈ 45 kcal/mol,

which is close to the value of ∆Etotal ≈ 40 kcal/mol, obtained for the same system using VMD.

When the droplet enters a PCNT, additional corrections need to be added due to the curvature

of the tube. Therefore, due to this barrier liquid water can not enter initially empty PCNTs.

6.3.2 Exchange of ions using PCNTs

Charged CNTs can attract solvated ions onto their surfaces [161–164]. If PCNTs are charged

and solvated in ionic solutions, they should attract ions, adsorb them into their interior, and

potentially separate them from the solutions. This might be useful in batteries [165], superca-

pacitors [166], and other ion-exchange devices. We briefly illustrate this idea on ion separation
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with two (20,20) PCNTs placed 4 nm apart in C = 0.2 M NaCl solution. The nanopores with

a diameter of dp ≈ 0.5 nm are hexagonally arranged with ≈ 0.7 nm separations. We fix the

atoms at the PCNT edges, oppositely and homogeneously charge the two PCNTs (±0.02e per

carbon atom), and apply periodic boundary conditions to the system, so that ions only enter

through the pores. The system is equilibrated at T = 300 K using the constant pressure and

temperature (NPT) ensemble.

Figure 20. Separation of Cl− and Na+ ions from the 0.2 M NaCl solution using oppositely
charged (±0.02 e per carbon atom or ±50.8 e per tube) (20,20) PCNTs, 10 nm in length, at

T = 300 K.

In Figure 20, we show the system after t ≈ 10 ns of equilibration. We can see that op-

positely charged ions enter into different PCNTs, but only ≈ 44 % of the screening ions
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enter each PCNT (curvature). The remaining screening ions are within the Debye length,

λD =
(

ǫ kB T/e
2NA 2C

)1/2 ≈ 0.7 nm, of each PCNT. Since the PCNT internal diameter is

dT ≈ 2λD, predominantly ions of the same charge are seen in the PCNT interiors, which is

important for their selective separation. When we apply a small force of f = 0.001 kcal/mol/Å

to the water molecules at the first 2 nm of the PCNT entrance (P ≈ 110 atm), the charged ionic

solution inside each tube flows with a speed of vi ≈ 0.81 nm/ns. In principle, this allows for

the replacement of the ions in the system. The selectivity, speed, and efficiency of this process

can be tuned by the type of PCNTs and the solution used.

6.3.3 Separation of organic mixtures using PCNTs

Next, we examine if neutral PCNTs could be used in separation of molecules passing through

their walls. Pristine CNTs with relatively small diameters (dt ≈ 2 nm) can separate ethanol

from ethanol-water solution with very high efficiency and selectivity [167, 168]. However, the

requirement of narrow CNTs is quite strong. Therefore, it would be very interesting if PCNTs

with tunable pore sizes could separate such molecular mixtures. Different coupling between the

molecules and potentially functionalized PCNTs might help in the separation process. We are

particularly interested in separating organic compounds with similar boiling points, ∆Tb ≈ 0,

which is hard to do by fractional distillation or alike methods.

Here, we test if plain (no functionalization) PCNTs could separate a mixture of benzene and

ethanol, with ∆Tb ≈ 2◦ C (Tbenzene = 80.1◦ C, Tethanol = 78.4◦ C). We evaluate the separation

efficiency depending on the PCNT diameter, temperature, and mixture composition. First,

we simulate the molecular separation by (20,20), (28,28), and (40,40) PCNTs with hexagonal
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Figure 21. (top) Separation of the (1:1) benzene-ethanol mixture at T = 300 K with the
(20,20), (28,28), and (40,40) PCNTs having dp ≈ 1 nm nanopores. (middle) The same in the

(20,20) PCNT at different temperatures. (inset) The distribution of benzene (dark) and
ethanol inside (20,20) PCNT after t = 20 ns of simulations. (bottom) Separation of the (1:1),
(1:2), (2:1) benzene-ethanol mixtures in the (20,20) PCNT at T = 300 K. (inset) Separation
of benzene from the benzene-ethanol (1:1) binary mixture at T = 300 K using a (20,20)

PCNT membrane. Vertical arrows show direction of flow.
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nanopores having a diameter of dp ≈ 1 nm, hexagonally arranged with ≈ 0.7 nm separations.

The PCNTs are immersed in the (1:1) benzene-ethanol binary mixture in a 16× 11× 10 nm 3

box with periodic boundary conditions applied. We simulate the systems in the NPT ensemble

at P = 1 atm and T = 300 K.

Figure 21 (top) shows the equilibrated percentual radial distribution of benzene in these

PCNTs. We calculate the distributions in cylindrical shells oriented along the PCNT axis and

radially separated by 0.2 nm. One can clearly see that the molecular separation is possible in

narrow PCNTs. The concentration of benzene inside the (20,20) PCNT is ≈ 98 %, while it

is only ≈ 62 % inside the (40,40) PCNT. Therefore, PCNTs with smaller radii could separate

molecules more efficiently, since all the molecules inside the tube either couple directly to the

walls or they couple to the first layer of benzene adsorbed at the walls.

In the inset of Figure 21 (middle), we show the distribution obtained in the smallest (20,20)

PCNT after t = 20 ns of simulations. We can clearly see that the PCNT interior is pre-

dominantly filled by benzene (dark) and so is its external surface. It is because benzene has

a stronger vdW coupling to PCNT than ethanol; we have calculated by VMD the average

vdW binding energy density for CNT-benzene (0.75 kcal/mol/atom) and CNT-ethanol (0.60

kcal/mol/atom) [169]. By changing the chemistry of the nanopores and PCNT interior, one

might be able to control its separation ability.

In Figure 21 (middle), we study the effect of temperature on the separation efficiency in the

(20,20) PCNT. We can see that as the temperature is increased from T = 300 K to T = 325 K

and T = 340 K, the separation efficiency (average benzene concentration) drops from ≈ 98 %
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to ≈ 90 % and ≈ 80 %, respectively. This is caused by the fact that thermal fluctuations tend

to break the stronger benzene-nanotube vdW bonding, making the PCNT entrance for both

types of molecules equally likely.

Finally, we investigate how the molecular separation efficiency depends on the composition

of the binary mixture. We simulate the separation of the (1:1), (1:2) and (2:1) benzene-ethanol

mixtures in the (20,20) PCNT. In Figure 21 (bottom), we observe that the separation is very

efficient under the (1:1) conditions. However, as we increase the concentration of either com-

ponent to (1:2) or (2:1), the separation efficiency decreases. This was expected for the (1:2)

benzene-ethanol composition, but it is a rather unexpected result for the (2:1) composition.

During closer inspection of our simulations, we observe clusters of ethanol forming under the

(1:2) and (2:1) benzene-ethanol compositions, thus the solution does not appear to be uni-

formly homogeneous. This could be due to limited miscibility of benzene and ethanol or it

could be that the PCNT may be introducing new phases within its interior. The conditions

under which this occurs are unclear and further detailed studies may be necessary to explain

this new interesting phenomena.

In the inset of Figure 21 (bottom), we also illustrate how PCNTs could be practically

used in the separation of organic mixtures. We simulate the molecular passage through a

membrane formed of adjacent parallel (fixed) (20,20) PCNTs with hexagonally arranged (0.7

nm apart) pores (dp ≈ 0.5 nm). The (1:1) benzene-ethanol mixture is placed on top of the

PCNT membrane. A layer of dummy atoms placed 5 nm below the membrane prevents mixing

of the solutions above and below the membrane (periodic system and NVT ensemble). The
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solution above the PCNT membrane is pressurized by applying on all the solution atoms (5

nm above the membrane) a small force of f = 5 cal/mol/Å oriented normal to the membrane.

As a result, the solution flows down, but predominantly benzene molecules are passing through

the membrane, thus separating the binary mixture. After t = 10 ns, the molar ratio of benzene

and ethanol below the PCNT membrane is 96 : 4. The separation efficiency may be improved

by the use of multilayer membranes.

6.4 Conclusion

In this chapter, we have demonstrated that PCNTs could be used in selective molecular

absorption, transport, and separation. We have shown that saturated water vapor can be ab-

sorbed on and pumped out by PCNTs, which might be used in active desiccation. Different

types of ions can also be separated from ionic solutions and pumped away through charged

PCNTs, which might be used in batteries and supercapacitors. PCNTs might also serve as

molecular sieves, where molecules can be efficiently separated based on their coupling to PC-

NTs. Therefore, porous nanotubes made from atomic and molecular components can form an

important class of materials with a broad range of applications.



CHAPTER 7

NANOMEDICINE I: DENDRON MEDIATED SELF-ASSEMBLY OF

PEGYLATED BLOCK COPOLYMERS

7.1 Introduction

In this chapter, we characterize PEGylated dendron-based copolymers and their assemblies,

which have the potential to become a new class of drug delivery platforms. The synthesis and

experimental characterization of the studied systems was performed by the members of Prof.

Seungpyo Hong’s research group. The computational modeling was performed by myself and

(currently Dr.) Lela Vuković. While both of us participated in all the aspects of research

(preparing the systems, carrying out the simulations, analyzing data, writing the manuscript),

Lela contributed more in parametrizing dendron-based polymers.

Self-assembled molecular nanoconstructs with controllable physical, chemical, and biologi-

cal properties represent one of the most versatile platforms for drug delivery [170, 171]. Above

their critical micelle concentrations (CMCs), linear and branched amphiphilic block copoly-

mers can assemble into thermodynamically stable supramolecular structures of different sizes,

morphologies, and properties [172, 173]. Among those copolymers, dendron-coils (DC) have

attracted a great deal of scientific interest due to their unique structure and properties. A

DC is comprised of a dendron, a branch of a dendrimer, and flexible hydrophilic and/or hy-

drophobic linear polymers, which allows us to engineer its amphiphilicity in a form suitable

95
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for self-assembly and molecular delivery [174]. The mono-disperse, highly branched molecu-

lar architecture of the dendron imparts a precise control over the peripheral functional groups

and multivalency, as in dendrimers [175–178]. DCs have been reported to self-assemble into

micelles at CMCs as low as 10−8 M, which are expected to be significantly lower than CMCs

of linear-block copolymers with similar hydrophilic-lipophilic balances (HLBs, defined as HLB

= 20 ×Mh/M , where Mh is the molecular mass of the hydrophilic part of the molecule, and

M is the molecular mass of the whole molecule) [179–182]. The high HLB is important for a

nanocarrier to achieve a large surface coverage by a hydrophilic layer, e.g., poly(ethylene glycol)

(PEG), to maximize its in vivo circulation time while minimizing its non-specific interactions

with biological components [183]. Although DC-based micelles seem to be ideally suited for

nanocarriers, systematic and quantitative studies into the role of dendrons are still lacking.

Here, we perform a systematic quantitative study of the dendron role during the self-assembly

of supramolecular structures, by comparing the micelle morphology and CMCs when formed

from DCs and linear polymers with the same HLBs.

7.2 Synthesis of PEGylated Dendron-Coils

The synthesis and experimental analyses of PEGylated DCs were performed by Prof. Seung-

pyo Hong’s research group. The synthesized PEGylated DCs (PDCs) consist of three functional

components: (1) poly(-caprolactone) (PCL), used as a hydrophobic, biodegradable core-forming

block; (2) biodegradable 2,2-bis(hydroxyl-methyl)propionic acid generation 3 (G3) dendron with

an acetylene core, chosen to mediate the core and shell-forming blocks through selective click

chemistry and to achieve a localized high density of peripheral functional groups; and (3) bio-
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Figure 22. Schematic diagram of preparation of a nanomicelle from PEGylated DCs,
synthesized through click chemistry between PCL and G3 dendron, followed by mPEG
conjugation. The synthesis and experimental analyses were performed in Prof. Hong’s

laboratory.

compatible methoxy-terminated PEG (mPEG) forming the hydrophilic corona. The details of

copolymer synthesis are described in [184].

Table I lists all the synthesized copolymers and their properties, including HLBs, HL ratios

and CMCs. Two different molecular weights of PCL and mPEG (3.5 and 14 kDa for PCL; 2 and

5 kDa for mPEG) have been chosen to vary the HLB values of the resulting PDCs in a wide

range. Similarly, the linear-block copolymer counterparts were prepared. All 8 amphiphilic

copolymers (4 dendron-based and 4 linear, as listed in Table I) were successfully synthesized

with low polydispersity indices, as confirmed using FT-IR, H-NMR, and GPC at each reaction

step.
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Figure 23. (a) Linear relationship between CMC and HLB for PDCs and linear-block
copolymers. Additional data points for the linear-block copolymers (empty symbols) were

acquired from the literature that used the same polymer blocks. Note that, at the same HLB
(10− 15), the PDC self-assemblies maintain CMCs that are 1− 2 orders of magnitude lower
than the linear counterparts, as highlighted in the shaded region. The data were obtained in

Prof. Hong’s laboratory. (b) MD simulations of (i) PCL3.5K-mPEG2K, (ii)
PCL3.5K-mPEG16K, (iii) PCL3.5K-G3-mPEG2K, and (iv) PCL14K-G3-mPEG2K molecules
after 5 ns in water (PCL: blue, G3-dendron: yellow, PEG: red). Water is not shown for clarity.
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TABLE I

CRITICAL MICELLE CONCENTRATIONS (CMCS) OF THE AMPHIPHILIC
COPOLYMERS WITH VARIOUS HYDROPHILIC-LIPOPHILIC BALANCES (HLBS)

aHLB = 20MH/(MH +ML), where MH and ML are molecular masses of the hydrophilic and
lipophilic blocks, respectively. b Hydrophilic-lipophilic ratio.

Name HLBa HL-ratiob CMC, 10−7 M

PCL3.5K-mPEG2K 7.27 36:64 2.40

PCL3.5K-mPEG5K 11.76 59:41 3.75

PCL14K-mPEG2K 2.50 13:87 −
PCL14K-mPEG5K 5.26 26:74 0.82

PCL3.5K-G3-mPEG2K 16.56 77:23 3.02

PCL3.5K-G3-mPEG5K 18.42 91:9 3.52

PCL14K-G3-mPEG2K 10.93 52:48 0.65

PCL14K-G3-mPEG5K 14.90 74:26 1.17

To directly assess the thermodynamic stability of the molecular assemblies, the CMC of

each amphiphilic copolymer was measured [185]. A low CMC is particularly important for

a nanocarrier in the bloodstream, due to an immediate, large dilution factor upon injection.

Table 1 summarizes the measured CMCs, HLBs, and hydrophiliclipophilic (HL) ratios of the 8

copolymers. The CMCs of the linear-block copolymers are in good agreement with the previous

reports [182, 186] and are comparable in magnitude to those of the PDCs, which have 24 fold

higher HLBs.

Figure 23a shows a nearly linear correlation between CMC and HLB, observed for both

linear and dendron-based copolymers. CMCs for linear-block copolymers composed of the same

polymer blocks are included [187] to illustrate the large differences (1− 2 orders of magnitude)
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between CMC values observed for PDC micelles and linear-block copolymer micelles at similar

HLBs. These data provide solid evidence that the pre-organized molecular architecture of the

multiple PEGs and a single PCL mediated by a dendron facilitates the formation of remarkably

stable PDC self-assemblies with large hydrophilic proportions. This is well illustrated on the

PDC PCL3.5K-G3-mPEG5K (CMC of 3.5 × 10−7 M and HLB of 18.4) that is almost twice

as hydrophilic as its linear counterpart PCL3.5K-mPEG5K (CMC of 3.8 × 10−7 M and HLB

of 11.8). By measuring both dendron and linear copolymers at large HLBs (1618), the CMCs

of the linear-block copolymers (10−5 M) [181, 182] are estimated to be up to two orders of

magnitude larger than those of the PDCs (10−7 M).

7.3 Atomistic Modeling of PEGylated DCs and Their Assemblies

7.3.1 Computational Methods

We performed atomistic MD simulations of individual linear, PCL3.5K-mPEG2K and PCL3.5K-

mPEG16K, and branched, PCL3.5K-G3-mPEG2K and PCL14K-G3-mPEG2K copolymers in

water. Separately, we modeled micellar assemblies of hydrated PCL3.5K-mPEG2K, PCL3.5K-

G3-mPEG2K, and PCL14K-G3-mPEGK copolymers with different aggregation numbers, Nagg.

We used the NAMD package [30] and the CHARMM force field (CHARMM27, C35r revision

for ethers, and general force field) [29, 32]. In all the simulations, a Langevin damping con-

stant of γLang = 0.01 ps−1 was used to achieve faster relaxation. Non-bonded interactions were

calculated using the cut-off distance of d = 12 Å. Long-range electrostatic interactions were

calculated by the PME method [31] and the MD integration time step was set to 2 fs.
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The individual copolymer molecules were solvated and equilibrated for ≈ 5− 7 ns in TIP3P

water, using the NPT ensemble, with periodic boundary conditions applied (P = 1 bar and

T = 300 K). The obtained results are shown in Figure 23b. We also studied the conformations

of individual copolymers fully equilibrated in water, using the same conditions. In the equi-

libration of PCL3.5K-mPEG2K, PCL3.5K-mPEG16K, PCL3.5K-G3-mPEG2K and PCL14K-

G3-mPEG2K, a force of F = 0.01 kcal/mol/Å was applied to several atoms of the PEG chains,

directing toward the hydrophobic PCL core. After ≈ 0.2 ns, the PEG chains were collapsed on

the hydrophobic cores. Then, we stopped the force and equilibrated the monomers for another

10 ns.

7.3.2 Configurational Entropies of Linear and Branched Copolymers

We estimate the approximate entropic cost in the self-assembly of linear monomers, where

it is assumed that PEG chains can be described as ideal chains [188]. An ideal chain of length

L is comprised of n segments of statistical length l, so that L = ln. When placed in a good

solvent (such as water), the ideal chain swells to maximize the number of polymer-fluid contacts.

Configurations of the ideal chain can be characterized by a probability distribution function

that depends on the chain end-to-end (e-t-e) distance. An ideal chain has a well-defined average

e-t-e distance 〈r〉 = ln1/2, which is associated with minimum (configuration) free energy of the

polymer.

When the ideal (PEG) chain becomes confined during the self-assembly process, its av-

erage e-t-e distance will increase and the free energy cost associated with this extension is

purely entropic. Entropy of a freely jointed chain with a given e-t-e distance is proportional
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to the logarithm of the number of chain configurations for that e-t-e distance. This, in turn,

is proportional to the probability of the PEG having this e-t-e distance. The entropy differ-

ence between PEG chains in a given conformation with different e-t-e extensions is given by

∆S = S − S1 = kBb
2(r21 − r2), where S and S1 are configurational entropies associated with

the e-t-e extensions r and r1, kB is the Boltzmann constant and b2 = 3/(2nl2).

For PCL3.5K-mPEG16K, the PEG block has n = 363 repeating units (-CH2CH2O-), each

of length l ≈ 0.368 nm. In water, the average e-t-e distance of this polymer is 〈r〉 = ln1/2 ≈ 7

nm. If we assume that due to steric confinement the e-t-e distance of the chains in the micelle

is extended by 50% from the above value of 〈r〉, the entropic cost for this extension is ≈ 1.11

kcal/mol ≈ 1.9 kBT . Since every chain forming a micelle needs to pay this configurational

entropy cost, the micelle formation is not favorable for polymers with long hydrophilic blocks,

but in short chains attached to dendrons this entropic cost is absent. We can use the fact that the

Gibbs free energy associated with the monomer self-assembly is given by ∆G = ∆H − T∆S,

where ∆H is the related enthalpy change. We can immediately see that, for the same ∆H

(hydrophobic binding in the core), long linear amphiphilic molecules tend to be less stable

when self-assembled (∆S > 0) than branched dendron-based amphiphilic molecules (∆S ≈ 0).

7.3.3 Modeling PDC Micelles

In the study of micellar assemblies, the monomers were initially spherically distributed by

our codes and hydrated in cells containing 30, 000 − 530, 000 atoms, with periodic boundary

conditions applied. After short minimizations, the systems were heated to T = 400 K for fast

reorganization, while the volume was kept constant. At the same time, the central force of
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F (~r) = k~r with k = 1.0 kcal/mol/Å was applied to several atoms along the PCL chains of all

the copolymers, in order to accelerate aggregation of the micellar core. After 1 ns, the systems

were cooled to T = 300 K, and equilibrated at P = 1 bar for 4 − 5 ns. The obtained micelles

are shown and discussed below.

7.3.4 Computational Results

The above MD simulations and analysis of configurational entropy clarify how dendron

molecular architectures influence the micelle self-assembly. Figure 23b illustrates the structures

of individual PCL3.5K-mPEG2K, PCL3.5K-mPEG16K, PCL3.5K-G3-mPEG2K, and PCL14K-

G3-mPEG2K copolymers obtained after 5 ns of equilibration in water at T = 300 K. All the

hydrated copolymers have a compact PCL block and relatively extended conformations of the

PEG blocks. PCL3.5K-G3-mPEG2K shows a relatively stable conical shape, compared to

PCL3.5K-mPEG16K with the identical HLB, since the dendron always keeps the PEG blocks

close to the folded PCL block. The pre-organization of multiple PEG blocks attached to the

surface of each PDC is favorable in the micelle self-assembly, giving a very small entropic cost

in the self-assembly.

Moreover, PDCs with largely conical structures also have large enthalpic contributions to the

coupling Gibbs free energy. In general, geometric constraints placed on amphiphilic molecules

decrease their coupling Gibbs free energies, as necessary in their self-assembly [172,189–191].

7.4 Characterization of PDC Nanomicelles

The size and morphology of the PDC and linear-block copolymer micelles were studied using

transmission electron microscopy (TEM) and dynamic light scattering (DLS). Figure 24a shows
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that all PDC and linear-block copolymer micelles were largely spherical in shape with narrow

size distributions. The average diameters of all the self-assembled structures in the TEM and

DLS measurements were smaller than 50 nm, except PCL14K-mPEG5K micelles that were

≈ 100 nm in diameter with a broader size distribution. The slight discrepancy in diameters be-

tween the TEM images and DLS measurements occurs because TEM visualizes the hydrophobic

core of dried micelles with a minor contribution from the collapsed PEG shell [192]. Moreover,

the polydisperse nature of polymers contributes to the variations in the measured diameters.

Nonetheless, it is clear that PDC micelles form self-assembled structures with predominantly

spherical shape and narrow size distribution, as compared to the linear polymer-based micelles,

further supporting the superiority of PDCs in self-assembly. MD simulations show that the

micelles formed from linear-block copolymers and PDCs have different surface coverage of the

hydrophilic PEG layers. Figure 24b shows that the hydrophobic core is visible in the linear

PCL3.5K-mPEG2K micelle, whereas it is fully covered by the PEG layer in the PCL3.5K-G3-

mPEG2K PDC micelle. Interestingly, the core of the PCL14K-G3-mPEG2K PDC micelle is

not completely covered by PEG, due to the long PCL chains, indicating that molecular weights

of each polymer component in a PDC are also important to manipulate the surface coverage.

For the simulated micelles, we used the reported “magic” aggregation number (Nagg) of 14

to construct the PCL3.5K-G3- mPEG2K PDC micelle containing 112 PEG chains (Figure 24b-

ii) [189], and 128 was used to construct the linear-block copolymer micelle to match the number

of PEG chains (Figure 24b-i). Ten PCL14K-G3-mPEG2K molecules (80 PEGs) were used to

match the size of the PCL3.5K-G3-mPEG2K PDC micelle (Figure 24b-iii). Using geometrical
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Figure 24. (a) TEM images of micelles self-assembled from PDCs obtained in Prof. Hong’s
laboratory: (i) PCL3.5K-G3-mPEG2K, (ii) PCL3.5K-G3-mPEG5K, (iii)

PCL14K-G3-mPEG2K, (iv) PCL14K-G3-mPEG5K; and from the linear copolymers : (v)
PCL3.5K-mPEG2K, (vi) PCL3.5K-mPEG5K, and (vii) PCL14K-mPEG5K. Scale bar = 100
nm. (b) MD simulations of micellar structures formed from (i) 128 PCL3.5K-mPEG2K, (ii)
14 PCL3.5K-G3-mPEG2K, and (iii) 10 PCL14K-G3-mPEG2K (PCL: blue, G3-dendron:

yellow, PEG: red). Water is not shown.
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relationships developed by Nagarajan [193], it is obvious that PDCs have a smaller Nagg than

linear-block copolymers with the same length of linear polymer components, which is consistent

with our MD results. Further, the high flexibility and number of PEG on the exterior of each

PDC can promote the dense packing of the polymer chains, which can result in a CMC decrease.

All the results presented here show that PDC-based micelles are more thermodynamically stable

than those formed from linear block copolymers at the same HLBs.

7.5 Conclusion

In this chapter, we presented experimental and theoretical investigations of modular PDCs

and their self-assembly into nanocarriers, performed in Prof. Hong’s laboratory (experiments)

and in Prof. Král’s laboratory (theory). PDC-based micelles were compared with micelles

formed from linear-block copolymer counterparts. The experimental observations made in Prof.

Hong’s laboratory and our supporting simulations and theoretical analysis clearly illustrate that

the preorganized conical dendron architecture facilitates molecular assemblies with ultra low

CMCs at high HLBs. In addition, DC-based micelles exhibit a significantly greater thermo-

dynamic stability and surface coverage of hydrophilic layers than the linear polymer-based

micelles. The highly stable supramolecular assemblies with homogeneous sizes and morpholo-

gies, highly hydrophilic PEG surfaces, and biocompatibility all prove that PDCs have great

potential to provide a novel, versatile drug delivery platform.



CHAPTER 8

NANOMEDICINE II: POSITIVELY CHARGED DENDRON MICELLES

DISPLAY NEGLIGIBLE CELLULAR INTERACTIONS

8.1 Introduction

In this chapter, we characterize PEGylated dendron-based copolymers (PDCs) with differ-

ent end-group functionalities (-NH2, -COOH, and -Ac) and their assemblies, which have the

potential to become a new class of drug delivery platforms. The synthesis and experimental

characterization of the studied systems were performed by the members of Prof. Seungpyo

Hong’s research group, while theoretical characterization was done by myself. The following

contents are reproduced with permission from ACS Macro Lett., 2(1):77-81, 2013. Copyright

(2012) American Chemical Society (see appendix).

Designing a nanocarrier that elicits controlled biological properties is critical to develop

highly effective multifunctional drug delivery platforms. It has been demonstrated that the cel-

lular interactions of such nanocarriers can be modulated through control over size, morphology,

hydrophobicity, and surface charge [194–198]. Among the numerous investigated nanomaterials,

dendrimers are unique macromolecules that have been successfully developed as a drug delivery

platform. Their well-defined molecular architecture coupled with advantageous properties such

as high branching degree, flexibility, controllable surface chemistry, and multivalency have all
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been implemented, in one way or another, to enhance the efficacy of modern drug delivery

platforms [175,199–201].

Modulation of the surface charge of dendrimers has been used as major design criteria

to control their cellular interactions and toxicity [?, 202–208]. In general, positively charged

amine-terminated (-NH2) dendrimers display a high level of nonspecific cellular interactions and

toxicity because of electrostatic interactions with negatively charged cell membranes, whereas

negative and neutral-charged dendrimers (carboxylated (-COOH) or acetylated (-Ac) surfaces)

do not [203,206,207]. A number of other polycationic polymers, such as poly(L-lysine) (PLL),

polyethylenimine (PEI), and diethylaminoethyl (DEAE)-dextran, have also shown nonspecific,

spontaneous cellular interactions, which leads to high toxicity.

Recently, Prof. Hong’s lab have developed methoxy-terminated (OMe) PEGylated dendron-

based copolymers (PDC-OMe), which are triblock copolymers comprised of a polyester dendron

(Generation 3 (G3), eight surface groups) and two types of linear polymers (polycaprolac-

tone (PCL) and poly(ethylene glycol) (PEG)) [184]. At similar hydrophilic-lipophilic balances

(HLBs), PDCs self-assembled into dendron micelles with high thermodynamic stability as mea-

sured by critical micelle concentrations (CMCs) that were 12 orders of magnitude lower than

those of linearblock copolymer (LBC) counterparts. Additionally, molecular dynamics (MD)

simulations revealed that the surface of the dendron-OMe micelle was almost completely cov-

ered by a dense PEG outer layer as opposed to the LBC micelles, which is expected to be

beneficial by imparting stealth properties to the micelles in vivo [183,209].
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To understand the cellular interactions of dendron micelles at the molecular level, they

engineered the chemical structure of each PDC to be suitable for self-assembly and to display

various end-group functionalities on their surface. To that aim, they hypothesized that the

surface functionality of the formed dendron micelles would largely determine these interactions,

as in dendrimers and other nanocarriers. It was expected that amine-terminated dendron

micelles would tend to interact spontaneously with cell membranes, while negative and neutral

charged micelles would exhibit low levels of cellular interactions. To test this hypothesis, four

structurally similar PDCs that varied only by surface functional group (-NH2, -COOH, -Ac,

and -OMe) were synthesized and self-assembled into dendron micelles. The cellular interaction

of each micelle was evaluated using confocal microscopy and flow cytometry. Surprisingly, they

observed that all four dendron micelles displayed similar cellular uptake and cell-associated

fluorescence. This finding disproved our hypothesis and prompted a thorough investigation of

the potential reasons for these observations, such as size, morphology, surface charge density,

and end-group orientation of the dendron micelles.

8.2 Synthesis of PEGylated Dendron Copolymers

The synthesis and experimental analyses of all PEGylated DCs were performed by Prof.

Hong’s research group. The synthesis of PDC-NH2, PDC-COOH, and PDC-Ac with low

polydispersity indices (PDI < 1.2) was completed using a modified pre-existing protocol (Ta-

ble II) [184]. The molecular weights of the hydrophobic PCL tail and the hydrophilic PEG

chains were 3.5 and 2 kDa, respectively. Each surface-modified PDC was synthesized through

a series of steps starting from BOC-protected PDC (PDC-BOC). Deprotection of PDC-BOC
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TABLE II

MOLECULAR WEIGHT AND POLYDISPERSITY INDICES (PDIS) OF SYNTHESIZED
PDCS

aNumber-averaged molecular weight, Mn, estimated by 1H NMR. Measured by GPC using the
following. bConventional calibration against polystyrene standards. cEluted as multiple broad
peaks due to column interaction [210].

samples theoretical Mw Ma
n M b

n,GPC PDI

PDC-BOC 20,482 21,330 15,684 1.19

PDC-NH2 19,690 18,077 − NA

PDC-COOH 20,042 17,831 13,960 1.17

PDC-Ac 20,026 18,453 14,687 1.18

PDC-OMe 21,990 22,568 15,690 1.02

resulted in amine-terminated PDC (PDC-NH2), and subsequent carboxylation using succinic

anhydride or acetylation using acetic anhydride resulted in PDC-COOH and PDC-Ac, respec-

tively. The dendron micelles with various surface groups were prepared by the self-assembly of

the individual PDCs using the dialysis method and immediately used for further experiments.

8.3 Molecular Dynamics (MD) Simulations of PDCs and Micelles

8.3.1 Computational Methods

The computational modeling was performed by myself. Atomistic MD simulations of indi-

vidual PDC-(NH2)n, PDC-(COOH)n, and PDC-(Ac)n (n = 4, 6, 8 PEG copolymers per PDC)

and dendron micelle assemblies (n = 8) were performed in water with aggregation numbers,

Nagg, of 30. We used the NAMD package and the CHARMM force field (CHARMM27, C35r
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revision for ethers, and general force field) [29,30]. In all the simulations, a Langevin damping

constant of γLang = 0.01 ps−1 was used to achieve a faster relaxation. Nonbonded interactions

were calculated using the cut-off distance of d = 12 Å. Long-range electrostatic interactions

were calculated by the PME method and the MD integration time step was set to 2 fs. The

individual PDCs were solvated and equilibrated for ≈ 10 − 12 ns in TIP3P water, using the

NPT ensemble (VMD) [43], with periodic boundary conditions applied (P = 1 bar and T = 300

K).

8.3.2 Modeling PDC Micelles

To model the dendron micelles used in this study, the monomers were initially spherically

distributed by our codes and hydrated in cells containing 900, 000-1, 000, 000 atoms, with pe-

riodic boundary conditions applied. After short minimizations, the systems were heated to

T = 400 K for fast reorganization, while the volume was kept constant. At the same time, the

central force of F (~r) = k~r with k = 1.0 kcal/mol/Å was applied to several atoms along the

PCL chains of all the copolymers, in order to accelerate aggregation of the micellar core. After

2 ns, the systems were cooled to T = 300 K, and equilibrated at P = 1 bar for ≈ 10 − 12 ns,

using NPT ensemble.

In order to observe in detail the hydrogen bond formation in the peripheral region of different

micelles, we performed three separate simulations, each of them containing a single PEG chain

which was terminated by one of the functional groups (-NH+
3 , -COO−, or -Ac). Initially, the

terminated PEG chain was hydrated in a cell containing 25, 000-30, 000 atoms and counter ions

were added to neutralize the system. The MD simulation conditions were the same as described
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above for the equilibration of the dendron micelles. We fixed a couple of atoms of the PEG chain

(the other end of the PEG chain). After a short minimization, the systems were equilibrated for

12-15 ns. In the case of PEG-NH+
3 , we observed that the amine-hydrogen atoms form hydrogen

bonds (cut-off distance 2.75 Å) with the oxygen atoms of the PEG chain. On the other hand,

we have not observed such hydrogen bond formation for the other two systems (PEG-Ac and

PEG-COO−). In the case of PEG-NH2 micelles, we expect intra and inter-hydrogen bonds

formation.

8.4 Characterization of PDC Micelles

Figure 25A,B shows the particle size distribution, zeta potential, and CMC for dendron

micelles of the four different types. The micelles predominantly exhibited diameters of 20− 60

nm, obtained by dynamic light scattering (DLS). Their particle sizes were stable for up to 21

days at room temperature in water and had the zeta potentials between 20 and 23 mV. The

negative zeta potential value of the dendron-OMe micelles is likely attributed to the presence

of partially negatively charged oxygen atoms near the termini of the PEG chain and is in

agreement with a previous report employing methoxy-terminated polymer micelles [211]. The

zeta potential of the dendron-Ac micelles was close to neutral because the proton in the amide

end group does not appreciably dissociate at pH 5.6 (ddH2O) due to its high pKa value (typically

> 15), maintaining a neutral zeta potential.

The thermodynamic stability of the PDCs was evaluated by measuring the CMC through

monitoring their micelle formation with pyrene used as a fluorescent probe in water and in PBS

[185]. As expected, the surface-modified PDCs displayed very low CMCs on the order of 10−7 M
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at high hydrophilic-lipophilic balances (HLB) of ≈ 16.5. HLB is defined as 20×MH/(MH+ML),

where MH is the mass of the hydrophilic portion and ML is the mass of the lipophilic portion

of an amphiphilic molecule [184, 212]. The CMCs of the PDCs measured in water and PBS

appeared to be very similar under the conditions tested.

Figure 25. Characterization of surface-modified dendron micelles. (A) Hydrodynamic
diameter measurements of dendron micelles using dynamic light scattering. (B) Zeta potential
(ZP) values measured in ddH2O (pH 5.6) and critical micelle concentration (CMC) of dendron

micelles measured in ddH2O and PBS (pH 7.4). Transmission electron micrographs of
dendron micelles comprised of (C) PDC-NH2, (D) PDC-COOH, (E) PDC-Ac, and (F)

PDC-OMe. Scale bar: 50 nm.
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Next, cellular interactions of the dendron micelles were studied. KB cells were treated

with the dendron micelles at a polymer concentration of 4 µM (> 4-fold over CMC) to ensure

that the structure of each micelle remained intact. Rhodamine-labeled, amine-terminated G4

polyamidoamine (PAMAM) dendrimer was prepared as described in previous studies [208,213]

and was used as a positive control in the cell studies at a concentration of 1µM. Unexpectedly,

the dendron-NH2 micelles did not exhibit a higher cellular uptake or cell-associated fluorescence

than other surface-modified micelles. Instead, all surface-modified dendron micelles showed

similar cellular uptake and low cell-associated fluorescence. The results from the dendron-NH2

micelle are in contrast to our positive control achieved with PAMAM-NH2 dendrimers, where we

found that after 60 min of incubation a significant amount of the dendrimers was interacting

with the cells. Our observations related to the dendron-NH2 micelles are also in contrast

with the results of previous reports, where the cellular interactions of G5 and G7 PAMAM

dendrimers with NH2, COOH, and Ac end-group modifications were tested [203,206]. PAMAM-

NH2 dendrimers strongly interacted with KB cells, while PAMAM-COOH and PAMAM-Ac

dendrimers did not exhibit any significant cellular interactions after the same 60 min incubation

time.

To understand this unexpected behavior of the dendron micelles, the influence of a number

of parameters, such as size, morphology, PEG density, and orientation of the end-groups, which

may play roles in determining the cellular interactions of the dendron micelles, have investigated.

Note that nanocarrier-cell interactions are complex and potentially affected by a number of

factors [198]. Transmission electron microscopy (TEM) was used to evaluate the effect of
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size and morphology of the dendron micelles. Figure 25C-F shows electron micrographs of the

dendron micelles after negative staining with 2% phosphotungstic acid. The size of the dendron

micelles observed using TEM correlated with the results obtained using DLS. The micelles also

had a spherical morphology, confirming our previous results (Figure 25) [184].

One possible reason for the absence of observable cellular interactions for the four types of

dendron micelles could be their unusually dense PEG layer due to the dendritic architecture,

as demonstrated in our previous study [184]. PEG is well-known to enhance the evasion of

nanoparticles from detection by the reticuloendothelial system (RES) in vivo [214]. However,

the presence of PEG does not always prevent micelles from nonspecifically interacting with

cells [215, 216]. For amphiphilic polymers that comprise micelles with relatively low HLBs

(typically lower than 3), a significant degree of nonspecific interactions with cell surfaces has

been observed as opposed to those from higher HLB polymers (higher than 8 in general) [217].

In our dendron micelles, a PDC molecule theoretically accommodates eight PEG arms,

resulting in an extraordinarily high PEG density on the PDC surface. Atomistic MD simulations

revealed that the PEG density is significantly increased when the number of PEG chains per

PDC is increased. This high PEG density, along with the almost complete surface coverage of

the PEG outer layer [184], could likely result in the maximized nonfouling effect of PEG, which

would, in turn, minimize nonspecific interactions of the dendron micelles in vitro regardless of

the surface charge.

Another reason for the weak cellular interactions of the dendron micelles could be their

significantly higher ratio of molecular weight to surface functional groups. Each PDC has an
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approximate molecular weight of 18, 000 Da and eight end-groups, resulting in a high molecular-

weight-to-surface-functional-group ratio (≈ 2250). G4 PAMAM dendrimers with an ethylene-

diamine core on the other hand have a theoretical molecular weight of 14, 215 Da and 64

end-groups, resulting in a 10-fold lower ratio (≈ 222). One can thus expect that the end-group

effect of the dendron micelles should be smaller than in dendrimers.

The effect of end-group orientation, which may contribute to the unobservable cellular

interactions of the dendron-NH2 micelles, have also investigated. The hydrogens of the amino-

functional groups on the micelle surface could interact through hydrogen bonding with the

oxygen atoms of the PEG backbone, in analogy to the coupling observed from other ions [218].

This would result in a decreased number of available positive charges to interact with the

plasma membrane. This charge sequestration may be one potential mechanism by which the

dendron-NH2 micelles exhibit limited cellular interactions.

To confirm the intramolecular hydrogen bond formation and compare the overall micelle

parameters, atomistic MD simulations (see computational part) were performed. Since our aim

was to investigate the orientation of each of the employed end-groups, it was not necessary to

match the size of the experimentally produced micelles. Dendron micelles were simulated using

30 PDCs arranged into spherical micelles. The simulated dendron micelle data are presented in

Table III. The PCL core size of each micelle was similar (≈ 8 nm), and the average thickness

of the surface-modified PEG layers ranged between 10 and 11 nm. To observe the details of

intramolecular hydrogen bond formation, three different simulations were carried out, each of

them containing a single PEG chain that was terminated by one of the functional groups, -



117

Figure 26. Atomistic molecular dynamics simulations of the dendron -NH+
3 micelle in water.

Black arrows indicate hydrogen bonding (yellow bonds) between hydrogens (gold balls)
present on the terminal amine group (blue ball; identified by a blue arrow) with the oxygen

atoms (red balls) present on the PEG chain. The hydrogen bond cutoff distance is 2.75 Å. We
expect to observe intra- as well as intermolecular hydrogen bond formation within the micelle.

Water is not shown for clarity.
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TABLE III

DEPENDENCE OF THE TOTAL MICELLE DIAMETER (DTOTAL), CORE DIAMETER
(DCORE) AND PEG CORONA DIAMETER (DPEG) BASED ON AGGREGATION
NUMBER (NAGG) AND MONOMER TYPE. THESE VALUES ARE OBTAINED BY

ANGULAR AVERAGING (10− 12 NS) OF THE RADIAL EXTENSIONS OF THE PEG
CHAINS WITH RESPECT TO THE MICELLE CENTER OF MASS.

Micelles Nagg nm dtotal nm dcore nm dPEG (nm)

dendron-COOH 30 19.21 7.99 11.22

dendron-NH2 30 18.12 8.01 10.11

dendron-Ac 30 17.69 7074 9.95

NH+
3 , -Ac, or -COO−. Hydrogen bonding between amine-hydrogens and oxygen atoms of the

PEG chains was evaluated using a cutoff distance of 2.75 Å. From these simulations, we found

that the PEG chain wraps around the terminal amine group through hydrogen bonding, as

seen in Figure 26. No hydrogen bonding was observed between PEG and the other end-groups

used in this study. Although we focused on one PEG chain in this simulation due to the

long equilibrium time required, in principle, the hydrogen bond formation should be present

throughout the whole micelle, both intra- and intermolecularly. This phenomenon is likely

responsible for the decreased presentation of positive charges at the surface of the dendron-

NH2 micelles, contributing to the reduced cellular interactions.

8.5 Conclusion

In this chapter, we have presented experimental and theoretical investigations of surface-

modified PDCs, with -NH2, -COOH, -Ac, and -OMe surface groups and their self-assembly into
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nanocarrier, performed in Prof. Hong’s (experiments) and in Prof. Král’s laboratory (theory).

The lack of cellular interaction for the dendron -NH2 micelles could be attributed to the dense

PEG layers, the high molecular-weight-to- surface-group ratio (≈ 2250), and the orientation of

end-groups (charge sequestration via hydrogen bond formation). Our results show that surface

modification of the dendronized copolymers does not significantly alter the size or morphology

of the formed micelles. These results provide a guideline for designing highly effective and

targeted drug delivery micelles by overcoming, at times, the nonspecific interactions associated

with PEGylated nanocarriers.



CHAPTER 9

DYNAMICS OF ION BINDING TO GRAPHENE NANOSTRUCTURES

9.1 Introduction

In this chapter, we model the dynamics of ion binding to graphene nanostructures by hy-

brid quantum/classical (QM/MM) simulations. We first perform scanned single-point DFT

calculations of monovalent ions (Na+, Li+, Cl−, F−) at fixed distances above planar graphene-

like H-passivated molecules of different shapes and sizes to obtain potential energy and charge

transfer surfaces. We correlate these static results with our room-temperature QM/MM simula-

tions of the ion-molecule systems, performed in both vacuum and water. Our simulations show

that anions either are physisorbed onto the nanostructures or covalently bind at their selected

regions, depending on the initial conditions, while cations only physisorb onto them. This re-

search was conducted by myself and Mr. Dominic A. Esan. While both of us participated in all

the aspects of research (designing the systems, carrying out the simulations, analyzing data),

Dominic contributed more in preparing the manuscript. The following contents are reproduced

with permission from J. Phys. Chem. C, 117(20):10750-10754, 2013. Copyright (2013) Ameri-

can Chemical Society (see appendix).

Since its recent isolation [67] graphene was the subject of many experimental [219, 220]

and theoretical studies [221]. In particular, chemically functionalized graphene [222–225] has

unique properties and potential applications [19, 226, 227]. Large attention was devoted to

120
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graphene oxidation [228, 229], sulfonation [230], hydrogenation [231–234], fluorination [235–

241], and chlorination [242–245]. Although, F− binds covalently to graphene, Cl− can either

bind covalently or physisorb on it [242, 243]. Functionalized graphene nanostructures, such

as nanoribbons [246] and porous graphene [146], have also been studied for their potential

applications in electronics [151, 247, 248], molecular filtration [142], and nanofluidics [148, 149,

249].

However, it may be difficult to precisely functionalize graphene nanostructures since they

are highly polarizable and they can have locally very different chemistries. Detailed informa-

tion about their chemistry could be obtained in refined experiments. Recently, atomic force

microscopy was used to map subtle differences in bond length and charge density connected

with non-equivalent C-C bonds in polycyclic aromatic hydrocarbons [5]. Alternatively, ad-

vanced simulations can help guiding experiments aiming at precise functionalization of graphene

nanostructures.

With this in mind, we model the dynamics of ion-nanostructure binding. We first use

TeraChem [55] to perform scanned single-point DFT calculations of monovalent ions (Na+,

Li+, Cl−, F−) at fixed distances above planar carbon-based H-passivated molecules of different

shapes and sizes. At each point, we calculate the ion-nanostructure interaction energy and

charge transfer (Mulliken charges considered). In principle, the scans can be performed at

finite temperatures and averaged over a thermal ensemble to predict the binding dynamics

of the components. We compare these results with separate quantum molecular dynamics

simulations of the ion-molecule binding dynamics.
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9.2 Computational Methods

The single-point energy calculations and molecular dynamical simulations were done for cations

(Na+, Li+) at the B3LYP/3-21g∗ level, with dispersion corrections (DFT-D3) [250, 251], while

for anions (F−, Cl−) they were done at the RHF/3-21g level, due to stability reasons. The use

of B3LYP and the relatively small systems studied helps to minimize the self-interaction error

in DFT [252]. We used the Conjugate Gradient (CG) method [253], the convergence criterion

on the total energy of 10−6, the X-matrix tolerance of 10−4, the wavefunction convergence

threshold of 3.0 × 10−5, and the dispersion corrections [250, 251]. Our test calculations of the

systems with other DFT methods (ωPBE, ωB97, ωB97x, and camB3LYP) gave similar results.

In the MD simulations (T = 100 and 300 K), we used the Langevin dynamics with the

damping coefficient of γLang = 1 ps−1, and the time step of 1 fs (no periodic boundary condi-

tions). Given the large power of TeraChem, we can scan the structures at relatively large pixel

density of 0.5 Å (0.25 Å for the edge passage), giving in each scan a picture with ≈ 700 pixels.

9.3 Results and Discussion

9.3.1 Coronene (C24H12)

In Figure 27, we present the potential energy (top) and ion charge (middle) scans obtained

for coronene. The scans were performed at the height of h = 2 Å for F− (left) and h = 2.5

Å for Na+ (right) above the optimized coronene (Figure 27c and f), using the RHF/3-21g and

B3LYP/3-21g∗ levels of theory, respectively.

Figure 27a reveals that the potential energy surface for F− has a pronounced C6 symmetry.

The coupling energy is large between the H atoms of neighboring C rings at the zigzag edges
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Figure 27. Scanning of F− (left) and Na+ (right) ions coupled to coronene, evaluated at h = 2
Å (for F−) and 2.5 Å (for Na+) above its surface. The potential energy surface for (a) F−

(α = −1009.60 au and β = −1009.64 au) and (d) Na+ (α = −1077.97 au and β = −1078.06
au). The charge transfer surface for (b) F− (α = −0.65 and β = −1) and (e) Na+ (α = 1 and
β = 0.8). The dynamics of (c) F− released at h = 4 Å (T = 100 K) and (f) Na+ released at
h = 3.5 Å above the coronene flake (T = 300 K). The flakes are shown for the last simulation
frame, where atoms are colored by charge. The pixel density is 0.5 Å. (a-f) have the same

scale.
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of coronene and it is small in its central region, giving a maximum energy difference is ≈ 1.6

eV (see scale). This can be explained by a large average positive charge on the H atoms of

qH = −0.25e (qC = 0.14e). The charge transfer distribution in Figure 27b shows that the

transfer is large (≈ 0.35 e) above all the carbon atoms. From the binding energy profile, we

expect that the area around the edge H atoms is the most likely target for F− binding.

We compare these predictions with the simulated trajectories of F− released at different

heights above the coronene. When F− is released at h = 4 Å, at the temperature of T = 100

K, it moves to the coronene periphery within 2.5 ps, as seem in Figure 27c. Over there it

Coulombically couples (physisorption) to the polarized coronene and stays between two adjacent

H atoms of the neighboring C rings, within 2.6 Å from each of them. When these simulations

are repeated at T = 300 K, the ion moves along a slightly longer path and again couples between

two the two H atoms. However, when F− is released at h < 3.5 Å above the coronene center

(T = 300 K), it binds covalently to one of the closest C atoms with a bond length of (l ≈ 1.35

Å) . When the room-temperature simulations are performed at h = 4 Å in (nonpolarized) water

(treated classically, TIP3), F− is stabilized within 4 Å from the edge H atoms (B3LYP/6-31g).

We also performed the scans for cations. Figure 27d shows that Na+ coupling is weak and

of a radial symmetry in the negatively charged coronene center (qC = 0.12 e, qH = −0.22

e), indicating a tendency to physisorption. The charge transfer (Figure 27e) is larger in the

peripheral region and of the C6 symmetry. When Na+ is released at h = 3.5 Å (T = 300 K),

it diffuses around its central region at the average height of h ≈ 2.5 Å, shown on the (1 ps)
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trajectory in Figure 27f. In water at T = 300 K, Na+ diffuses at h = 3.5 Å above the coronene

center (B3LYP/6-31g).

9.3.2 Triangular Graphene Flakes

We also want to understand the binding dynamics of ions to other graphene nanostructures.

Therefore, we model the ion binding to triangular H-passivated graphene flakes with zigzag and

armchair edges of different sizes, as shown in Figure 28c and f, respectively (RHF/3-21g level).

Figure 28a shows the potential energy of F− evaluated at h = 2 Å above the zigzag-edge flake. It

has a preference (4.9 eV) for the edge carbons. Figure 28b indicates that large charge transfers

(≈ 0.5 e) occur along the edges. These expectations are confirmed in Figure 28c, showing that

when F− is released at h = 4.8 Å (T = 300 K), it covalently binds within ≈ 1 ps to one of the C

atom at the (side) edge (sp2 to sp3 transition). However, when F− is released at h < 2 Å above

the flake, it binds to the nearest C atom. In experiments, [237–239] graphene fluorination was

done with energetic ions (breaking of diatomic gas bonds by microwave or plasma) that prevent

observation of different chemical functionalization at different graphene regions (bulk, edges).

Next, we present the results of F− scanning at h = 2 Å above the armchair-edge triangular

flake. Figure 28d indicates that the regions around the edge carbons (between the H atoms)

have larger interaction energy (≈ 1.9 eV) but no preference to any particular region is observed.

Figure 28e also reveals a large charge transfer (≈ 35%) occurs above most of the C atoms.

Therefore, when F− is released at h = 3.6 Å (T = 300 K) above the flake, it binds covalently

to C atoms away from the edge (see Figure 28f). This preference in F− binding to internal

carbons might be caused by the edge deformation upon binding [254].
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Figure 28. Sanning of F− ion coupled to zigzag-edge (left) and armchair-edge (right)
triangular graphene flakes, evaluated at h = 2 Å above their surfaces. The potential energy

surface for (a) zigzag (α = −1841.36 au and β = −1841.54 au) and (d) armchair
(α = −1464.97 au and β = −1465.04 au) flakes. The charge transfer surface for (b) zigzag
(α = −0.45 and β = −0.95) and (e) armchair (α = −0.65 and β = −1) flakes. The structure
and dynamics of (c) zigzag flake after 1 ps simulations with F− released at h = 4.8 Å and (f)
armchair flake in 0.4 ps simulations where F− released at h = 3.6 Å. The covalent coupling

formed is seen in both cases.
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Figure 29. Scanning of Cl− (left) and Li+ (right) above coronene (left set), and armchair-edge
triangular H-passivated graphene flake (right set) at h = 2 Å (Cl−) and 2.5 Å (Li+) above the

surface of each molecule. Potential energy surface for (a) Cl− (α = −1374.94 au and
β = −1375.1 au) and (c) Li+ (α = −924.13 au and β = −924.22 au). Charge distribution

surface for (b) Cl− (α = −0.3 and β = −1.0) and (d) Li+ (α = 1.0 and β = 0.78). Potential
energy surface for (e) Cl− (α = −1833.364 au and β = −1833.54 au) and (g) Li+

(α = −1382.57 au and β = −1382.66 au). Charge distribution surface for (f) Cl− (α = −0.3
and β = −1.0) and (d) Li+ (α = 0.92 and β = 0.76).
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9.3.3 Simulation of Other Ions

We also studied the coupling of other ions to graphene flakes. The simulations show that

Cl− covalently binds to larger zigzag and armchair triangular flakes, due to their increased

polarization. Graphene chlorination has also been done in experiments. [242, 244, 245] We

found that the system in Figure 28c is the smallest flake where covalent Cl− binding can

be observed. This indicates that polarization plays a significant role in chlorination of small

graphene structures. On the other hand, Li+ and Na+ bind to triangular flakes by physisorption,

as in coronene (Figure 27d-f).

In Figure 29a-d (left set), we show the results of scanning Cl− (left) and Li+ (right) ions at

the height of h = 2 (Cl−) and 2.5 Å (Li+) above the surface of coronene. In Figure 29e-h (right

set), the same is done above the surface of the armchair triangular flake in Figure 29f. As shown

in Figure 29a and e, the interaction energy of Cl− is weak at the center of both the coronene

and the triangular flake, but it is stronger along the edges. The charge transfer surfaces for

Cl− above these flakes also follow the same pattern, with the highest transfer of ≈ 70% seen

along the ring edges for both molecules (see Figure 28b and f). In contrast, Figure 29c and g

show that Li+ interacts more strongly with the central regions of both flakes, with a maximum

energy difference between the edge and the center of ≈ 2.45 eV. In Figure 29d and h, we can

see a charge transfer (≈ 23%) of a striking structure along the ring edges of both molecules.

Here, the single-point calculations were performed at the B3LYP/3-21g∗ level with dispersion

corrections (DFT-D3).
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9.3.4 Porous Graphene Flakes

It is of large interest to study the dynamics of ions and molecules around nanopores formed

in graphene, due to their numerous applications in nanofluidics, molecular separation, molecular

detection, and energy storage [142, 146, 148, 149, 249]. Here, we describe the coupling of ions

to a rectangular H-passivated flake with a nanopore, shown in Figure 30c. Scanning of F− at

h = 2 Å and Na+ at h = 2.5 Å above the optimized flake is done with the single-point energies

calculated at the RHF/3-21g level.

Figure 30a presents the potential energy surface of F− above the porous flake. Its minimum

energy is at the zigzag-edge C atoms, about ≈ 4.9 eV deeper than in the pore area. The largest

charge transfer also takes place over there (see Figure 30b). Although, this does not provide

a direct evidence about the ion-flake covalent binding, we observe this binding of F− to the

zigzag edge of the regular flake (Figure 30f), when it is released at h ≈ 6 Å and its trajectory

is simulated for 1.5 ps at T = 300 K (B3LYP/6-31g level). When F− is released at h < 3 Å

above the regular flake, it covalently binds to any C atom. Its single-point energy scan with

F− at h = 2 Å gives similar results like in Figure 30a,b.

In Figure 30d, we also show the interaction energy of Na+ to the porous flake. It has two

large energy minima (≈ 3.3 eV) on the sides of the pore. Na+ should physisorb to the porous

flake as in the other structures. The charge transfer is relatively homogeneous across the whole

structure, except of the large transfer at the pore region.
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Figure 30. Scans of F− (left) at h = 2 Å and Na+ (right) at h = 2.5 Å above a rectangular
H-passivated flake with a nanopore of the diameter ≈ 8.25 Å. Potential energy surface for (a)

F− (α = −4872.68 au and β = −4872.86 au) and (d) Na+ (α = −4934.58 au and
β = −4934.70 au). The charge transfer surface for (b) F− (α = −0.45 and β = −1) and (e)

Na+ (α = 1 and β = 0.2). (c) The porous rectangular flake with atoms colored by charge. (f)
Scanned calculations for a regular rectangular flake with F−; (top left) potential energy
surface (α = −3200.94 au and β = −3201.05 au); (top right) charge transfer surface

(α = −0.45 and β = −0.95); (bottom) the rectangular flake with covalently bonded F− at the
edge, obtained after 1.5 ps quantum MD simulation at T = 300 K (F− released at h ≈ 6 Å

above the center of the flake).
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Figure 31. Scanning of Na+ around the base of the zigzag-edge triangular H-passivated flake
shown in Figure 28c (two basal layers of C rings are visualized from the structure). (a) The
potential energy surface (α = −1915.39 au and β = −1915.47 au) and (b) the charge transfer
surface (α = 1.1 and β = 0.4) are calculated in a U-shaped pixel arrangement around the flake

(here, the pixel density is 0.25 Å).
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9.3.5 Passage over the Nanostructure edge

Above, we study ion coupling to a H-passivated nanopore with a diameter of 8.25 Å. Since

nanopores used in practical systems can be relatively large (1−10 nm), here we briefly examine

the passage of ions over the central part of the zigzag edge in the triangular H-passivated flake

shown in Figure 28c. We scan Na+ around the flake at the position of the central H atom,

within 1.6 < h < 5 Å above the flake, at d > 0.7 Å in front of it. The single-point energy

calculations are done at the RHF/3-21g level.

Figure 31a shows that the coupling energy between Na+ and the flake. The energy is large

at h ≈ 3 Å above (below) the flake, but rather small in front of it. We calculate the energy

barrier for Na+ to move from the top to the bottom of the flake (around the U-shape window

in Figure 31), between a point located at h = 2 Å above the flake (≈ 7.5 Å from the left edge of

Figure 31) and a point located d ≈ 1.45 Å in front of the H atoms within the plane of the flake.

Since the barrier is Eb ≈ 1.24 eV, the ion practically can not overcome this barrier at T = 300

K. Figure 31b also reveals that ≈ 0.3 e is passed to Na+ close to the flake, as in coronene

(Figure 27e), while at larger distances the charge transfer is fractional (limited validity).

9.4 Conclusion

In this chapter, we have studied the binding dynamics of monovalent ions to graphene-like

H-passivated flakes. Our scanned ab initio calculations have revealed complex patterns in the

potential energy and charge transfer surfaces of ions coupled to hexagonal, triangular, and

porous graphene-based flakes. The scanned data correlate well with our time-dependent room

temperature quantum molecular dynamics simulations of the ion attachment to the graphene
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flakes. These studies open new avenues into large-scale exploration of nanoscale systems by

first-principle methods.



CHAPTER 10

SELF-ASSEMBLY OF LARGE CARBON-RICH STRUCTURES IN

INTERSTELLAR MEDIUM

10.1 Introduction

In this chapter, we use reactive MD simulations to describe the nucleation of long chains,

large clusters, and complex cage structures in carbon and hydrogen rich interstellar gas phases.

We study how temperature, particle density, presence of hydrogen, and carbon inflow affect the

nucleation of molecular moieties with different characteristics. We derive analytic formulae for

the formation times of the observed structures. We also determine the probability distributions

of the sizes of carbon clusters at different temperatures. This research was conducted by myself.

Carbon-based chemistry of the interstellar medium (ISM) is now an established discipline.

Presence of large variety of organic molecules such as nitriles, aldehydes, alcohols, acids, ethers,

ketones, amines, amides and sugar, as well as many long-chain hydrocarbon compounds in the

dense interstellar medium have been confirmed by infrared, radio, millimeter, and submillimeter

spectroscopic measurement [255–260]. Detection of ring species, including aromatic rings, raises

the possibility that biologically significant ring molecules may exist in the ISM. Between 10%-

30% of the interstellar carbon budget is thought to reside in polycyclic aromatic hydrocarbons

(PAHs) [261].

134
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The presence and chemistry of complex molecules, and their spectral properties, are there-

fore useful probes of the environments in which they reside and provide a fairly faithful history

of molecular clouds. IR emission lines (in the range of 3-14 µm) have been assigned to C-C and

C-H vibration bands of a broad class of polycyclic aromatic hydrocarbons (PAHs) [259,261–266].

The simplest PAH, naphthalene (C10H8) has been found in carbonaceous chondrites [267], sug-

gesting extraterrestrial origin. Although no specific PAH molecule has yet been unambiguously

identified in space, the infrared emission bands have been observed towards nearly all astronom-

ical objects, from highly ionized HII regions to ultraluminous infrared galaxies. Moreover, the

simplest PAH, naphthalene (C10H8) has been already found in carbonaceous chondrites [267],

suggesting its extraterrestrial origin.

The emission features at 7.0, 8.5, 17.4 and 18.9 µm, present in the spectra of Tc1, NGC

7023 and NGC 2023 planetary and reflection nebulae, have been conclusively associated with

the vibrational lines of regular carbon cages (C60 and C70) [268, 269]. Moreover, a large class

of unsolved mysteries in astronomy, such as diffuse interstellar bands (DIB) [270], extended

red emission (ERE) [271], and the 2, 175 Å “bump” [272] trace their origins to large carbon

and/or carbonaceous molecules. Single and multi-layer graphene have strong plasmon excitation

bumps in the vicinity of the 2, 175 Å feature [273]. However, more work in needed to establish

their potential connection in astrophysical conditions. These challenges can not be solved

without a strong theoretical input. Development of a comprehensive and detailed theoretical

models for the origin and evolution of complex organic molecules such as PAHs, fullerenes, and
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other ordered carbon structures may be crucially important for understanding of the role that

prebiotic molecules played on early Earth.

To our knowledge, there are no available dynamical simulations of formation of molecules

with aromatic rings at astrophysically-relevant conditions. However, it is not even clear under

which conditions carbon structures are formed in ISM. Orderly growth of carbon structures

(pentagon and hexagon rings, ring-stacks, ring fusion) from precursor C2 molecules necessitates

conditions close to chemical equilibrium. Under such conditions no significant curvatures form

leading to cage-like structures. Fast inflow of carbon material is needed to form curved carbon

clusters and fullerenes. In the laboratory, fullerenes are created with a remarkable efficiency

(≈ 40 % in a condensing carbon arc) under conditions which are far from chemical equilibrium.

Most models for formation of larger aromatic carbon chains, rings, and cages in ISM work

close to chemical equilibrium. For example, naphthalene (C10H8) can be formed via a barri-

erless reaction of phenyl radical (C6H5) and vinylacetylene (C4H4) [274], and C60 through a

conversion of PAHs into graphene [275]. The latter top-down hypothesis relies on successive

de-hydrogenation of PAHs, and formation of defects (pentagons) in graphene sheets for the

synthesis of C60 in interstellar space. There are a number of issues here: the circumstellar

environment of Tc1 planetary nebula is distinctly hydrogen poor; graphene is only synthesized

in the laboratory and is not believed to naturally exist, and the processes for formation of

laboratory carbon cages is far from equilibrium.

Interstellar gases are often present at very low densities for extended periods of time (equi-

librium). Therefore, it is useful to understand the thermodynamics of these systems. At very
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low density, carbon atoms behave like a monoatomic ideal gas with almost no clusters present

in it. These atoms have a very large configurational space and entropy, which overcomes the

binding enthalpy and destroys all the clusters (G = H−TS); atoms bound in clusters contribute

by a much smaller entropy. As we increase the carbon density, small clusters are formed, since

the entropic gain of atoms released from such clusters is smaller. Therefore, we can observe

gradual formation of larger and larger clusters (dimers, trimers, etc.). Eventually, solid (liquid)

and gas (of different clusters) phases coexist.

It would be hard to simulate ultra-low density systems. These systems may potentially be

studied analytically by equilibrium thermodynamics methods. In this work, we study cluster

formation in higher density carbon-based systems as they approach equilibrium. We use reactive

molecular dynamics (MD) simulations to model the nucleation of carbon clusters, starting from

randomly distributed elementary carbon and hydrogen atoms in a periodic box. We study how

chains, rings, and cages of different sizes and moieties form in regimes relevant to astrophysics

(cold temperatures and low densities), which are several orders of magnitude more diluted

than those considered under laboratory conditions [276, 277]. Since the simulations of cluster

nucleations under such conditions take a long time, we use an approximate description of the

chemical bonds. Moreover, we propose simple analytical fit formulae for the structure formation

times.

10.2 Computational Method

To simulate nucleation of carbon clusters in extraterrestrial space face, we need to solve

several major issues. Since the systems are large, we cannot reasonably investigate them by first
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principle molecular dynamics methods, but we can use semiclassical reactive MD simulations.

These necessitate the knowledge of reactive force fields characterized by appropriate potential

functions describing the change of hybridization of atoms over the time.

Here, we have applied the adaptive intermolecular reactive empirical bond-order (AIREBO)

potential function proposed by Stuart [40], based on the Brenner bond-order potential [39]. This

potential can be used for chemical reactions and intermolecular interactions in condensed-phase

hydrocarbon systems such as liquids, graphite, and polymers. The potential function is given

by

ETotal = EREBO + ELJ + Etors ,

EREBO = V R
ij (rij) + bijV

A
ij (rij) , (10.1)

where V R
ij and V A

ij are repulsive and attractive pairwise potentials between atoms i and j,

separated by rij , and bij is the bond-order term in a Tersoff-type potential [40]. The dispersion

and intermolecular interaction (ELJ) are modeled with a Lennard-Jones (LJ) 12-6 potential,

with universal switching function and connectivity switch [40]. The torsional potential (Etors)

is proportional to bond weights that contribute to the dihedral angle [40].

Another problem of the reactive MD simulations is the timescale of the processes (mostly

because the particle density is low). For example, the estimated time for fullerene formation

through a laser irradiation or arc-discharge methods is 1 ms to several seconds. Therefore,

simulating the whole process is computationally unrealistic. By increasing the density of carbon
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atoms, we can compress the time. However, this compression enhances both the growth and

dissociation of the formed clusters due to their collisions.

We model the self-assembly of clusters from C and/or H atom gases using atomistic reactive

MD simulations with the AIREBO potential [40], as implemented in the LAMMPS package

[278], The systems are modeled in the NVT ensemble at targeted temperature and time step is

0.5 fs. The Langevin damping method [42] is used to thermalize the systems and the damping

co-efficient is 0.01 ps−1. Periodic boundary conditions are applied. Visualization and analysis

of the trajectories are done by VMD [43].

Simulations become progressively more computational expensive with increasing tempera-

tures, as finer time steps are required- the scaling is linear with temperature. For instance, it

took 24 hours to simulate 10, 000 C atoms at T=3, 000 K for ≈ 1 ns simulation time on a 120-

core machine with 2.6 GHz AMD Opteron processors. For the same reason higher temperature

systems are simulated upto 50 ns.

10.3 Results and Discussion

In the actual simulations, 512 carbons atoms in the gas phase are placed in a cubic box with

periodic boundary conditions. We change the density of carbon atoms (4.1×10−6 – 5.8×10−10

Å−3) by varying the box size while keeping the number of atoms fixed. We investigate the

cluster formation at different temperatures (3,000–300 K). We also simulate two systems at

different temperatures where the ratio between carbon atoms and hydrogen atoms are 1 : 1 and

1 : 2, respectively (in a 500 × 500 × 500 Å3 box). Each MD simulation consists of two steps.

First, the system energy is minimized for a short time (5 ps), the systems are heated to the
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target temperature and equilibrated for up to 3 µs. Snapshots of carbon moieties formed at

different times were taken for analysis and reproduction below.

10.3.1 Formation of chain and cage structures: dependence with gas temperature

Experimental evidence suggests that high temperatures are required to transform a flat

structure to a curved moiety [279]. MD simulations were performed at T = 3, 000, 2, 000, 1, 000, 500,

and 300 K. In a composite Figure 32, we give the time snapshots of carbon structure formation

for a box size of 500 × 500 × 500 Å3, giving a carbon particle density of 4.1 × 10−6 Å−3. At

higher temperatures, as expected, diffusion and collision rates are faster and curvature forms at

much earlier times. At top panel, planar clusters (a) form within t=10 ns, followed by fullerene

type and large planar forms of five and six member rings after t = 25 ns (b), while fully formed

fullerene structures (C70 − C84) appear after t = 50 ns (c). Even at early times, defects (pen-

tagons) are present in the moieties heralding the process of curvature formation. After t = 90

ns, nearly all structures are cages.

At T = 2, 000 K, the temperature is still high enough to overcome transition barriers.

Snapshots are given at t = 25, 50, and 75 ns (d-f). The existence of five-member rings at t = 25

ns (d) is a prelude to cage-like structure formation. At t = 50 ns (e), curvature is dramatic

and a fullerene-like structure begins to form. At t = 75 ns, cylindrical nano-structures due

to merger of fullerene-type clusters form. At T = 1, 000 K, even though defects are forming

at short times, t = 50 ns (g), the tendency is to form chain-like structures, while cage-like

structure begin to appear after t = 100 ns (h). At t = 200 ns (i), curvature is clearly evident,

while regularity of the type present at higher temperatures, is lacking. At lower temperatures,
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Figure 32. Self-assembly of carbon atoms at different temperatures (a–c at T = 3, 000 K; d–e
at T = 2, 000 K; g–i at T = 1, 000 K; j–l at T = 500K; most dominant structures are shown).
512 carbon atoms are placed in a cubic box (500× 500× 500 Å3; atom density, ρ = 4.1× 10−6

Å−3). a) Formation of planar clusters (six member rings are well observed) within 10 ns. b)
Fullerene type and big planar cluster with six and five member rings are observed after 25 ns.
c) Almost all carbon atoms form fullerene type clusters (C70 − C84) within 50 ns. d) Planar
structures are formed within 25 ns. e) Formation of cage like structures with five and six
member rings are observed after 50 ns. f) Cylindrical clusters, due to the merger of small

fullerene type clusters, are found within 75 ns. g) Long chains emerge from short chains and
eventually large member rings structures are observed (snapshot taken at 50 ns). h) Several
large member rings form cage like structures (snapshot taken at 100 ns). i) Formation of five
and six member rings are observed after 200 ns. j)Long chains molecules are observed within
50 ns. k) Large member rings emerge from long chains after 100 ns. l) Planar clusters, with

big rings, are found after 200 ns.
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T = 500 or 300 K, cage like formation takes very long times, if at all. Snapshots at t = 50, 100,

and 200 ns (j-l) in the lower panel illustrate that chain formation is readily accomplished with

instances of several irregularly formed rings. At t = 200 ns (l), there’s evidence for curvature

formation, but rings with odd-number of atoms are quite irregular in shape.

While formation of structure at much lower temperatures and densities is hampered by the

slowness in the diffusion and collision rates, it is still possible to glean valuable information

under these conditions by investigating the pattern at higher temperatures and densities. We

calculated the time taken to form small linear or branched chain, with a carbon atom number,

(nC ≈ 30), at different temperatures. As shown in Figure 33, at 300 K, small chains form after

≈ 40 ns, whereas at 3, 000 K, it took ≈ 3.5 ns to form. The formation time at 500 K, 1, 000

K, 2, 000 K, are 28.5 ns, 10.5 ns, 5.2, respectively. The analytic dependence is t(ns)= 23, 153

T−1.10(K).

Figure 33. Self-assembly of carbon atoms to small linear or branched chains at different
temperature. The analytic dependence is t(ns)= 23, 153 T−1.10(K).
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Next, we measured the time of formation of small graphene flakes at different temperatures.

We observed graphene flakes after≈ 9.7 ns at 3, 000 K, whereas at 1, 750 K, we noticed formation

of graphene flakes after 18.4 ns. We did not observed graphene flakes forming at T < 1, 500 K.

This is likely due to existence barrier below T < 1, 750 K. It is then possible to obtain a fit to

the formation time vs. temperature. The analytical form is t(ns) = 339, 404 T−1.31(K). This fit

predicts that a graphene flake, assuming that the classical over the barrier can be penetrated,

would form after t(ns) ∼ 193 at T = 300 K.

10.3.2 Formation of chain and cage structures: dependence with gas density

Next, we study the effect of particle (carbon atom) density on the structure of carbon

cages/clusters. Here, we simulated the clustering process with different carbon atom densities

(4.1 × 10−6 Å−3 – 5.8 × 10−10 Å−3) at T = 3, 000 K. As shown in Figure 32a (carbon atom

density, ρ = 4.1×10−6 Å−3 ), planar cluster formation were observed within 10 ns and all carbon

atoms formed fullerene type clusters after 50 ns (Figure 32c). However, when we decrease the

the concentration of carbon atoms (ρ = 5.1×10−7 Å−3), short chain molecules emerge only after

100 ns. After 450 ns, long chain molecules with cage like clusters were observed. Fullerene type

clusters were observed after 1µs. Interestingly, no graphene flakes formation were observed at

T = 3, 000 K. Graphene flakes formation were observed after 97 ns and 125 ns at 2, 500 K and

2, 000 K, respectively. No graphene flakes were observed at 300 K and 500 K after ≈ 3µs. When

the concentration is 5.8× 10−10 Å−3, we have only found very short carbon chain molecules (n

< 10) after 450 ns; no planar and fullerene type clusters were observed.
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10.3.3 Hydrogenation process

In order to investigate the influence of hydrogen atom addition on the structure of carbon

cages/clusters, we simulate two systems where the ratio between carbon atoms and hydrogen

atoms are 1 : 1 and 1 : 2, respectively. We also investigated the effect of concentration on the

self-assembled structures by varying the atomic concentration. For each study, after a short

minimization, we simulated the cluster formation at different temperatures (3, 000 K, 2, 000 K,

1, 000 K, 500 K and 300 K). Here, we noticed the formation of alkene and other unsaturated

carbon-hydrogen chain molecules along with small carbon clusters and hydrogen molecules. We

observed that hydrogen atoms terminate the growth of big carbon clusters. At low temper-

ature T = 500 K, small chains (terminated with hydrogen atoms) were predominantly found

(Figure 34a). Planar clusters (Figure 34b), terminated by hydrogen atoms, were observed at

T = 1, 000 K. Fullerene type clusters were observed at high temperature T = 2, 000 K (few

hydrogen atoms were absorbed on the surface), as shown in Figure 34c. At low temperatures,

both the C-H and C-C bonds formation are favorable, but at high temperatures C-H bonds

formation is less favorable compared to C-C bonds due to high thermal fluctuation. Therefore,

small hydrogen terminated carbon chains were observed at low temperatures and graphene to

fullerene type clusters were formed at high temperatures.

10.3.4 Carbon inflow: non-equilibrium nucleation

While in a chemical steady-state condition, significant curvature of graphitic sheets, leading

to spontaneous folding to form a cage structure, may not occur at certain low temperatures,

inflow of carbon material could facilitate approach to additional equilibria to curved carbon



145

Figure 34. Formation of Carbon-hydrogen clusters (most dominant structures were shown,
snapshots taken at 200 ns). 256 carbon atoms and 256 hydrogen atoms were placed in cubic
box (500× 500× 500 Å3). a) Short unsaturated chain and branched molecules, terminated

with hydrogen atoms, were formed at T = 500 K. b) Planar clusters, terminated with
hydrogen atoms, were observed at T = 1, 000 K. c) At T = 2, 000 K, fullerene like clusters,

with some hydrogen atoms attached to surface, were found.

clusters and finally to fullerene formation. This situation is more resembling of astrophysical

environments. Here, we investigate the nucleation process under such conditions. To this end,

we simulate with 100 gaseous carbon atom in a 150 Å3 box (atom density, ρ = 2.96 × 10−5

Å−3) at 1, 750 K (all other conditions are the same as describe above). After equilibrating for

10 ns, we save the coordinates of all atoms at the last frame and add another 20 carbon atoms

into the box, keeping it box size fixed (total carbon atoms = 120; atom density, ρ = 3.55×10−5

Å−3). After minimization, we simulate for another 10 ns equilibration at 1, 750 K and save the

coordinates of all atoms of the last frame and repeat the process one more time (total carbon

atoms = 140; atom density, ρ = 4.15× 10−5 Å−3).

As shown in Figure 35a, we observe that planar cluster forms, with few six and five member

rings, after 10 ns. Within 20 ns, formation of bend structure is observed with more six and
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Figure 35. Carbon inflow at T = 1, 750 K. 100 carbon atoms are placed in a cubic box
(150× 150× 150 Å3). a) Formation of planar cluster with few six and five member rings is
observed; snapshot taken at 10 ns. b) Bend cluster, with of six and five member rings, is
observed after 20 ns. c) More bend structure, with all five and six member rings, is formed
after 30 ns (note that some C-C bonds are missing for b and c; this is due to the fact, some
part of these structures are in other periodic boxes and VMD (visualization software) can not
draw bonds in such situations). d)Formation of planar cluster after 10 ns, where 20 carbon
atoms are added after 10 ns simulation of 100 carbon atoms(a). e)Formation of even bigger
planar cluster after 10 ns, where another 20 carbon atoms are added after 10 ns simulation of

120 carbon atoms(d).
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five member rings (Figure 35b) and after 30 ns, curved structures are observed where allmost

all carbon atoms form six or five member rings (Figure 35c). When we add 20 carbon atoms

to structure in Figure 35a and simulate for another 10 ns, we observed more planar structure

compared to Figure 35b, as shown in Figure 35d. The added carbon atoms form bonds with

edge carbon atoms of Figure 35a and tend to create six member rings. When we add another

20 carbon atoms to Figure 35d, we observe more planar structure (Figure 35e) compared to

Figure 35c, as the added carbon atoms again form bonds with edge carbon atoms of Figure 35d

and create more six member rings.

10.3.5 Probability Distribution of Cluster sizes

The carbon structures which form in simulations can have varying distributions according

to atom size, moiety, ring size (pentagon, hexagon) and bond length, depending on the density

and temperature of the gas. There can be large variations in different clusters which form. We

have determined the probability distributions on structure size (C atom number) at different

temperatures and densities. To this end, we simulated two systems with 4, 100 and 10, 000

carbon atoms (carbon density, ρ = 4.0 × 10−6 Å−3 same for both systems) in gas phase at

T = 3, 000 K, 2, 000 K, 1, 000 K, and 500 K. At T = 500 K, the size distribution is obtained

after 200 ns. Similarly, for T = 1, 000, T = 2, 000, and T = 3, 000 K, the size distributions are

obtained after 100ns, 50 ns, and 40ns, respectively. For a particular system, the total number

of formed clusters are divided into bins with each bin containing 25 carbon atoms. Clusters,

having less than 5 carbons atoms are ignored. Simulations are performed for two large systems

containing 4, 100 and 10, 000 atoms. The different statistical distributions are modeled with
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Figure 36. Probability distribuition of carbon clusters (based on atom numbers in each
cluster). (top) Simulated and gamma (blue; α = 2.3902 and θ = 2.6447) probability

distributions of formed cluster sizes with 4, 100 carbon atoms (atom density, ρ = 4.0× 10−6
Å−3) at 500 K. (bottom) Simulated and gamma (blue; α = 1.4441 and θ = 5.3347) probability
distributions of cluster sizes with 10, 000 carbon atoms (atom density, ρ = 4.0× 10−6 Å−3).

The bin size is 25 carbon atoms. The snapshots are taken at 200 ns.
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Figure 37. Probability distribuition of carbon clusters (based on atom numbers in each
cluster). (top) Simulated and gamma (blue; α = 2.0007 and θ = 2.6959) probability

distributions of formed cluster sizes with 4, 100 carbon atoms (atom density, ρ = 4.0× 10−6
Å−3) at 1, 000 K. (bottom) Simulated and gamma (blue; α = 1.4342 and θ = 3.7367)
probability distributions of cluster sizes, with 10, 000 carbon atoms (atom density,

ρ = 4.0× 10−6 Å−3) at 1, 000 K. The bin size is 25 carbon atoms. Snapshot taken at 100 ns.
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Figure 38. Probability distribuition of carbon clusters (based on atom numbers in each
cluster). (top) Simulated and gamma (blue; α = 1.0832 and θ = 3.177804) probability

distributions of obtained cluster sizes, when 4, 100 carbon atoms (atom density,
ρ = 4.0× 10−6 Å−3) are simulated at 2, 000 K (snapshot taken at 50 ns). (bottom) Simulated
and gamma (blue; α = 0.7571 and θ = 2.5915) probability distributions of obtained cluster

sizes, when 4, 100 carbon atoms (atom density, ρ = 4.0× 10−6 Å−3) are simulated at 3, 000 K
(snapshot taken at 40 ns). The bin size is 25 carbon atoms.
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Gamma distribution functions and the parameters for each distribution are given in the figure

captions.

As shown in Figure 36 (top) with 4, 100 atoms at 500 K and sampled at 200 ns, we found

that carbon clusters containing ≈ 100 atoms more likely form. For 10, 000 atoms at 500 K,

sampled at 200 ns, Figure 36 (bottom), we found nearly the same probability distributions of

carbon clusters. For longer equilibration times, several small clusters can merge to big clusters.

Next, we determined the probability distribution for 4, 100 C atoms, Figure 37 (top), and 10, 000

C atoms, Figure 37 (bottom), at 1, 000 K, sampled at 100 ns. In this case, we observed that

the most probable carbon clusters consist of ≈ 75. We also observed that at 1, 000 K, the ring

sizes are smaller in the clusters compare to the clusters at 500 K, as previously discussed. At

2, 000 K, several small graphene flakes and few large curved clusters, with five- and six-member

rings (bowl shape) are observed along with chains molecules. The high formation probability of

the small clusters (≈ 35) is also confirmed by the probability distribution analysis in Figure 38

(top) with 4, 100 C atoms at 2, 000 K, sampled at 50 ns of simulations. When we increase the

temperature to 3, 000 K (4, 100 C atoms and simulation time of 40 ns), we find several small

structures along with fullerene type clusters. The formation of several clusters can be explained

by the high thermal energy in the system. Representative structures formed after the sampling

times are shown as inset in each figure.

10.4 Conclusion

In this chapter, we demonstrate synthesis of large carbon structures in gas phase by using

reactive MD simulations. The formation mechanism of the large clusters and graphene type
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structures were investigated by a series of simulations. The influence of the temperature and

particle density on the shape of structures were studied. It is found that at high temperature

(2, 000-3, 000 K) fullerene type clusters are obtained, whereas at relatively low temperature

graphene type sheets along with long chain molecules/structures are synthesized. The effect of

hydrogen atom addition on the structure of carbon clusters is also studied. At high temperature,

fullerene type clusters are found whereas short and branched chains molecules, terminated with

hydrogen atoms, are observed at low temperature. At higher density of hydrogen atoms, we

find that small unsaturated carbon chains are formed. When the concentration of hydrogen

are relative low graphene type sheet (terminated by hydrogen atoms) and small cluster are

observed. We simulate the self-assembly of carbon structures, in non-equilibrium conditions

of periodic carbon inflow, resembling the astrophysical conditions. The analytical expressions

can be used to predict the timescale of the formation of nanostructures in interstellar medium.

Finally, we determine the probability distributions of cluster sizes at different temperatures and

initial C atom number and compare them with the gamma-distribution.



CHAPTER 11

CONCLUDING REMARKS

The research described in this thesis contributes to the understanding of self-assembly of

various building blocks (atoms, molecules, graphenes) and nanomedicines, with various appli-

cations in drug delivery and chemical separations. We have implemented several theoretical

and computational methods at different length scales to describe the modeled systems. We

have used all-atom, reactive and coarse-grained MD, and ab-initio approaches to investigate

the self-assembly of nanomaterials in various media, stability and structural properties of the

self-assembled systems. The computational models of the studied systems are sufficiently re-

alistic to chemical and physical properties of their experimental analogues and can potentially

be used to investigate new phenomena. In fact, some of our simulations has been experimen-

tally realized later [280] and many of my computational studies were performed to explain

experimental results of our collaborations.

We have demonstrated by classical MD simulations that water nanodroplets can activate

and guide folding of graphene nanostructures. The self-assembly phenomena can be realized

by different types of motions, such as bending, sliding, rolling or zipping that lead to stable or

metastable structures, such as sandwiches, capsules, knots and rings. These complex nanos-

tructures can be potentially used as building blocks of functional nanodevices, with unique

mechanical, electrical or optical properties

153
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We have shown by classical MD that carbon nanotubes can control and guide the self-

assembly of planar graphene nanostructures on their surfaces and in their interiors in vacuum

and in solvents. The self-assembly can proceed by sliding, folding, and rolling motions, leading

to stable or metastable bulky nanostructures, such as knots, rings, and helices. The GNRs

can also hybridize with other nanostructures. The novel hybrid materials can have unique

mechanical, electrical and optical properties, and numerous potential applications.

By using CGMD, we have demonstrated that kinetically stable micelles filled with molecules

in water could be prepared on CNT surfaces. The sizes and filling of the formed micelles could

be controlled by the preparation conditions. We have shown that the lifetimes of the formed

micelles depend on their size, the monomers used, the molecules carried, and the solution. The

outlined methodology can be potentially used in molecular storage, protection, manipulation,

and delivery.

We have used classical MD simulations to show that PCNTs could be used in selective

molecular absorption, transport, and separation. We have shown that saturated water vapor can

be condensed inside PCNTs and pumped out by it, which might be used in active desiccation.

It cans also be used to separate different types of ions from ionic solutions and pumped away

through charged PCNTs, which might be used in batteries and supercapacitors. PCNTs can

also be used as molecular sieves, where molecules can be efficiently separated based on their

coupling to PCNTs. Therefore, PCNTs can be used as an important class of materials with a

broad range of applications.
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Self-assembly of PEGylated linear and dendron-based branched copolymers into micellar

aggregates are studied by atomistic MD simulations. We have characterized the structures

and dynamics of the self-assembled micelles. We have shown that DC-based micelles exhibit

a significantly greater surface coverage of hydrophilic layers than the linear polymer-based

micelles. The highly stable supramolecular assemblies with highly hydrophilic PEG surfaces,

and biocompatibility could provide a novel, versatile drug delivery platform.

We have investigated the binding characteristics of monovalent ions to graphene-like H-

passivated flakes in vacuum and in water by quantum chemical calculations. We have shown

that anions either are physisorbed onto the nanostructures or covalently bind at their selected

regions, depending on the initial conditions, whereas cations only physisorb onto them.

Finally, we have demonstrated the self-assembly of carbon or/hydrogen atoms in gas phase,

leading to long chains, graphene and complex cage structures, by using reactive MD simulations.

The influence of the temperature and particle density on the shape of structures were studied.

At high temperature (2, 000-3, 000 K) fullerene type clusters were obtained, whereas at relatively

low temperature graphene type sheets along with long chain molecules/structures were formed.

The derived analytical expressions can be used to predict the time scale of the formation of

nanostructures in interstellar medium. Probability distributions of cluster sizes at different

temperatures were determined.

In all the above studies, we have shown how we can control the structure and dynamics of

nanoscale systems. The studied systems can be used to perform variety of tasks, such as drug

delivery and separation of liquid mixtures. In the future, self-assembled nanostructures could
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be used as building blocks to build macro-systems. These studied self-assembled complex and

hybrid nanostructures could enrich the spectrum of new materials at the nanoscale.
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142. Blankenburg, S., Bieri, M., Fasel, R., Müllen, K., Pignedoli, C. A., and Passerone, D.:
Porous graphene as an atmospheric nanofilter. Small, 6(20):2266–2271, 2010.

143. Lee, J. and Aluru, N. R.: Separation of gases from gas–water mixtures using carbon
nanotubes. Appl. Phys. Lett., 96(13):133108, 2010.

144. Corry, B.: Designing carbon nanotube membranes for efficient water desalination.
J. Phys. Chem. B, 112(5):1427–1434, 2008.

145. Noy, A., Park, H. G., Fornasiero, F., Holt, J. K., Grigoropoulos, C. P., and Bakajin, O.:
Nanofluidics in carbon nanotubes. Nano Today, 2(6):22–29, 2007.

146. Sint, K., Wang, B., and Král, P.: Selective ion passage through functionalized graphene
nanopores. J. Am. Chem. Soc., 130(49):16448–16449, 2008.

147. Hauser, A. W. and Schwerdtfeger, P.: Nanoporous graphene membranes for efficient
3He/4He separation. J. Phys. Chem. Lett., 3(2):209–213, 2012.



171

148. Nair, R. R., Wu, H. A., Jayaram, P. N., Grigorieva, I. V., and Geim, A. K.: Unim-
peded permeation of water through helium-leaktight graphene-based membranes.
Science, 335(6067):442–444, 2012.

149. Garaj, S., Hubbard, W., Reina, A., Kong, J., Branton, D., and Golovchenko, J. A.:
Graphene as a subnanometre trans-electrode membrane. Nature, 467(7312):190–
193, 2010.

150. Nelson, T., Zhang, B., and Prezhdo, O. V.: Detection of nucleic acids with graphene
nanopores: Ab initio characterization of a novel sequencing device. Nano Lett.,
10(9):3237–3242, 2010.

151. Baskin, A. and Král, P.: Electronic structures of porous nanocarbons. Sci. Rep., 1:36,
2011.

152. Kim, M., Sohn, K., Kim, J., and Hyeon, T.: Synthesis of carbon tubes with mesoporous
wall structure using designed silica tubes as templates. Chem. Commun., 7:652–
653, 2003.

153. Rodriguez, A. T., Chen, M., Chen, Z., Brinker, C. J., and Fan, H.: Nanoporous
carbon nanotubes synthesized through confined hydrogen-bonding self-assembly.
J. Am. Chem. Soc., 128(29):9276–9277, 2006.

154. Kulathunga, D. D. T. K., Ang, K. K., and Reddy, J. N.: Molecular dynamics anal-
ysis on buckling of defective carbon nanotubes. J. Phys. C: Condens. Matter.,
22(34):345301, 2010.

155. Hirai, Y., Nishimaki, S., Mori, H., Kimoto, Y., Akita, S., Nakayama, Y., and Tanaka, Y.:
Molecular dynamics studies on mechanical properties of carbon nanotubes with
pinhole defects. Jpn. J. Appl. Phys., (34):4120–4123, 2003.

156. Hata, H., Saeki, S., Kimura, T., Sugahara, Y., and Kuroda, K.: Adsorption of taxol
into ordered mesoporous silicas with various pore diameters. Chem. Mater.,
11(4):1110–1119, 1999.

157. Burfield, D. R., Lee, K.-H., and Smithers, R. H.: Desiccant efficiency in solvent dry-
ing. a reappraisal by application of a novel method for solvent water assay.
J. Org. Chem., 42(18):3060–3065, 1977.



172

158. Davis, M. E. and Lobo, R. F.: Zeolite and molecular sieve synthesis. Chem. Mater.,
4(4):756–768, 1992.

159. Kalra, A., Garde, S., and Hummer, G.: Osmotic water transport through carbon nanotube
membranes. Proc. Natl. Acad. Sci. USA, 100(18):10175–10180, 2003.

160. Harkins, W. D. and Brown, F. E.: The determination of surface tension (free surface
energy), and the weight of falling drops: The surface tension of water and benzene
by the capillary height method. J. Am. Chem. Soc., 41(4):499–524, 1919.

161. Beu, T. A.: Molecular dynamics simulations of ion transport through carbon nan-
otubes. I. influence of geometry, ion specificity, and many-body interactions.
J. Chem. Phys., 132(16):164513, 2010.

162. Fornasiero, F., Park, H. G., Holt, J. K., Stadermann, M., Grigoropoulos, C. P., Noy,
A., and Bakajin, O.: Ion exclusion by sub-2-nm carbon nanotube pores.
Proc. Natl. Acad. Sci. USA, 11:17250–17255, 2008.

163. Banerjee, S., Murad, S., and Puri, I. K.: Preferential ion and water intake using charged
carbon nanotubes. Chem. Phys. Lett., 434(46):292 – 296, 2007.

164. Park, J. H., Sinnott, S. B., and Aluru, N. R.: Ion separation using a Y-junction carbon
nanotube. Nanotechnology, 17(3):895, 2006.

165. Lee, S. W., Yabuuchi, N., Gallant, B. M., Chen, S., Kim, B.-S., Hammond, P. T., and
Shao-Horn, Y.: High-power lithium batteries from functionalized carbon-nanotube
electrodes. Nat. Nano., 5(7):531–537, 2010.

166. Pan, H., Li, J., and Feng, Y. P.: Carbon nanotubes for supercapacitors.
Nanoscale Res. Lett., 5(7):654–668, 2010.

167. Zhao, W.-H., Shang, B., Du, S.-P., Yuan, L.-F., Yang, J., and Zeng, X. C.: Highly selective
adsorption of methanol in carbon nanotubes immersed in methanol-water solution.
J. Chem. Phys., 137(3):034501, 2012.

168. Mao, Z. and Sinnott, S. B.: Separation of organic molecular mixtures in carbon nanotubes
and bundles: molecular dynamics simulations. J. Phys. Chem. B, 105(29):6916–
6924, 2001.



173

169. The CNT-benzene (or CNT-ethanol) binding energies are calculated as the difference of
the total vdW energy of the system, when the system components are at the
normal binding distance, and when they are separated by 5 nm. averaging of the
energies is done over 200 consecutive frames of the simulation trajectory, with a
1 ps time interval. the binding energy density (kcal/mol/atom) of CNT-benzene
is obtained from dividing the average binding energy by the number of atoms of
benzene molecules. similarly, CNT-ethanol binding energy density is calculated.

170. Wiradharma, N., Zhang, Y., Venkataraman, S., Hedrick, J. L., and Yang, Y. Y.:
Self-assembled polymer nanostructures for delivery of anticancer therapeutics.
Nano Today, 4(4):302–317, 2009.

171. Harada, A. and Kataoka, K.: Supramolecular assemblies of block copolymers in aqueous
media as nanocontainers relevant to biological applications. Prog. Polym. Sci.,
31(11):949–982, 2006.

172. Israelachvili, J. N., Mitchell, D. J., and Ninham, B. W.: Theory of self-assembly of hydro-
carbon amphiphiles into micelles and bilayers. J. Chem. Soc., Faraday Trans. 2,
72:1525–1568, 1976.

173. Whitesides, G., Mathias, J., and Seto, C.: Molecular self-assembly and nanochemistry:
a chemical strategy for the synthesis of nanostructures. Science, 254(5036):1312–
1319, 1991.

174. Rosen, B. M., Wilson, C. J., Wilson, D. A., Peterca, M., Imam, M. R., and Percec,
V.: Dendron-mediated self-assembly, disassembly, and self-organization of complex
systems. Chem. Rev., 109(11):6275–6540, 2009.

175. Hong, S., Leroueil, P. R., Majoros, I. J., Orr, B. G., Baker., J. J. R., and Holl, M. M. B.:
The binding avidity of a nanoparticle-based multivalent targeted drug delivery
platform. Chem. Biol., 14(1):107–115, 2007.

176. McNerny, D. Q., Kukowska-Latallo, J. F., Mullen, D. G., Wallace, J. M., Desai, A. M.,
Shukla, R., Huang, B., Banaszak Holl, M. M., and Baker, J. R.: RGD dendron bod-
ies; synthetic avidity agents with defined and potentially interchangeable effector
sites that can substitute for antibodies. Bioconjugate Chem., 20(10):1853–1859,
2009.

177. Papp, I., Sieben, C., Ludwig, K., Roskamp, M., Bttcher, C., Schlecht, S., Herrmann, A.,
and Haag, R.: Inhibition of influenza virus infection by multivalent sialic-acid-



174

functionalized gold nanoparticles. Small, 6(24):2900–2906, 2010.

178. Kostiainen, M. A., Szilvay, G. R., Lehtinen, J., Smith, D. K., Linder, M. B., Urtti, A., and
Ikkala, O.: Precisely defined proteinpolymer conjugates: Construction of synthetic
dna binding domains on proteins by using multivalent dendrons. ACS Nano,
1(2):103–113, 2007.

179. Tian, L. and Hammond, P. T.: Comb-dendritic block copolymers as tree-shaped macro-
molecular amphiphiles for nanoparticle self-assembly. Chem. Mater., 18(17):3976–
3984, 2006.

180. Poon, Z., Chen, S., Engler, A. C., Lee, H., Atas, E., vonMaltzahn, G., Bhatia, S. N., and
Hammond, P. T.: Ligand-clustered patchy nanoparticles for modulated cellular
uptake and in vivo tumor targeting. Angew. Chem., Int. Ed., 49(40):7266–7270,
2010.

181. Lu, C., Guo, S., Liu, L., Zhang, Y., Li, Z., and Gu, J.: Aggregation behavior of MPEG-
PCL diblock copolymers in aqueous solutions and morphologies of the aggregates.
J. Polym. Sci., Part B: Polym. Phys., 44(23):3406–3417, 2006.

182. Liu, J., Zeng, F., and Allen, C.: In vivo fate of unimers and micelles of a poly(ethylene
glycol)-block-poly(caprolactone) copolymer in mice following intravenous admin-
istration. Eur. J. Pharm. Biopharm., 65(3):309–319, 2007.

183. Ding, B. S., Dziubla, T., Shuvaev, V. V., Muro, S., and Muzykantov, V.: Advanced
drug delivery systems that target the vascular endothelium. Mol. Interventions,
6(1):98–112, 2006.

184. Bae, J. W., Pearson, R. M., Patra, N., Sunoqrot, S., Vuković, L., Král, P., and Hong, S.:
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218. Vuković, L., Khatib, F. A., Drake, S. P., Madriaga, A., Brandenburg, K. S., Král, P., and
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