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SUMMARY

We present a new efficient control framework for controlling groups of heterogeneous stress-

engineered MEMS microrobots for accomplishing the micro-assembly process. The objective is

to maximize the number of controllable microrobots in the system while keeping the number of

external global signals as low as possible (highly underactuated system). This work proposes

a theoretical control strategy that could complete multiple-shapes microassembly from arbi-

trary initial configuration where all the control primitives can be accompanied with a constant

number (O(1)) of control pulses of the power delivery waveform. We show that with the new

control strategy not only we can have a highly underactuated system but also we will have

a robust controllable system which could complete the microassembly started from arbitrary

initial configuration. These control methods are sufficient to implement a system that is robust

against disturbance.

The main contributions of the proposed control strategy is that 1) it can accomplish the

process of the microassembly from arbitrary initial configuration, 2) it can control a highly

underactuated microrobotic-system which allows maximizing the number of simultaneously

individually controllable robots, 3) the size of the programming waveform does not grow with

population size (i.e. size of the control primitive is O(1), 4) it is robust against disturbance and

finally, 5) the assembly can be efficiently nucleated with arbitrary number of seed shapes.

We focus on microrobotic systems that can be modeled as nonholonomic unicycles. We

validate the control policy with hardware experiments for implementing planar assembly using

x



SUMMARY (Continued)

multiple robots with direct drive wheels. These results lay the foundation for developing new

methods to control of a large number of MEMS microrobots.
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CHAPTER 1

INTRODUCTION

(Some parts of this chapter are copied from my published paper with the following citation:

V. Foroutan, R. Majumdar, O. Mahdavipour, S. P. Ward, and I. Paprotny, ” Levitation of

untethered stress-engineered microflyers using thermophoretic (Knudsen) force,” in Tech. Dig.

Hilton Head Workshop 2014: A Solid-State Sensors, Actuators and Microsystems Workshop,

Jun. 2014, pp. 105 – 106)

Authors contributions: Vahid Foroutan performed the experiments and data analysis; Ratul

Majumdar performed the device fabrication and stress-engineering; Omid Mahdavipour helped

in writing the manuscript and drawing the figures; Spencer Ward performed the theoretical

modeling and calculations; Igor Paprotny conceived the idea and supervised the project.

1.1 Microrobots

Micro/nano robots are micro/nano-scale, complex devices designed to perform a specific task

or repeatitve tasks with accuracy. Microscale robotic systems have many applications in areas

such as biomedicine [8], surveillance [9], or microassembly [10]. Magnetic micro/nano robots [1,

2,4,11,12], thermal microflyers [13], miniature (unmanned aerial vehicles) UAVs systems [14–16],

omnicopter micro aerial vehicle [17], the scratch-drive micro-robot [18], optically controlled

bacteria [3], the electric-field-controlled paramecium [19, 20] and the magnetic-field-controlled

1
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bacteria [21,22] are the examples of such microrobots. Figure 1 shows some of these micro/nano

robots.

Figure 1: Micro/nano scale robots: (a) Polymer-Based Wireless Resonant Magnetic Microrobot

[2] c© [2014] IEEE, and (b) Magnetic nano robot [4] c© [2012] IEEE.

The first experimental validation of successful untethered levitation of 300µm×300µm sized

microscale structures (microflyers) was shown in [5]. As shown in [5], the device is actuated

(levitated) by thermal force generated by an underlying microfabricated heater. This is the first

validation of potentially a new type of actuation mechanism for MEMS structures, which may

pave way for new class of free-flying microscale robots. The microflyer chassis was fabricated
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using a surface micromachining process. To stabilize the device during flight, the chassis was

curved out-of-plane using an in-situ masked MEMS stress-engineering process.

The initially planar microrobot chassis was fabricated from polycrystalline silicon (polysil-

icon) using a multi-user MEMS fabrication process. The flyers and the heaters were released

in hydrofluoric acid (49% HF), and out-of-plane curvature was generated using a novel post-

release stress engineering process. Figure 2 shows a scanning-electron micrograph of two of the

stress-engineered microflyers that were successfully levitated during the experiments.

Figure 2: Scanning-electron micrograph of two types of stress engineered microflyers [5].

The microflyers were fabricated attached to the transfer frames [6] to enable successful

transfer and placement on the heater prior to levitation. Figure 3 shows an optical micrograph
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of a transfer frame. Microprobes inserted into the hinges of the transfer frame can be used to

transport the microflyers between their location on the die and the fabricated heater.

Figure 3: Optical micrograph of a stress-engineered microflyer attached to a transfer frame [6]

c© [2008] IEEE, which allows the flyer to be transported and deposited onto the heater. The

frame chassis contains attached shadow masks, which protects it during the deposition of the

stressor layer [5].

It has been demonstrated in [5] both the actuation of microfabricated test structures using

the thermal force, as well as the levitation of the untethered microrobot. Figure 4 shows the
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elevation of a tethered hinged test structure (as shown in the inset optical micrographs) using

thermophoretic force generated by an underlying heater. These experimental results confirm

our theoretical modeling of the thermophoretic force.

Figure 4: Tip height of a tethered hinged (i) test structure during the activation of an underlying

heater [5]. Inset shows the test structure before (left) and after (right) elevation close to its

maximum height.

Figure 5 shows images of microflyers prior to take-off, mid-flight, and after landing, in two

separate levitation experiments. Because the heater was approximately the same size as the
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microflyer, the device would always translate towards its periphery. As expected, landing would

occur as soon as significant part of the microflyer chassis would transit outside of the heated

area.

Figure 5: Two separate successful levitation experiments using two different types of microflyers

(top and bottom) [5]. The optical micrographs show the flyers before (a), during (b) and after

(c) levitation. Red arrow indicates the displacement of the flyers during the experiment.
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1.2 Multi-Microrobotic Systems

A group of centimeter-scale robots with enough on-board capabilities such as on-board power

and communication has been built and controlled in [23,24]. As it has been shown in [25], even

the swarm of millimeter scale robots have been successfully developed with enough on-board

battery, tactile sensing capabilities and ICs for control. Controlling large swarm of simple

microrobots is challenging due to communication and onboard-computation constraints. New

control strategies have to be devised to provide time-efficient independent control of individual

microrobot within a large population. One of the strategies could be dedicated sources of

power and actuation [26–28] for each robot. This could be done by creating local magnetic

fields with an array of microcoils [29, 30] or electrically insulating the subsystems from one

another [31–33] or using resonant frequencies of vibration for a specific component [34] or using

selective transmittance windows made from photonic band gap materials [35]. Another strategy

could be controlling the system by global external signals [36–42]. Researchers have developed

different techniques for external global control signals for the group of micro-scale robots in

the system such as Multi-microrobotic system using optical energy [43–47], Multi-microrobotic

using magnetic fields [48–52] and/or Multi-microrobotic system utilizing physiological energy

[53–57].

Traditional control approaches consider specific control signals for each robot [58, 59], but

these techniques suffer from the linear increase in control and communication bandwidth by

the increase in robots population. This becomes more challenging as the size of the microrobot

decreases.
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In [60,61], controlling a distributed system of many devices that differ in behavior falls under

the concept of Ensemble Control (EC). In Ensemble Control (EC), the robots are modeled as

nonholonomic unicycles with inhomogeneity in turning and linear velocity. By using state

feedback control policy, a globally asymptotically stable ensemble of unicycles controlled by

uniform control inputs is achieved. It has been shown in [61] that the ensemble of nonholonomic

unicycles is asymptotically stable by using a suitable Lyapunov function. Although EC provides

promising control policy to any number of robots in theory, in practice it is not successful for

more than ten robots due to the control error (system noise), which cancels the inhomogeneity

effect. Also, EC needs a perfect state estimation, and the controllers require at worst a matrix

inversion and at best a summation over all robot states which is not practical for a large number

of robots. In [61], the control policy is based on the robots local coordinate, and the trajectory

of each robot is independent and disregards collision, which is impractical for any microrobotic

system due to stiction effects.

Recently microrobots with physical heterogeneity are produced. They respond differently to

a global control signal. Stress-engineered MEMS microrobot (MicroStressBots) [6,7,62,63], in-

dependently controllable magnetic structures with different cross-sections [64], and microrobots

with different resonant frequencies in a global magnetic field [65] are the examples of such mi-

crorobots. The manipulation control primitives based on heterogeneity increase linearly with

the size of the population, making their control challenging. Global Control Selective Response

(GCSR) is a strategy to control and maneuver robots to complete the microassembly. GCSR

uses design-induced heterogeneity of stress-engineered MEMS microrobot (MicroStressBots)
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and causes differences between their trajectories to maneuver the robots from an initial to a

target goal configuration. As stated in [7], GCSR uses the control matrix to control the single

robot sequentially while the other robots are confined to circular trajectories. Although GCSR

could reduce the control signal bandwidth requirements to O(
√
n) where n is the number of

microrobots in the system, it is not an efficient control theory for completing microassembly

from arbitrary initial configuration. As stated in [7], GCSR could only control one microrobot

at each iteration of the microassembly process freely while electrostatically anchored the others,

making their independent control from arbitrary initial configuration difficult. Control strate-

gies in [7] are not able to control two MicroStressBots simultaneously. Hence, creating the

seed-shape for starting the microassembly process could only be possible from specific initial

configurations of microrobots. As it has been shown in [7], the number of control primitives

increases linearly with the number of microrobots, which shows that the control theory cannot

be implemented for a large population of microrobots in the system.

In [66], control strategies for physical homogeneous robots (identical robots) are proposed.

Although it is shown that the manipulation primitives can be accomplished with a constant

number of commands, this system is not controllable in an obstacle free environment and also

is impractical for any microrobotic system due to stiction effects.

In this dissertation, we propose a general microassembly control theory for the highly un-

deractuated system based on physical heterogeneity in an obstacle free environment where all

the control primitives can be accompanied with a constant number (O(1)) of control pulses

of the power delivery waveform. We show that with the new control strategy not only we
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can have a highly underactuated system but also we will have a robust controllable system

which could complete microassembly started from arbitrary initial configuration. First section

of chapter 2 focuses on Stress-Engineered Microrobot (MicroStressBot). We discuss the kine-

matics, fabrication and the power delivery techniques for stress-engineered MEMS microrobot

(MicroStressBots). Second section of chapter 2 discusses the Global Control Selective Response

(GCSR) strategy for controlling multiple Microrobots. Chapter 3 focuses on the Cluster System

I control theory for the highly underactuated system based on physical heterogeneity in an ob-

stacle free environment. In chapter 4, we introduce the Cluster System II that is robust against

disturbance and capable of accomplishing microassembly from arbitrary initial configurations.

Chapter 5 concludes our discussion.



CHAPTER 2

STRESS-ENGINEERED MICROROBOT

(Some parts of this chapter are copied from my paper with the following citation: Vahid

Foroutan, Farhad Farzami, Danilo Erricolo, Ratul Majumdar, and Igor Paprotny, ”SAT-C: An

Efficient Control Strategy for Assembly of Heterogenous Stress-Engineered MEMS Microrobots,”

International Conference on Robotics and Automation (ICRA), 2018.

Authors contributions: Vahid Foroutan conceived the idea, proved it, developed the macroscale

platform for experiments and wrote the paper; Farhad Farzami helped in setting up the ex-

perimental platform and drawing the figures; Danilo Erricolo supervised the project; Ratul

Majumdar helped in drawing some figures; Igor Paprotny defined the project, supervised and

led the paper writing.

(Some parts of this chapter are copied from my paper with the following citation: Vahid

Foroutan, Farhad Farzami, Danilo Erricolo, and Igor Paprotny, ”Efficient Constant-Time Ad-

dressing Scheme for Parallel-Controlled Assembly of Stress-Engineered MEMS Microrobots,”

International Conference on Control, Automation and Robotics (ICCAR), 2018.

Authors contributions: Vahid Foroutan conceived the idea, proved it, developed the macroscale

platform for experiments and wrote the paper; Farhad Farzami helped in setting up the experi-

mental platform and drawing the figures; Danilo Erricolo supervised the project; Igor Paprotny

supervised the paper writing.

11
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2.1 Stress-Engineered Microrobot (MicroStressBot)

Figure 6 shows the schematic of the stress-engineered MEMS microrobot (MicroStressBot).

This robot includes an untethered scratch drive actuator (USDA) and an out-of-plane steering-

arm actuator [62]. The USDA actuator causes forward motion and the steering-arm decides if

the robot moves straight or turns. The USDA is 120 µm × 60 µm × 1.5 µm and the steering-

arm actuator is approximately 120 µm to 160 µm. MicroStressBot is unicycle (can turn in one

direction) and is unidirectional (can only move forward). It is not small-time locally controllable

(STLC). The configuration is defined as q = (x, y, θ) and its configuration space byQ = R2×S1.

The kinematics of MicroStressBot is

q̇= u


cos θ

sin θ

0

 + ω


0

0

1

 (2.1)

where u and ω are linear velocity and turning rate.

The MicroStressBot is fabricated from polycrystalline silicon using a MEMS foundry pro-

cess [68]. Post-processing is used to curve out-of-plane (upwards) the steering arm of Mi-

croStressBot [69]. As it has been shown in [69], a layer of high compressive stressor material

such as Chromium(Cr) is patterned and deposited to provide an out-of-plane curvature. The

thickness of the deposited material and the area covered by the stressor layer must be pre-

cisely defined, such that the steering arm is deflected at the preset actuation voltage. Figure

7 shows the scanning-electron microscope (SEM) image of a MicroStressBot. The microrobot
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Figure 6: The kinematics of the MicroStressBots. a) Trajectory with raised steering arm, b)

Trajectory with lowered steering arm [6] c© [2008] IEEE.

is actuated on a special substrate. The substrate consists of a field of insulated interdigitated

electrodes. A capacitive circuit is built between the body of the microrobot and the substrate

by applying a voltage waveform between the pairs of electrodes. The electric potential of the

formed capacitive coupling provides power for the actuation of the USDA and also controls

the state of the steering arm. The voltage waveform that results in capacitive coupling of the

micrororobt chassis and the substrate is called the control waveform. This waveform has two

parts: a) Control-cycle: the pulses that controls the hysteresis state of the steering arm, and

b)Power-delivery-cycle: that results in the USDA translation. The power-delivery-cycle con-

sists of pulses that change between a minimum Vb and a maximum Vs. In order to actuate
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the USDA, Vs must be greater than the minimum voltage (Vflx) at which the backplate of the

USDA is flexed, while Vb must be less than the maximum voltage (Vrel) at which the flexure in

the backplate is relaxed. Vflx and Vrel are described in more detail in [70].

Figure 7: SEM image of a MicroStressBot [6] c© [2008] IEEE.

The steering arm of MicroStressBot changes its state at two different voltage levels. The

voltage level, at which the steering arm is lowered and the robot is turning, is called snap-down

voltage (Vd) and the voltage level at which the arm is raised and the robot is moving straight,

is called the release voltage (Vu). These voltage levels are the transition voltages of the steering

arm. The steering arm is pulled into contact with the substrate if the voltage applied to the

microrobot is equal or greater the snap-down transition voltage (Vd) and the steering arm is
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Figure 8: Snap-down and release voltages of the MicroStressBots.

released if the voltage applied to the microrobot is equal or less than the release transition

voltage (Vu). The steering-arm position denotes the hysteresis state of the microrobot. When

the arm is raised, the hysteresis state is 0 and when the arm is lowered, the hysteresis state is

1. Figure 8 shows the effect of snap-down and release voltages.
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2.2 GCSR: A Strategy for Multi-Microrobots Control and Assembly

The waveforms that program the hysteresis states of the system are called control primitives.

For a single robot, the control primitive is defined as a triple voltage pulses (Va, Vb, Vp). The

robot moves straight when a control primitive with Va < Vd or Vb < Vu is applied, and the

robot turns when a control primitive with Va > Vd, and Vb > Vu is applied to the system.

Va > Vd, and Vb > Vu keeps the steering arm lowered through the stepping cycle while Va < Vd

or Vb < Vu releases the steering arm. Figure 9 shows the control and power-delivery waveform

for a single MicroStressBot.

As stated in [7], in order to control n microrobots, the control primitive contains up to

2n control pulses. In this work, we propose a new control primitive technique that provides

exactly 6 control pulses for controlling n microrobots and unlike the previous techniques relying

on heterogeneity, does not increase with the population size.

Global Control-Selective Response (GCSR) [7] is a control strategy for planar microassembly

of heterogeneous MicroStressBots. GCSR uses the control matrix for controlling and maneu-

vering the robots from their predefined initial configurations to their target goal configurations.

The strategy of GCSR is utilizing the control matrix to maneuver single robot sequentially to

the final configuration while the other robots turn without advancing to the final configuration.

The control matrix is constructed by a mapping between the accessible control primitives and

the hysteresis states of the system. The control primitives are the waveforms that encode the

hysteresis states of the system and the hysteresis states of the system define the motion of

the individual robots. In the control matrix, each entry contains the hysteresis states of all
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microrobots during the applied control primitive. The resulting sequence of control primitives

is called the control sequence, usually denoted by S. Figure 10 shows the trajectory of a mi-

crorobot D1 from initial (a) to target (b) configuration (docking with a seed-shape (c)), during

the application of control sequence S = {P0, P2, P1, P2, P1, P2, P1, P2, P1}. During this partial

assembly robot D2 orbits without advancing to goal. This type of GCSR (STRING (STRIcly

Non-nested hysteresis Gap)) is designed to be sequential (i.e. one robot at a time is maneuvered

towards the goal) to increase the number of controllable microrobots and enable robust collision

avoidance.

In order to control n microrobots, accessing 2n possible hysteresis states are sufficient but

not necessary. As it is shown in [7], using n+ 1 hysteresis states is enough to control n robots

sequentially (control the single robot sequentially while the other robots are confined to the

circular trajectories) from specific initial configurations (predefined initial configuration). For

an n-microrobotic system, Vdi and Vui define the snap-down and release voltages of microrobot i.

In general, an n-microrobotic system is STRING (STRIcly Non-nested hysteresis Gap) system

if the robots in the system have been sorted according to ascending values of Vdi and Vui. The

n STRING microrobots are labeled Di, where i ∈ {1, ..., n}. It has been shown in [7] that

an n-robot STRING system has exactly n + 1 accessible hysteresis states with the two pulses

control primitive Pj . These pulses snaps down all the microrobot Di steering arms for i ≤ j, and

releases the microrobot Di steering arms for all i > j. Figure 11 shows the relation between the

transition voltages and control primitives for three accessible hysteresis states of the STRING

system.



18

The control matrix that shows the mapping between control primitives and hysteresis states

in a STRING system is called a STRING control matrix. Let matrix A be a control-matrix of

size n×m. Each entry Aij is the microrobot jth hysteresis state when the ith control primitive

is applied. In the STRING control matrix, the robots start turning when the higher index i

control primitives are applied. The STRING control matrix for four devices is:

A =



D1 D2 D3 D4

P1 0 0 0 0

P2 1 0 0 0

P3 1 1 0 0

P4 1 1 1 0

P5 1 1 1 1


(2.2)

The order of the assembly is set by the STRING control matrix (it starts sequentially from

applying control primitives with the highest index i down to the control primitive with i = 1 )

to reduce the parallel motion to sequential motion for single robots (while the other robots are

confined to the circular trajectories). The process of assembling the target goal shape starts with

maneuvering two robots (Dn andDn−1) from specific initial configuration to form the seed shape

while the others are confined to the circular trajectories. As an example, assembly in a system

with 4 microrobots, starts with D4 and D3. In order to control D4 and D3 simultaneously,

22 = 4 hysteresis states are required while the other microrobots are confined to the circular

trajectories (hysteresisstate = 1). As it can be seen from the last three rows of STRING matrix
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A for four robots, D3 and D4 could be exactly in three states while the others are confined

to the circular trajectories (hysteresisstate = 1). In STRING (STRIcly Non-nested hysteresis

Gap) type of GCSR, only 3 out of the 4 hysteresis states for the first two robots forming

the seed-shape are accessible, making their independent control challenging and accomplishing

micro-assembly from an arbitrary initial configuration difficult. It is shown in [7], the first two

robots (Dn and Dn−1) are positioned manually into particular places before the start of the

assembly process in such a way that forming the seed shape does not need the full access to 4

hysteresis states. Following the assembly of the seed shape from the specific initial configuration

of the first two robots, single robots (Di where i ∈ {n− 2, ..., 1}) are maneuvered sequentially,

progressively assembling the target shape using the STRING control matrix. It has been shown

in [7] that microassembly can be implemented on a group of MicroStressBots only from specific

initial configurations if a STRING matrix can be generated for such system. Vdi and Vui are

the snap-down and release voltages of the microrobot i in an n microrobotic system. Let the

number of independent transition voltage levels (pull-down and release voltages) of the global

control signal be called the control voltage bandwidth ζ of a Multi-microStressBots system. The

number of accessible hysteresis states of the system depends on the relation between the robots

hysteresis gaps. Let δv be the maximum deviation of the transition voltage that is revealed

during the operation of the microrobot. The two transition voltages are independent if they

are separated by at least 2δv.

In [7], three different strategies for designing the transition voltage levels of the microrobots

have been proposed. The goal of these techniques is to minimize the control bandwidth size with
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respect to the population size of the robots in the system and create a highly underactuated

system. Nested Hysteresis Gaps (NHG) is the first control strategy introduced in [7]. In NHG,

a system of n steering arms is sorted according to ascending Vdi and descending for Vui. All

2n hysteresis states are accessible in NHG system. However, NHG system suffers from the

large control bandwidth size. In NHG, each robot needs two control voltage levels. Hence, the

control voltage bandwidth in NHG system is ζn = 2n. The other control strategy is Strictly

non-nested hysteresis gaps (STRING) [7]. A system of n steering arms is STRING, if the robots

are sorted corresponding to ascending values of Vdi and Vui. It has been shown in [7] that n+ 1

hysteresis states are accessible in STRING system and the control bandwidth requirement for a

STRING system is ζn = n+ 1. Because the STRING system cannot access all the 2n states, a

sequential mircoassembly algorithm has been deployed in [7] to complete the assembly process.

The third control strategy introduced in [7] is SESat control strategy. It can access at least n+1

hysteresis states which are essential for sequential microassembly algorithm and also the control

bandwidth requirement is ζn = d2
√
ne. As it has been shown in [7], SESat control primitives

increase linearly with the size of the population. Hence, implementing microassembly on a large

number of robots is challenging.

A key contribution of the proposed work is the novel practical, reconfigurable and time

efficient control strategy for GCSR that could complete multi-shapes microassembly (control

strategy that could create multiple target assembly shapes) from arbitrary initial configuration

with constant control primitives.



21

Figure 9: The control and power-delivery waveform for a single MicroStressBot. (a) Turning,

(b) Straight-line motion.
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Figure 10: Trajectories of MicroStressBots D1 and D2 during partial microassembly [6] c© [2008]

IEEE.
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Figure 11: (a) Transition voltages for a STRING system of two microrobots, and (b) Control

primitives that access three of the hysteresis states for the system.
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led the paper writing.

3.1 String-Cluster System

In this section, we introduce a control strategy that not only have the control voltage

bandwidth ζn = O(n) but also is capable of controlling two microrobots simultaneously. We

start with the following definitions:

Definition 1. Nested-Group-Microrobots (NGM) set:

Set of all groups of two Microrobots that forms a Nested-Hysteresis-Gaps (NHGs) structure

is Nested-Group-Microrobots (NGM).

24



25

NGM = {(Di, Dj)|Di, Dj ∈M,Vdj > Vdi, Vui > Vuj ; i, j ∈ N} (3.1)

Vd and Vu are snap-down and release voltages. M is the set of all microrobots in the system.

M = {D1, D2, ..., Dn}; where Di is the ith Micorobot in the system.

Definition 2. Nested-Group-Microrobots Cluster (Cluster): Each member of NGM is called

Cluster.

Cluster = ∀(Di, Dj) ∈ NGM ; i, j ∈ N (3.2)

In each Cluster, we define Vdl = Min(Vdi, Vdj), Vdh = Max(Vdi, Vdj), Vul = Min(Vui, Vuj)

and Vuh = Max(Vui, Vuj), respectively. Figure 12 shows the transition voltages in a Cluster.

Definition 3. STRIctly Non-nested hysteresis-Gaps (String)-Cluster (String-Cluster) system:

This system consists of Clusters where each two microrobots in two different Clusters form a

String system. This system is formed by Equation 3.3.

String − Cluster = {Cluster ∈ NGM |∀Clusterk,

Clusterm(k < m);Vdh,k ≤ Vdl,m, Vuh,k ≤ Vul,m;m, k ∈ N} (3.3)

In an M Clusters microrobotic system, the robots have been sorted according to ascending

values of Vdl, Vdh, Vul and Vuh. In this system, there is always non-nested hysteresis gaps
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Figure 12: Cluster Structure. Vdl = Min(Vd1, Vd2), Vdh = Max(Vd1, Vd2), Vul = Min(Vu1, Vu2)

and Vuh = Max(Vu1, Vu2). Snap-down and release voltages are shown as circles and rectangles.

between each two microrobots belong to different Clusters. Figure 13 shows a String-Cluster

system.

Lemma 1. An M −String−Cluster system has exactly 3
2(n−4)+7 = 3(M −2)+7 accessible

hysteresis states, where M = no. Clusters, n = no. Microrobots and M = n/2.

Proof. By Induction:
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Figure 13: String-Cluster system.

Base condition: An String − Cluster system with M = 2 has seven accessible states.

In each Cluster, we have two microrobots sorted in an NHG system format. Let M = 2

Clusters microrobotic system consist of two Clusters C1 and C2, where each Cluster Ci consists

of two microrobots {D1, D2}. In Cluster C1, the microrobots got 2 states: (0 =arm up) and

(1 = arm down). Hence, we have 22 = 4 states (00 = arm up, arm up), (01 = arm up, arm

down), (10 = arm down, arm up) and (11 = arm down, arm down). Without loss of generality,

Vdh,1 ≤ Vdl,2 and Vuh,1 ≤ Vdl,2. Figure 14 shows the ranges for transition voltages of Cluster

C2, such that the M = 2 Clusters microrobotic system becomes String−Cluster. Let assume
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that Vδ ,..., Vψ are the significantly independent transition voltage levels, ordered such that

Vδ ≤ Vγ ≤ Vβ ≤ Vα ≤ Vζ ≤ Vθ ≤ Vλ ≤ Vε ≤ Vφ ≤ VΩ ≤ Vψ with |VΩ − Vφ| = 2δv and

|Vζ −Vα| = 2δv. Let Vdl,1 = Vε, Vdh,1 = Vφ and Vul,1 = Vβ, Vuh,1 = Vα. It follows that the snap-

down voltage Vdl,2 can have value V1 ∈ (Vφ, VΩ], or voltage V2 = Vφ and the snap-down voltage

Vdh,2 can have value V3 ∈ (VΩ, Vψ], or voltage V4 = VΩ and |Vdh,2 − Vdl,2| ≥ 2δv. Similarly, the

release voltage, Vuh,2 can have the value V5 ∈ (Vζ , Vrel−2δv] or voltage V6 = Vζ , and the release

voltage Vul,2 can have the value V7 ∈ (Vα, Vζ ] or voltage V8 = Vα and |Vuh,2 − Vul,2| ≥ 2δv.

Consequently, for C1 and C2 microrobotic system to remain String −Cluster, the release and

snap-down voltages of C2 could be one of the following combinations: (V1, V5, V3, V7), (V1, V5,

V3, V8), (V1, V6, V3, V8), (V2, V5, V3, V7), (V2, V5, V3, V8), (V2, V6, V3, V8), (V2, V5, V4, V7), (V2,

V5, V4, V8) and (V2, V6, V4, V8).

We examine each case separately.

(V1, V5, V3, V7): because of Vdl,2, Vdh,2 are greater than the snap-down voltages of C1,

(Vdl,2 > Vdl,1), (Vdl,2 > Vdh,1), and (Vdh,2 > Vdl,1), (Vdh,2 > Vdh,1), we can only snap down the

arms of D1 and D2 in C2 after we snap down the arms of C1. Since Vul,2, Vuh,2 is greater than

the release voltages of C1, (Vul,2 > Vul,1, Vul,2 > Vuh,1), and (Vuh,2 > Vul,1) and (Vuh,2 > Vuh,1),

we can only release the arms of C1 after we have released the arms of D1 and D2 in C2. Because

the (Vdh,2 > Vdl,2 > Vdh,1 > Vdl,1), we can snap down C1 and D1 of C2 while D2 of C2 is released.

Since the (Vuh,2 > Vul,2 > Vuh,1 > Vul,1), we can release D1 of C2 while D2 and all other Clusters

are snapped down. Consequently, we can change the states of C2 to 01, 10 or 11 when C1 is in
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state 11. During all other states of the system the state of C2 is 00. Consequently, the number

of accessible hysteresis states increase by exactly 3.

(V1, V5, V3, V8): This case is similar to (V1, V5, V3, V7), except that the arm of D1 of Cluster

C1 is released at the same time as the arm of D2 of Cluster C2. As long as Vdh,2 > Vdl,1, we can

snap down the arm of D2 of C2 only after all other Clusters are in state 11. As a consequence

the number of accessible hysteresis states increase by exactly 3.

(V2, V5, V3, V7): The snap-down voltage D1 of C2 is equal to the snap-down voltage of D2 of

C1, Vdl,2 = Vdh,1. In this case, the arm of D1 of C2 and the arm of D2 of C1 are snapped down

at a same time. Since the release voltage of D1 of C2 is greater than the release voltages of C1,

(Vuh,2 > Vuh,1 > Vul,1), we can only release the arm D2 of C1 after we release the arm D1 of C2.

As in the (V1, V5, V3, V7) case, the state of C2 must be 00 except when C1, is snapped down,

then D1 of C2 can be either 00, 01, 10 or 11 by varying the release voltages. Consequently, the

number of accessible hysteresis states increases by exactly 3.

(V2, V5, V3, V8): This case is similar to (V1, V5, V3, V7), except that the snap-down voltage D1

of C2 is equal to the snap-down voltage of D2 of C1 , Vdl,2 = Vdh,1. In this case, the arm of D1

of C2 and the arm of D2 of C1 are snapped down at the same time. Since the release voltage of

D1 of C2 is greater than the release voltages of C1, (Vuh,2 > Vuh,1 > Vul,1), we can only release

the arm D2 of C1 after we release the arm D1 of C2. In this case, the arm of D1 of Cluster C1 is

released at the same time as the arm of D2 of Cluster C2. As long as Vdh,2 > Vdl,1, we can snap
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down the arm of D2 of C2 only after all other Clusters are in state 11. As in the (V1, V5, V3, V7)

case, the state of C2 is 00 except when C1 is 11, then C2 can be assigned to 00, 01, 10 or 11 by

varying the release voltages. Hence, the hysteresis states number increases by exactly 3.

(V2, V6, V3, V8): This case is similar to (V2, V5, V3, V8).

(V1, V6, V3, V8): This case is similar to (V1, V5, V3, V8).

(V2, V5, V4, V7): This case is similar to (V2, V5, V3, V7).

(V2, V5, V4, V8): This case is similar to (V2, V5, V3, V8).

(V2, V6, V4, V8): This case is similar to (V2, V5, V3, V8).

We know that C1 had four states, by adding C2 to the system the number of states increased

by exactly 3. Hence, in an String − Cluster system with 2 Clusters, the number of accessible

hysteresis states is 7.

Inductive step: Adding a Cluster to the system will increase the number of accessible

control states by exactly 3, if both M and M + 1 Clusters system remain String − Cluster.

Consider M Clusters microrobotic system, C1, ..., CM , where each Cluster Ci consists of

two microrobots (D1, D2), to be a String −Cluster system sorted according to Vdl,i, Vdh,i and

Vul,i, Vuh,i. Without loss of generality, Vdh,M ≤ Vdl,M+1 and Vuh,M ≤ Vul,M+1. The transition

voltages ranges of Cluster CM+1 are shown in Figure 15. This is the structure that causes the

new M + 1 Clusters microrobotic system remain String−Cluster. Let assume that Vδ ,..., Vψ

are the significantly independent transition voltage levels, ordered such that Vδ ≤ Vγ ≤ Vβ ≤
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Figure 14: String-Cluster system. Showing the proof of the base condition of Lemma 1.

Vα ≤ Vζ ≤ Vθ ≤ Vλ ≤ Vε ≤ Vφ ≤ VΩ ≤ Vψ with |VΩ−Vφ| = 2δv and |Vζ−Vα| = 2δv. Let Vdl,M =

Vε, Vdh,M = Vφ and Vul,M = Vβ, Vuh,M = Vα. It follows that the snap-down voltage Vdl,M+1 can

have value V1 ∈ (Vφ, VΩ], or voltage V2 = Vφ and the snap-down voltage Vdh,M+1 can have value

V3 ∈ (VΩ, Vψ], or voltage V4 = VΩ and |Vdh,M+1−Vdl,M+1| ≥ 2δv. Similarly, the release voltage,

Vuh,M+1 can have the value V5 ∈ (Vζ , Vrel − 2δv] or voltage V6 = Vζ , and the release voltage

Vul,M+1 can have the value V7 ∈ (Vα, Vζ ] or voltage V8 = Vα and |Vuh,M+1 − Vul,M+1| ≥ 2δv.
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Consequently, for the M+1 Cluster microrobtic system to remain String−Cluster, the release

and snap-down voltages of CM+1 could be one of the following combinations: (V1, V5, V3, V7),

(V1, V5, V3, V8), (V1, V6, V3, V8), (V2, V5, V3, V7), (V2, V5, V3, V8), (V2, V6, V3, V8), (V2, V5, V4,

V7), (V2, V54, V4, V8) and (V2, V6, V4, V8). We examine each case separately:

Figure 15: String-Cluster system. Showing the proof of the inductive step of Lemma 1.



33

(V1, V5, V3, V7): because of Vdl,M+1, Vdh,M+1 are greater than the snap-down voltages

of C1, ... , CM ; (Vdl,M+1 > Vdh,i > Vdl,i) and (Vdh,M+1 > Vdh,i > Vdl,i), i ∈ ZM where

ZM = {1, ...,M}, we can only snap down the arm of D1 and D2 in CM+1 after we snap down

the arms of all other Clusters. Since Vul,M+1 and Vuh,M+1 is greater than the release voltages

of C1, ... , CM , (Vul,M+1 > Vuh,i > Vul,i) , and (Vuh,M+1 > Vuh,i, Vul,i), i ∈ ZM where

ZM = {1, ...,M}, we can only release the arms of all C1, ... , CM after we have released the

arm of D1 and D2 in CM+1. Because the (Vdh,M+1 > Vdl,M+1 > Vdl,i, Vdh,i), i ∈ ZM where

ZM = {1, ...,M}, we can snap down all other Clusters and D1 of CM+1 while D2 of CM+1 is

released. Since the (Vuh,M+1 > Vul,M+1 > Vuh,i > Vul,i), i ∈ ZM where ZM = {1, ...,M}, we can

release D1 of CM+1 while D2 and all other Clusters are snapped down. Consequently, we can

change the states of CM+1 to 01, 10 or 11 when C1, ... , CM have been assigned state 11. For

the other states the CM+1 is in state 00. As a consequence, the number of accessible hysteresis

states increase by exactly 3.

(V1, V5, V3, V8): This case is similar to (V1, V5, V3, V7), except that the arm of D1 of Cluster

CM is released at the same time as the arm of D2 of Cluster CM+1. As long as Vdh,M+1 > Vdl,M

, we can snap down the arm of D2 of CM+1 only after all other Clusters are in state 11. As a

consequence, the number of accessible hysteresis states increase by exactly 3.

(V2, V5, V3, V7): The snap-down voltage D1 of CM+1 is as same as the snap-down voltage

of D2 of CM , Vdl,M+1 = Vdh,M . The arm of D1 of CM+1 and the arm of D2 of CM are snapped

down at the same time. Since the D1 of CM+1 release voltage is greater than the release voltages
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of C1, ... , CM , Vuh,M+1 > Vul,i, Vuh,i, i ∈ ZM where ZM = {1, ...,M}, we can only release the

arm D2 of CM after we release the arm D1 of CM+1. As in the (V1, V5, V3, V7) case, the state of

CM+1 must be 00 except when C1, ... , CM are all snapped down, then of D1 of CM+1 can be

either 00, 01, 10 or11 by varying the release voltages. Consequently, the number of accessible

hysteresis states increases by exactly 3.

(V2, V5, V3, V8): This case is similar to (V1, V5, V3, V7), except that The snap-down voltage

D1 of CM+1 is equal to the snap-down voltage of D2 of CM , Vdl,M+1 = Vdh,M . The arm of D1

of CM+1 and the arm of D2 of CM are snapped down at the same time. Since the D1 of CM+1

release voltage is greater than the release voltages of C1, ... , CM , Vuh,M+1 > Vul,i, Vuh,i, i ∈ ZM

where ZM = {1, ...,M}, we can only release the arm D2 of CM after we release the arm D1 of

CM+1. In this case, the arm of D1 of Cluster CM is released at the same time as the arm of D2

of Cluster CM+1. As long as Vdh,M+1 > Vdl,M , we can snap down the arm of D2 of CM+1 only

after all other Clusters are in state 11. As in the (V1, V5, V3, V7) case, the state of CM+1 must

be 00 except when C1, ... , CM are all snapped down. when all C1, ... , CM are snapped down

CM+1 can be either 00, 01, 10 or 11. As a consequence, the number of accessible hysteresis

states increase by exactly 3.

(V2, V6, V3, V8): This case is similar to (V2, V5, V3, V8).

(V1, V6, V3, V8): This case is similar to (V1, V5, V3, V8).

(V2, V5, V4, V7): This case is similar to (V2, V5, V3, V7).

(V2, V5, V4, V8): This case is similar to (V2, V5, V3, V8).
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(V2, V6, V4, V8): This case is similar to (V2, V5, V3, V8).

It has been shown that by adding a Cluster to a String −Cluster system, we can increase

the number of hysteresis states by exactly 3. By considering the base case (7 states for the

first two Clusters), it follows by induction that every M −String−Cluster system has exactly

3
2(n − 4) + 7 = 3(M − 2) + 7 accessible hysteresis states, where M= number of Clusters, n =

number of Microrobots and M = n/2. (Base condition = 7 states for the first two Clusters)

Now we can design the control primitives and also the corresponding control matrix. The

3
2(n − 4) + 7 hysteresis states of an M − String − Cluster system are included in the control

matrix. We construct the control primitive Pj(S) such that it assigns the state 11 to all Clusters

Ci for i < j, and 00 to all Cluster Ci for i > j, and based on the value of S, it can assign the

states 00, 01, 10 or 11 to Cj . Pj is defined by two control pulses, Pj(S) = (Va,1, Va,2) with a

decision variable S. Consider the String−Cluster system shown in Figure 16, where Vδ, ..., VΩ

represent significantly independent control voltage levels. S selects the Hysteresis state of Cj :

Cj −Hysteresis− States =



”00”, if S = 0

”01”, if S = 1

”10”, if S = 2

”11”, if S = 3

(3.4)
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Pj(S) =



(Vdl,j , V
+
ul,j) if j ∈ ZM , S = 0

(Vdh,j , V
+
ul,j) if j ∈ ZM , S = 1

(Vdl,j , V
+
uh,j) if j ∈ ZM , S = 2

(Vdh,j , V
+
uh,j) if j ∈ ZM , S = 3

(3.5)

where V +
ul,j = Vul,j + δv and V +

uh,j = Vuh,j + δv.

When S = 0, (Va,1) snaps down the steering arms of all of the Clusters Ci, i ∈ Zj−1, where

Zj−1 = {1, ..., j − 1}, and D1 of Cluster Cj . The second control pulse (Va,2) keeps all the

Clusters Ci, i ∈ Zj−1 snapped down while all other Clusters are released.

For S = 1, (Va,1) snaps down the steering arms of all of the Clusters Ci, i ∈ Zj where

Zj = {1, ..., j}, and also all microrobots D1 of Ck , k > j with Vdl,k = Vdh,j . All the Clusters

Ck , k > j and the microrobot D1 of Cj that were snapped down by the first control pulse will

be released by the second control pulse Va,2.

For S = 2, (Va,1) snaps down the steering arms of all of the Clusters Ci, i ∈ Zj−1, where

Zj−1 = 1, ..., j − 1, and D1 of Cluster Cj . The second control pulse Va,2 keeps all the Clusters

Ci, i ∈ Zj−1 and D1 of Cluster Cj snapped down while all other Clusters are released.

When S = 3, (Va,1) snaps down the steering arms of all of the Clusters Ci, i ∈ Zj , and also

it snaps down all microrobots D1 of Ck, k > j with Vdl,k = Vdh,j . All the Clusters Ck , k > j

that were snapped down by the first control pulse will be released by the second control pulse

Va,2.
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Figure 16: Illustration of control cycle in String-Cluster system. (control primitive Pj(S) ,

where S = 1 )

The (3
2(n−4)+7)×n control matrix A can be formed by the 3

2(n−4)+7 control primitives

constructed by Pj(S). As an example, Equation 3.6 shows such a control matrix for two clusters

(Four robots).
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A =



C1(D1) C1(D2) C2(D1) C2(D2)

P1 0 0 0 0

P2 0 1 0 0

P3 1 0 0 0

P4 1 1 0 0

P5 1 1 0 1

P6 1 1 1 0

P7 1 1 1 1



(3.6)

Let the Matrix A be the String − Cluster control matrix and let the 3
2(n− 4) + 7 control

primitives be the String − Cluster control primitives. These 3
2(n − 4) + 7 control primitives

create 3
2(n − 4) + 7 hysteresis states and we refer to these states as the String − Cluster

hysteresis states. The order of the assembly is set by the String − Cluster control matrix.

In the String − Cluster system instead of the parallel motion of all microrobots, two robots

are controlled and maneuvered toward the target shape progressively while the other robots

confined to the circular trajectories. The process of assembling the target goal shape starts with

maneuvering two robots (Dn = Cn(D2) and Dn−1 = Cn(D1)) from arbitrary configuration to

form the seed shape while the others confined to the circular trajectories. As an example,

the assembly in a system with 4 microrobots starts with D4 and D3. In order to control D4

and D3 simultaneously, 22 = 4 hysteresis states are required while the other microrobots are

confined to the circular trajectories (hysteresisstate = 1). As it can be seen from the last 4
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rows of matrix A (String-Cluster control matrix for four robots in Equation 3.6), D4 and D3 can

be fully controlled and be in 4 states while the others are confined to the circular trajectories

(hysteresisstate = 1). The String−Cluster control matrix shows that the microassembly could

start from arbitrary initial configuration of robots. Following the assembly of the seed shape,

two robots ((Di and Di−1 where i ∈ {n − 2, ..., 1})) are maneuvered in parallel, progressively

assembling the target shape. Because, at each iteration of the assembly process in the String-

Cluster system two robots are controlled and maneuvered, creating multi-seed shapes is easy

and possible. Hence, this system is capable of creating not only one shape microassembly but

also multi-shapes microassembly in different regions. This system is reconfigurable because, in

the case of a disassembly of the target shape due to any reason, the assembly process could

be resumed again starting with the first two robots (Dn and Dn−1) for creating the seed-shape

from an arbitrary initial configuration of microrobots. This system is time-efficient, unlike the

STRING and SESat systems it maneuvers two microrobots simultaneously toward the target

shape at each iteration of the assembly process. It is important to mention that the control

bandwidth in a String−Cluster system is ζn = n+ 2, because adding a Cluster to the system

will increase number the independent voltage levels by exactly 2.

3.2 SATurated-Cluster System (SAT-C)

In this section, we present a new set of control strategies that not only have the control

voltage bandwidth O(
√
n) but also is capable of controlling two microrobots simultaneously.
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Lemma 2. Any M − Cluster system can be sorted such that all 3
2(n − 4) + 7 String-Cluster

hysteresis states are accessible, where M= number of Clusters, n = number of Microrobots and

M = n/2.

Proof:By Construction:

Let an M − Cluster system be a system with (H) independent release voltages and (P )

independent snap-down voltages. It follows that n = 2M ≤ PH, where M = no. Clusters, n

= no. Microrobots and M = n/2. Consider a system, sorted primarily according to snap-down

voltages Vdl,i, Vdh,i and secondarily sorted according to increasing release voltages Vul,i and

Vuh,i. Figure 17 shows the system when P = 4 and H = 4. We call such a system SATurated-

Cluster system (SAT-C). In this system n = 2(P − 1)(H/2) or n = 2(H − 1)(P/2). For this

system, the control primitives Pj(S) could be constructed that can access all the (3
2(n− 4) + 7)

String-Cluster control primitives. Let Pj(S) be a control cycle with six control pulses, Pj(S) =

(Va,1, Va,2, Va,3, Va,4, Va,5, Va,6) with a decision variable S. Unlike the previous techniques, the

new control primitives do not increase with population size, enabling the implementation of

the proposed control system. The control cycle for each control primitive defined by Equation

3.7 contains a sequence exactly 6 control pulses. Again (S) selects the hysteresis state of Cj

in Equation 3.8. We construct the control primitive Pj(S) in Equation 3.7, Where Vmax =

MAX{Vdh,j}, 1 ≤ j ≤ n ; V +
ul,j = Vul,j + δv, V

+
uh,j = Vuh,j + δv, V

−
ul,j = Vul,j − δv and

V −
dl,j = Vdl,j−δv. Pj(S) generates 3

2(n−4)+7 control primitives that construct a String−Cluster

matrix, that assigns all Clusters Ci (i < j) the state 11, and all Cluster Ci (i > j) the state 00,
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while based on the value of (S) it assigns the states 01, 10 or 11 to Cj . Consider the base case,

where all Cj , (j ∈ ZM ) are in state 00.

Pj(S) =



(Vmax, V
−
ul,j , Vdl,j , V

+
ul,j , V

−
dl,j , V

+
uh,j) if j ∈ ZM , S = 0

(Vmax, V
−
ul,j , Vdh,j , V

+
ul,j , V

−
dl,j , V

+
uh,j) if j ∈ ZM , S = 1

(Vmax, V
−
ul,j , Vdl,j , V

+
uh,j , V

+
uh,j , V

+
uh,j) if j ∈ ZM , S = 2

(Vmax, V
−
ul,j , Vdh,j , V

+
ul,j , V

+
dl,j , V

+
uh,j) if j ∈ ZM , S = 3

(3.7)

Cj −Hysteresis− States =



”00”, if S = 0

”01”, if S = 1

”10”, if S = 2

”11”, if S = 3

(3.8)

Proof. We define Group (Gi), i ∈ µ = {1, ...,M/(K− 1)}, (Where M is the number of Clusters

and K is the number of independent snap-down voltages) to be the set of all Clusters Cj ,

(j ∈ ZM ) with equal Vul,j and Vuh,j .

Gi = {Cluster ∈ NGM |∀Clusterk, Clusterm, Vul,j = Vul,k, Vuh,j = Vuh,k;m, k ∈ ZM} (3.9)

We make the inductive argument:

Base condition: Base case keeps all Cluster Cj , (j ∈ ZM ) in state 00.
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Inductive step: after applying of the first two control pulses (Vmax, V
−
ul,j), all Groups

(G1, ..., Gj−1) are in state 11 and all Groups Gi, (i > j − 1) are in state 00. We will show that

by applying the sequence of four more primitive control voltages shown in Equation 3.7, the

system will be in one of the four states of String-Cluster system, where Cluster (Cj) will be in

state 00, 01, 10 or 11 based on the value of (S) while all Clusters (C1, ..., Cj−1) are in state 11

and all Cluster Ci, (i > j) are in state 00. The Vul,i , Vuh,i and Vdl,i, Vdh,i, i ∈ ZM are sorted

in such way that for a Cluster Ck , (k > j), only six different cases could be considered and

possible with respect to its transition voltages:

1. Vdl,j < Vdh,j < Vdl,k < Vdh,k and Vul,j = Vul,k < Vuh,j = Vdh,k (e.g., j = 4 and k = 6 in

Figure 17).

2. Vdl,j < Vdh,j < Vdl,k < Vdh,k andVul,j < Vuh,j < Vul,k < Vuh,k (e.g., j = 1 and k = 6 in

Figure 17).

3. Vdl,j < Vdh,j = Vdl,k < Vdh,k and Vul,j = Vul,k < Vuh,j = Vuh,k (e.g., j = 2 and k = 3 in

Figure 17).

4. Vdl,j < Vdh,j = Vdl,k < Vdh,k and Vul,j < Vuh,j < Vul,k < Vuh,k (e.g., j = 2 and k = 6 in

Figure 17).

5. Vdl,k < Vdh,k ≤ Vdl,j < Vdh,j and Vul,j < Vuh,j < Vul,k < Vuh,k (e.g., j = 2 and k = 4 in

Figure 17).

6. Vdl,j = Vdl,k < Vdh,j = Vdh,k and Vul,j < Vuh,j < Vul,k < Vuh,k (e.g., j = 1 and k = 4 in

Figure 17).
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Figure 17: Example of an SAT-C system with k = 4 and l = 4.

if S = 0 then

Pj(S) = (Vmax, V
−
ul,j , Vdl,j , V

+
ul,j , V

−
dl,j , V

+
uh,j):

Case (a), (b): Vdl,j sets Cluster Cj to state 10, while Ck, k > j is in state 00. V +
ul,j will set

Cj to state 00 and will release D1 of all Clusters Ci (i ≤ j) with Vuh,i = Vuh,j . By applying

the remaining control primitives V −
dl,j , V

+
uh,j , all D1 of all Clusters Ci (i ≤ j) with Vuh,i = Vuh,j

will be snapped down while keeping the state of Cj in 00. Case (c), (d): Vdl,j sets Cluster Cj

to state 10, while Ck, k > j is in state 00. V +
ul,j will set Cj to state 00 and will release D1 of
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all Clusters Ci (i ≤ j) with Vuh,i = Vuh,j . With the remaining control primitives V −
dl,j , V

+
uh,j , all

D1 of all Clusters Ci (i ≤ j) with Vuh,i = Vuh,j will be snapped down while keeping the state

of Cj in 00. Case (e), (f): Vdl,j sets Cluster Cj to state 10, while Ck, k > j is in state 11.

V +
ul,j will set Cj to state 00 and will release Ck, k > j and D1 of all Clusters Ci (i ≤ j) with

Vuh,i = Vuh,j . With the remaining control primitives V −
dl,j , V

+
uh,j , all D1 of all Clusters Ci (i ≤ j)

with Vuh,i = Vuh,j will be snapped down and Ck, (k > j) will be in state 00 while keeping the

state of Cj in 00.

if S = 1 then

Pj(S) = (Vmax, V
−
ul,j , Vdh,j , V

+
ul,j , V

−
dl,j , V

+
uh,j):

In case (a) and (b): Vdh,j assigns Cluster Cj to state 11, and assigns Ck, k > j to be in state

00. Consequently, V +
ul,j will set Cj to state 01 and will release D1 of all Clusters Ci (i ≤ j) with

Vuh,i = Vuh,j . By applying the remaining control primitives V −
dl,j ,V

+
uh,j , all D1 of all Clusters

Ci (i ≤ j) with Vuh,i = Vuh,j will be snapped down while keeping the state of Cj in 01. Case

(c), (d): Vdh,j sets Cluster Cj to state 11 and Ck, k > j to 10. Consequently, V +
ul,j will set

Cj to state 01 and Ck = 00 and will release D1 of all Clusters Ci (i ≤ j) with Vuh,i = Vuh,j .

By applying the remaining control primitives V −
dl,j , V

+
uh,j , all D1 of all Clusters Ci (i ≤ j) with

Vuh,i = Vuh,j will be snapped down while keeping the state of Cj in 01. Case (e), (f): Vdh,j sets

Clusters Cj and Ck , k > j to state 11. Consequently, V +
ul,j will set Cj to state 01 and Ck = 00

and will release D1 of all Clusters Ci (i ≤ j) with Vuh,i = Vuh,j . By applying the remaining

control primitives V −
dl,j ,V

+
uh,j , all D1 of all Clusters Ci (i ≤ j) Vuh,i = Vuh,j will be snapped

down while keeping the state of Cj in 01.
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if S = 2 then

Pj(S) = (Vmax, V
−
ul,j , Vdl,j , V

+
uh,j , V

+
uh,j , V

+
uh,j)

Case (a), (b): Vdl,j sets Cluster Cj to state 10, while Ck, k > j is in state 00. Consequently,

V +
uh,j will keep Cj in state 01. Case (c), (d): Vdl,j sets Cluster Cj to state 10, while Ck, k > j

is in state 00. Consequently, V +
uh,j will keep Cj in state 01. Case (e), (f): Vdl,j sets Cluster Cj

to state 10, while Ck, (k > j) is in state 11. Consequently, V +
uh,j will keep Cj in state 01 and

release Cluster Ck.

if S = 3 then

Pj(S) = (Vmax, V
−
ul,j , Vdh,j , V

+
ul,j , V

+
dl,j , V

+
uh,j):

Case (a), (b): Vdh,j sets Cluster Cj to state 11, while Ck, k > j is in state 00. Consequently,

V +
ul,j will set Cj to state 01 and will release D1 of all Clusters Ci (i ≤ j) with Vuh,i = Vuh,j .

Finally, by applying V +
dl,j , V

+
uh,j , Cj will be in state 11 and all Clusters Ci (i ≤ j) will be snapped

down. Case (c), (d): Vdh,j sets Cluster Cj to state 11 and Ck, (k > j) to 10. Consequently,

V +
ul,j will set Cj to state 01 and Ck = 00 and will release D1 of all Clusters Ci (i ≤ j) with

Vuh,i = Vuh,j . Finally, V +
dl,j and V +

uh,j will set Cj to state 11 again while keeping Ck in state 00.

Case (e), (f): Vdh,j sets Cluster Cj to state 11 and Ck, k > j to 11. By applying V +
ul,j , V

+
dl,j ,

V +
uh,j , Cj will be in 11 while Ck is released.

Theorem 1. Any planning algorithm for the String-Cluster system can be deployed to construct

the control sequence for motion planning the (SAT-C) system.

Proof. Based on Lemma 2, we can construct a String−Cluster control matrix for any (SAT-C)

microrobotic system.
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TABLE I: COMPARISON OF THE CONTROL VOLTAGE BANDWIDTH REQUIREMENTS

AND CONTROL PULSE EFFICIENCY OF NHG, STRING, SESAT, STRING-CLUSTER

AND SAT-C SYSTEMS

Control Strategies

NHG STRING String-

Cluster

SESat SAT-C

ζn 2n n+ 1 n+ 2 d2
√
ne d1 + 2

√
ne

No. control pulses O(n) 2 2 O(n) O(1)

Further reduction in the control bandwidth requirements ζn is possible with Theorem 2.

For a microrobotic system with H independent release and P independent snap-down voltage

levels, the control control voltage bandwidth is ζn = P + H. In an SATurated-Cluster system

(SAT-C), the number of microrobots, is n = (P − 1)(H) or n = (P )(H − 1). It follows that n

is maximized when H = P = ζn/2, and ζn = d1 +
√

1 + 4ne ≈ d1 +
√

4ne = d1 + 2
√
ne. We

call such a system symmetric SATurated-Cluster system (SAT-C). Table I compares the control

voltage bandwidth requirements and the number of control pulses in the control cycle of the

five classes of microrobotic systems: a) NHG, b) STRING, c) SESat, d) String-Cluster and e)

SAT-C.
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3.3 Hardware Experiments

In this chapter, we explain our hardware platform, experimental process and the results.

3.3.1 Robots with two direct-drive wheels

We have implemented the SAT-C algorithm on macroscale robots, which were designed to

emulate the behavior of stress-engineered MEMS microrobots. Our robots have two direct-

drive wheels that can only move forward and can only turn in one direction. Figure 18 shows

the kinematics of the robot. The size of the robot is 18 cm × 13 cm. Let L and W be the

length and width of the robot, respectively. The configuration is defined as q = (x, y, θ) and

its configuration space by Q = R2 × S1. The kinematics of our robot is given by

q̇= u


cos θ

sin θ

0

 + ω


0

0

1

 (3.10)

3.3.2 Hardware system

Our robots are commanded to turn in one direction or to move forward. These commands

are broadcast over 2.4 GHz using XBee 2mW wire antenna. Figure 19 shows the block diagram

of our hardware system.

The control strategies described in previous sections have been tested on groups of robots.

We define two virtual snap-down and release points for each robot. As it was stated before, δv is

the maximum deviation of the transition voltage manifested during the microrobot operation.

The two transition voltages (snap-down or release points) are separated by at least 2δv. We
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Figure 18: a) Schematic of the Robot, b) Kinematics of the Robot.

Figure 19: Block diagram of the system.

chose δv to be 0.5 for our experiments and consequently the transition points are separated by

1. Snap-down point results in turning while the release point causes the robot to move forward.

As it was stated before, SATurated-Cluster system (SAT-C) needs exactly six pulses. These

pulses are broadcast using XBee 2mW wire antenna and each robot reacts to it based on its
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snap-down and release points. Figure 20 shows our eight robots (four Clusters) snap-down and

release points.

Figure 20: Transition control points (snap-down and release points).

We have four Clusters Ci, i ∈ {1, 2, 3, 4}. In each Cluster, we have two robots D1 and D2.

All D1s in Clusters Ci, i ∈ {1, 2, 3, 4} are left handed, hence they turn counter-clockwise and
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all D2s in Clusters Ci, i ∈ {1, 2, 3, 4}, are right handed, and they turn clockwise. Figure 21

shows our four Clusters (eight robots).

Figure 21: Four Clusters: C1(yellow), C2(pink), C3(blue) and C4(black) in the system.

We assigned equal linear and turning velocities to all robots but we experimentally recorded

different speeds due to the system noise. Figure II shows experimentally recorded averages of

the forward speed and the turning rate for each robot in the system.

3.3.3 Single-shape assembly

We applied our proposed control and planning strategies to a group four Clusters (eight

robots). The target shape could be any shape that could be created with our robots. As an

example, we chose a cross shape to be our target shape. Figure 22 shows the target shape.
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Robots D1 D2 D3 D4 D5 D6 D7 D8

Turning rate

(rad/sec)

0.7457 0.7551 0.7340 0.7036 0.7897 0.7754 0.7263 0.7515

Forward speed

(m/sec)

0.089 0.094 0.096 0.082 0.091 0.098 0.086 0.093

TABLE II: EXPERIMENTALLY RECORDED AVERAGES OF THE FORWARD SPEED

AND THE TURNING RATE FOR EACH ROBOT IN THE SYSTEM. (D1, D2)= (C1(D1),

C1(D2)), (D3, D4) =(C2(D1) , C2(D2)), (D5, D6)=(C3(D1), C3(D2)) and finally (D7,

D8)=(C4(D1), C4(D2)).

The robots were operated in 330cm × 330cm environment. We recorded their position using

a digital video camera. The control waveform pulses for the control primitives were broadcast

using XBee 2mW wire antenna from a local PC. The duration of each control primitive was

controlled manually during the execution of the control sequence S.

We conducted a series of experiments to show that our control policy can create the cross

target shape. Figure 23 and Figure 24 show two experiments for our assembly process. These

two assembly experiments were started from two arbitrary initial configurations. As it was

stated, this system is time-efficient, unlike the STRING and SESat systems it maneuvers two
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Figure 22: Cross type of target shapes.

microrobots simultaneously toward the target shape at each iteration of the assembly process.

The time for completing the assembly is shown in Figure III.

3.3.4 Robustness against disturbance

Our proposed control strategy is robust against disturbance because, in the case of a dis-

assembly of the target shape due to any reason, the assembly process could be resumed again

starting with the first two robots (Dn and Dn−1) for creating the seed-shape from an arbitrary

initial configuration of microrobots. Following the construction of the seed shape, two robots

(Di and Di−1 where i ∈ {n−2, n−3, ..., 1}) are maneuvered in parallel, progressively assembling

the target shape.
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We applied our proposed control strategy to a group of two Clusters (four robots). We chose

a cross shape to be our target shape. The control waveform pulses for the control primitives

were broadcast using XBee 2mW wire antenna from a local PC. The duration of each control

primitive was controlled manually during the execution of the control sequence S.

As it was stated in chapter 3, δv is the maximum deviation of the transition voltage man-

ifested during the microrobot operation. The two transition voltages (snap-down or release

points) are separated by at least 2δv. We chose δv to be 0.5 for our experiments and conse-

quently the transition points are separated by 1.

To model the process noise, we apply Gaussian noise to snap-down and release points of

each robot. For each snap-down point, the mean (µ) of the noise is the snap-down point itself

and the standard deviation (σ) is 0.15. Similarly, for each release point, the mean (µ) of the

noise is the release point itself and also the standard deviation (σ) is 0.15.

We conducted an experiment to show that in the case of a disassembly, our control policy

can create the assembly shape again. Figure 25 shows the robustness against disturbance in

our assembly process. Our experiments showed, by sweeping the standard deviation (σ) of the

noise from 0.15 to 0.5, the system is still controllable. By increasing the standard deviation of

the noise beyond 0.5, we will lose the controllability of the whole system. Hence, the system is

not controllable with the standard deviation beyond 0.5 for the applied Gaussian noise.

3.3.5 multiple-shapes assembly

We applied our proposed control and planning strategies to a group four Clusters (eight

robots). The target shape could be any shape that could be created with our robots. In our
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String−Cluster system, the maximum number of target shapes N = n
2 where n is the number

of the robots in the system. We conducted two experiments with a different number of target

shapes. In our first experiment, we chose N = 4 target shapes that each target shape consists of

two robots. The control waveform pulses for the control primitives were broadcast using XBee

2mW wire antenna from a local PC. The duration of each control primitive was controlled

manually during the execution of the control sequence S. Figure 26 shows the experiment for

our assembly process.

In our second experiment, we chose two target shapes that each target shape consists of

four robots (cross shape). The robots were operated in 330cm × 330cm environment. We

recorded their position using a digital video camera. The control waveform pulses for the

control primitives were broadcast using XBee 2mW wire antenna from a local PC. The duration

of each control primitive was controlled manually during the execution of the control sequence

S. Figure 27 shows the experiment for our multiple-shapes assembly process. The assembly

time is shown in Table III. Movies of these assembly experiments are available online at

https://www.youtube.com/watch?v=LwUEuM8vSSs.
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Experiments Single Shape 1 Single Shape 2 Multi-Shapes

1

Multi-Shapes

2

Assembly Time

(min : sec)

5 : 05 3 : 51 6 : 02 4 : 48

TABLE III: EXPERIMENTALLY RECORDED TIME FOR THE ASSEMBLY.
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Figure 23: Experimental assembly data using four Clusters (eight robots). (a) Arbitrary initial

configuration. (b) Forming the seed shape (φk1) using C4(D1) and C4(D2) while the rest are

confined to the circular trajectories. (c) Forming the second intermediate shape (φk2) using

C3(D1) and C3(D2) while the rest are confined to the circular trajectories, (d) Generating the

third intermediate shape (φk3) using C2(D1) and C2(D2) while the rest are confined to the

circular trajectories, and finally (e) Generating the final shape (φk4 = φk) using the C1(D1)

and C1(D2).
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Figure 24: Experimental assembly data using four Clusters (eight robots). (a) Arbitrary initial

configuration, (b) Forming the seed shape (φk1) using C4(D1) and C4(D2) while the rest are

confined to the circular trajectories, (c) Forming the second intermediate shape (φk2) using

C3(D1) and C3(D2) while the rest are confined to the circular trajectories, (d) Generating the

third intermediate shape (φk3) using C2(D1) and C2(D2) while the rest are confined to the

circular trajectories, and finally (e) Generating the final shape (φk4 = φk) using the C1(D1)

and C1(D2).
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Figure 25: Robustness against disturbance experiment using two Clusters (four robots). (a)

Arbitrary initial configuration, (b) Generating the final shape (φk4 = φk) using the C2(D1) and

C2(D2) followed by C1(D1) and C1(D2), (c) Disassembly due to disturbance, (d)Forming the

seed shape (φk1) using C2(D1) and C2(D2) while the rest are confined to the circular trajectories,

and finally (e) Generating the final shape (φk2 = φk) using the C1(D1) and C1(D2).
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Figure 26: Multiple shapes assembly (four shapes) using four Clusters (eight robots). (a)

Arbitrary initial configuration. (b) Forming the first target shape (φk1) using C4(D1) and

C4(D2) while the rest are confined to the circular trajectories, (c) Forming the second target

shape (φk2) using C3(D1) and C3(D2) while the rest are confined to the circular trajectories, (d)

Generating the third target shape (φk3) using C2(D1) and C2(D2) while the rest are confined

to the circular trajectories, and finally (e) Generating the fourth final shape (φk4) using the

C1(D1) and C1(D2).
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Figure 27: Multiple shapes assembly (two cross shapes) using four Clusters (eight robots).

(a) Arbitrary initial configuration. (b) Forming the first seed shape (φk1) using C4(D1) and

C4(D2) while the rest are confined to the circular trajectories, (c) Forming the second seed

shape (φk2) using C3(D1) and C3(D2) while the rest are confined to the circular trajectories,

(d) Generating the first target shape (φk3) using C2(D1) and C2(D2) while the rest are confined

to the circular trajectories, and finally (e) Generating the second final shape (φk4) using the

C1(D1) and C1(D2).
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CLUSTER SYSTEM II: ENABLING GCSR THROUGH CONTROL
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(Some parts of this chapter are copied from my paper with the following citation: Vahid

Foroutan, Farhad Farzami, Danilo Erricolo, and Igor Paprotny, ”Efficient Constant-Time Ad-

dressing Scheme for Parallel-Controlled Assembly of Stress-Engineered MEMS Microrobots,”

International Conference on Control, Automation and Robotics (ICCAR), 2018.

Authors contributions: Vahid Foroutan conceived the idea, proved it, developed the macroscale

platform for experiments and wrote the paper; Farhad Farzami helped in setting up the experi-

mental platform and drawing the figures; Danilo Erricolo supervised the project; Igor Paprotny

supervised the paper writing.

4.1 Cluster-String System

In this section, we introduce a control strategy that is robust against disturbance and capable

to control and complete the assembly process from arbitrary initial configuration.

We start with the following definitions:

Definition 4. Reversed-Nested-Hysteresis-Gaps (RNHG) structure:

Reversed-Nested-Hysteresis-Gaps (RNHG) is the system of n steering arms, sorted according

to descending Vdi, (Vdi − 2δv ≥ Vdj) and ascending Vui, (Vui + 2δv ≤ Vuj), for all i < j.

Definition 5. Reversed-Nested-Group-Microrobots (RNGM) set:

61
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Set of all groups of two Microrobots that forms a Reversed-Nested-Hysteresis-Gaps (RNHG)

structure is Reversed-Nested-Group-Microrobots (RNGM).

RNGM = {(Di, Dj)|Di, Dj ∈M,Vdj < Vdi, Vuj > Vui; (i < j); i, j ∈ N} (4.1)

Vd and Vu are snap-down and release voltages. M is the set of all microrobots in the system.

M = {D1, D2, ..., Dn}; where Di is ith Microrobot in the system.

Definition 6. Reversed-Nested-Group-Microrobots Cluster (R-Cluster): Each member of RNGM

is called R-Cluster.

R− Cluster = ∀(Di, Dj) ∈ RNGM ; i, j ∈ N (4.2)

In each R-Cluster, Vdl = Min(Vdi, Vdj), Vdh = Max(Vdi, Vdj), Vul = Min(Vui, Vuj) and

Vuh = Max(Vui, Vuj), respectively. Figure 28 Shows the transition voltages in a R-Cluster.

Definition 7. Reversed Cluster-STRIctly Non-nested hysteresis-Gaps (R-Cluster-String) sys-

tem:

This system consists of one R-Cluster for the first two microrobots in the system. The

snap-down and release voltages of the third microrobot are as same as Vdl and Vul of the

first R-Cluster in the system. The rest of the microrobots sorted according to descending

values of Vd, and secondarily sorted according to descending values of Vu. A R-Cluster-String
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Figure 28: R-Cluster Structure. Vdl = Min(Vd1, Vd2), Vdh = Max(Vd1, Vd2), Vul =

Min(Vu1, Vu2) and Vuh = Max(Vu1, Vu2). Snap-down and release voltages are shown as cir-

cles and rectangles.

microrobotic system has non-nested hysteresis gaps between every two microrobots except the

first two microrobots in the first R-Cluster. If Vdj − Vdi ≤ 2δv, and Vuj − Vui ≤ 2δv then those

two microrobots cannot be controlled independently. Figure 29 shows the R-Cluster-String

system.
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Lemma 3. An R-Cluster-String system has exactly n+ 2 accessible hysteresis states, where n

= no. Microrobots in the system.

Proof. By Induction:

Base condition: An R-Cluster-String system with one R-Cluster has four accessible states.

In an R-Cluster, we have two microrobots sorted in an RNHG system format. Consider the

R-Clusters C1 consists of two microrobots {D1, D2}. In the R-Cluster C1, each microrobot has

2 states: (0 =arm up) and (1 = arm down). Hence, we have 22 = 4 states (00 = arm up, arm

up), (01 = arm up, arm down), (10 = arm down, arm up) and (11 = arm down, arm down).

Inductive step: Increasing the size of the system by exactly one microrobot (changing an

n microrobotic system to an n + 1 microrobotic system), adds exactly 1 accessible hysteresis

state to the system if both n and n+ 1 microrobotic systems are R-Cluster-String.

Consider an n R-Cluster-String microrobotic system. Let D1, ..., Dn, be the microrobots

in the system. Figure 29 shows the ranges for control voltages of Microrobot Dn+1, in such

a way that the new n + 1 microrobotic system remain R-Cluster-String (Vd,n+1 ≤ Vd,n and

Vu,n+1 ≤ Vu,n). Assume Vδ ,..., VΩ are significantly independent transition voltage levels.

Consider Vδ ≤ Vγ ≤ Vβ ≤ Vα ≤ Vθ ≤ Vλ ≤ Vε ≤ VΩ. Let Vd,n = Vλ and Vu,n = Vγ . The

snap-down voltage Vd,n+1 can have value V1 = Vλ, or voltage V2 ∈ (Vλ, Vθ]. The release voltage,

Vu,n+1 can have the value V3 = Vγ or voltage V4 ∈ (Vγ , Vδ]. Consequently, the n+1 microrobotic

system will be remained R-Cluster-String, if the release and snap-down voltages for Dn+1 are

one the following combinations: (V2, V4), (V1, V4) and (V2, V3). We examine each case:
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Figure 29: R-Cluster-String system. Showing the proof of the inductive step of Lemma 1.

(V2, V4): because of Vd,n+1, is less than the snap-down voltages of D1, ... , Dn; (Vd,n+1 <

Vd,i), i ∈ Zn where Zn = {1, ..., n}, we can snap down the arm of Dn+1 before the arms of all

other robots. Since Vu,n+1, is less than the release voltages of D1, ... , Dn ; (Vu,n+1 < Vu,i),

i ∈ Zn where Zn = {1, ..., n}, we can only release the arm of Dn+1 while the arms of all

other robots are released. During all other states of the system, the state of Dn+1 is 1. As a

consequence the number of accessible hysteresis states increases by exactly one.

(V1, V4): In this case, the arm of Dn and Dn+1 are snapped down at the same time. Because

Vu,n+1 < Vu,i, i ∈ Zn where Zn = {1, ..., n}, we can release the arm of Dn+1 only after all other
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devices are release (hysteresis state = 0) which means Dn+1 is in state 1 if at least one of the

other robots is snapped down. Dn+1 could 0 or 1 when the other robots are in state 0. Hence,

the number of accessible hysteresis states increases by one.

(V2, V3): This case is similar to (V2, V4) but the arm of Dn+1 and Dn are released at the

same time. Since Vd,n+1, is less than the snap-down voltages of D1, ... , Dn ; (Vd,n+1 < Vd,i),

i ∈ Zn where Zn = {1, ..., n}, we can snap down the arm of Dn+1 when all robots are at state

0. Hence, Dn+1 could 0 or 1 when the other robots are in state 0 and during all other states

Dn+1 is in state 1. Hence, the accessible hysteresis states number increases by one.

It has been shown that the addition of one microrobot to a R-Cluster-String system, in-

creases the accessible hysteresis states number by exactly one. We know that the base condition

with n = 2 has four states. Hence, R-Cluster-String can access exactly n+ 2 hysteresis states.

Now we construct the control primitives for accessing the n+ 2 hysteresis states and based

on the constructed the control primitives, we will form the (n + 2) × n control matrix for the

R − Cluster − String system. We define two different control primitives P12(S) and Pi(S)

where i ∈ {3, ..., n}.

We construct the control primitive P12(S) such that it assigns the state 1 to all Di for

i ∈ {3, ..., n}, and based on the value of S, it can assign the states 00, 01, 10 or 11 to D1 and

D2. P12(S) consists a control cycle with two control pulses, P12(S) = (Va,1, Va,2) with a decision

variable S. Equation 4.4 shows P12(S). Consider the R-Cluster-String system shown in Figure
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30, where Vδ, ..., VΩ represent significantly independent control voltage levels. S selects the

Hysteresis state of C1.

(D1, D2)−Hysteresis− States =



”00”, if S = 0

”01”, if S = 1

”10”, if S = 2

”11”, if S = 3

(4.3)

P12(S) =



(Vdl, V
+
ul ) if S = 0

(Vdl, V
+
uh) if S = 1

(Vdh, V
+
ul ) if S = 2

(Vdh, V
+
uh) if S = 3

(4.4)

where V +
ul,j = Vul,j + δv and V +

uh,j = Vuh,j + δv.

When S = 0, the steering arms of all the microrobots Di, i ∈ {3, ..., n}, and D2 of the R-

Cluster C1 are snapped-down with the first control pulse (Va,1). The second control pulse (Va,2)

keeps all the microrobots Di, i ∈ {3, ..., n} snapped down while releasing D2 of the R-Cluster

C1. Hence, D1 and D2 are in state ”00”. Figure 30 a) shows the control primitive.

For S = 1, the steering arms of all the microrobots Di, i ∈ {3, ..., n}, and D2 of the R-

Cluster C1 are snapped-down with the first control pulse (Va,1). The second control pulse (Va,2)
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keeps all the microrobots Di, i ∈ {2, ..., n} snapped down. Hence, D1 and D2 are in state ”01”.

Figure 30 b) illustrates the control primitive.

For S = 2, the steering arms of all the microrobots Di, i ∈ {1, ..., n} are snapped-down

with the first control pulse (Va,1). The second control pulse (Va,2) keeps all the microrobots Di,

i ∈ {3, ..., n} and D1 of the R-Cluster C1 snapped down while releasing D2 of the R-Cluster

C1. Hence, D1 and D2 are in state ”10”. Figure 30 c) illustrates the control primitive.

For S = 3, the steering arms of all the microrobots Di, i ∈ {1, ..., n} are snapped-down with

the first control pulse (Va,1). the second control pulse (Va,2) keeps all the micrororobts snapped

down. Hence, D1 and D2 are in state ”11”. Figure 30 d) illustrates the control primitive.

We now construct the control primitive Pi, i ∈ {3, ..., n} such that it assigns the state 1 to

all Dj , j ∈ {1, ..., n} for j > i and 0 to all Dj , j < i and finally, based on the value of S it can

assign 0 or 1 to Di.

Pi(S) is defined by a control cycle of two control pulses, Pi = (Va,1, Va,2) with a decision

variable S. Equation 4.6 shows Pi(S). Consider the R-Cluster-String system shown in Figure

31.

Di −Hysteresis− States =


”0”, if S = 0

”1”, if S = 1

(4.5)
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Pi(S) =



(Vd,i+1, V
+
u,i+1) if S = 0, i ∈ {1, ..., n− 1}

(V −
d,i, Vu,i) if S = 0, i = n

(Vd,i, V
+
u,i) if S = 1

(4.6)

where V +
u,i = Vu,i + δv and V −

d,i = Vd,i − δv.

When S = 0, (Va,1) snaps down the steering arms of all of the the microrobots Dj , (j > i)

while keeps all microrobots Dj , (j < i) released. The second control pulse (Va,2) keeps all the

microrobots Dj , (j > i) snapped down while releases all microrobots Dj , (j ≤ i). Figure 31 a)

shows the control primitive.

When S = 1, (Va,1) snaps down the steering arms of all of the the microrobots Dj , (j > i)

while keeps all microrobots Dj , (j < i) released. Because (Va,1) = Vd,i, the first control pulse

snaps down the Di. The second control pulse (Va,2) keeps all the microrobots Dj ,(j ≥ i)

snapped down while keeps all microrobots Dj , (j < i) released. Figure 31 b) shows the control

primitive.



70

The n+ 2 control primitives generated by P12(S) and Pi(S) construct a (n+ 2)× n control

matrix A. Equation 4.7 shows the control matrix for four microrobots.

A =



C1(D1) C1(D2) D3 D4

P12(S=11) 1 1 1 1

P12(S=10) 1 0 1 1

P12(S=01) 0 1 1 1

P12(S=00)=P3(S=1) 0 0 1 1

P3(S=0)=P4(S=1) 0 0 0 1

P4(S=0) 0 0 0 0



(4.7)

We call A, the R-Cluster-String control matrix and these n + 2 hysteresis states that are

addressable through P12(S) and Pi(S) control primitives are the R-Cluster-String hysteresis

states. The order of the assembly is set by the R-Cluster-String control matrix to reduce

the parallel motion to parallel motion for two robots in the first step and then sequential

motion of one robot (while the other robots confined to the circular trajectories). The process

of assembling the target goal shape starts with maneuvering two robots (D1 = C1(D1) and

D2 = C1(D2)) from any arbitrary configuration to form the initial shape while the others

confined to the circular trajectories. As an example, the assembly in a system with 4 microrobots

starts with D1 and D2. In order to control D1 and D2 simultaneously, 22 = 4 hysteresis states

are required while the other microrobots are confined to the circular trajectories (hysteresis

state = 1). As it can be seen from R-Cluster-String control matrix for four robots in Equation



71

4.7, the first 4 rows of matrix A shows D1 and D2 can be fully controlled and be in 4 states while

the others are confined to the circular trajectories (hysteresis state = 1). The R-Cluster-String

control matrix shows that microassembly could start from any arbitrary initial configuration of

robots. Following the assembly of the initial shape from an arbitrary initial configuration of the

first two robots, one robot (Di where i ∈ {3, 4, ..., n}) is maneuvered sequentially, assembling

the target shape. This system is reconfigurable because, in the case of a disassembly of the

target shape due to any reason, the assembly process could be resumed again starting with the

first two robots (D1 and D2) for creating the initial shape from an arbitrary initial configuration

of microrobots.

The control bandwidth in R-Cluster-String system is ζn = n+1. As it was shown in Lemma

3, in order to add exactly one more hysteresis state to the R-Cluster-String system, we need to

add one microrobot with exactly one independent voltage level.

4.2 Symmetric Electromechanical SATurated - 1 System (SeSAT-1)

Consider a Microrobotic system with (K) independent snap-down and (L) independent

release voltages.

Definition 8. Complete Group: We define the Complete Group (CG), to be all microrobots

sorted according to descending value of Vd with equal release voltages Vu.

Definition 9. Diminished Group: We define the Diminished Group (DG), to be all microrobots

sorted according to descending value of Vd with equal release voltages Vu. In this group, the

microrobot with the maximum snap-down voltage is removed. Hence, DG is as same as CG

but the number of the robots is reduced by exactly one.
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Definition 10. Nested Group:

This group Nested Group (NG) consists of one R-Cluster and the rest of the microrobots

sorted according to the descending value of Vd with equal release voltages Vu. Figure 32 shows

the Nested Group (NG).

Lemma 4. Any n - microrobotic system can be sorted in such a way that the required n + 2

R-Cluster-String hysteresis states are addressable.

Proof: By Construction:

Let an n - microrobotic system be a system with (L) independent release voltages and (K)

independent snap-down voltages. We know that n ≤ KL. Consider a system constructed by

one Nested Group (NG), followed by one Diminished Group (DG), and finally followed by

Complete Groups (CG)s for the rest of the microrobots in the system. Figure 33 shows such a

system when K = 4 and L = 4. We call such a system Symetric Electromechanical SATurated -

1 (SeSAT-1). In this system, n = KL−1. For this system, there exists control primitives P12(S),

Pi(S) and Pj(S), shown in Equation 4.8, Equation 4.10 and Equation 4.12 which generates all

n + 2 R-Cluster-String control primitives. P12(S), Pi(S) and Pj(S) are defined by a control

cycle containing six, six and four control pulses with a decision variable S, respectively. P12(S)

is the equation for creating required control primitives for the first two microrbots (D1 and D2)

inside the R-Cluster. Pi(S) is the equation for creating required control primitives for the rest

of the microrobots in the Nested Group (NG) and finally Pj(S) is the equation for creating

required control primitives for the rest of the microrobots. Unlike the previous techniques [7],

the new control primitives do not increase with population size, enabling the implementation
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of the proposed control system. We construct the control primitives , P12(S), Pi(S) and Pj(S).

Vmax = MAX{Vd,k}, 1 ≤ k ≤ n ; V +
u,i = Vu,i + δv, V

−
u,i = Vu,i − δv and V −

d,i = Vd,i − δv

where i ∈ ZNG = {3, ...,K}. V +
u,j = Vu,j + δv, V

−
u,j = Vu,j − δv and V −

d,j = Vd,j − δv where

j ∈ Zn = {(K + 1), ..., n}.

P12(S), Pi(S) and Pj(S) generate n + 2 control primitives that form a R-Cluster-String

matrix.

P12(S) =

(Vmax, V
−
u,1, Vd,2, V

+
u,1, V

−
d,2, V

+
u,2) if S = 0

(Vmax, V
−
u,1, Vd,2, V

+
u,2) if S = 1

(Vmax, V
−
u,1, Vd,1, V

+
u,1, V

−
d,2, V

+
u,2) if S = 2

(Vmax, V
−
u,1, Vd,1, V

+
u,2) if S = 3

(4.8)

(D1, D2)−Hysteresis− States =



”00”, if S = 0

”01”, if S = 1

”10”, if S = 2

”11”, if S = 3

(4.9)
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Pi(S) =
(Vmax, V

−
u,1, Vd,2, V

+
u,1, V

−
d,i, V

+
u,i) if i ∈ ZNG, S = 0

(Vmax, V
−
u,1, Vd,2, V

+
u,1, V

+
d,i, V

+
u,i) if i ∈ ZNG, S = 1

(4.10)

(Di)−Hysteresis− States =


”0”, if S = 0

”1”, if S = 1

(4.11)

Pj(S) =
(Vmax, V

−
u,j , V

−
d,j , V

+
u,j) if j ∈ Zn, S = 0

(Vmax, V
−
u,j , V

+
d,j , V

+
u,j) if j ∈ Zn, S = 1

(4.12)

(Dj)−Hysteresis− States =


”0”, if S = 0

”1”, if S = 1

(4.13)

Proof. By Induction:

Base condition: All Microrobots Di, (i ∈ {1, ..., n}) are in state 0.

Inductive step:
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First, we will show that after applying P12(S), the first two microrobots inside the R-Cluster

(D1, D2) will be in states 00, 01, 10, 11 based on the value of (S) while all other microrobots are

in state 1. In the next step, we will show that by applying Pi(S), microrobot Di, i ∈ ZNG =

{3, ...,K} (e.g. i ∈ {3, 4} in Figure 33 will be in state 0 or 1 based on the value of (S) while all

microrobots (D1, ..., Di−1) are in state 0 and all microrobots Dk, (k > i) k ∈ {1, ..., n} are in

state 1. Finally, we will prove that Pj(S) causes Dj , j ∈ {(K + 1), ..., n} (e.g. j ∈ {4, 5, ..., 15}

in Figure 33 to be in state 0 or 1 based on the value of (S) while all microrobots (D1, ..., Dj−1)

are in state 0 and all microrobots Dk,(k > j) k ∈ {1, ..., n} are in state 1.

P12(S):

if S = 0 then P12(S) = (Vmax, V
−
u,1, Vd,2, V

+
u,1, V

−
d,2, V

+
u,2).

By applying Vmax and V −
u,1, the Nested Group (NG) and Diminished Group (DG) will be

in state 0 while all Complete Groups (CG)s will be in state 1. Vd,2 and V +
u,1 set the Diminished

Group (DG) to sate 1 and release the the Nested Group (NG) (state = 0) while keeping all

the Complete Groups (CG)s in state 1. Finally, V −
d,2 and V +

u,2 set D1 and D2 to state 00 while

keeping all other microrobots in state 1.

if S = 1 then P12(S) = (Vmax, V
−
u,1, Vd,2, V

+
u,2).

By applying Vmax and V −
u,1, the Nested Group (NG) and Diminished Group (DG) will be in

state 0 while all Complete Groups (CG)s will be in state 1. Vd,2 sets all the microrobots except

D1 to state 1 and finally V +
u,2 sets D1 and D2 to state 01 while keeping all other microrobots

in state 1.

if S = 2 then P12(S) = (Vmax, V
−
u,1, Vd,1, V

+
u,1, V

−
d,2, V

+
u,2).
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By applying Vmax and V −
u,1, the Nested Group (NG) and Diminished Group (DG) will be

in state 0 while all Complete Groups (CG)s will be in state 1. Vd,1 and V +
u,1 set D1 and the

Diminished Group (DG) to sate 1 and release all other robots in the Nested Group (NG) (state

= 0) while keeping all the Complete Groups (CG)s in state 1. Finally, V −
d,2 and V +

u,2 set D1 and

D2 to state 10 while keeping all other microrobots in state 1.

if S = 3 then P12(S) = (Vmax, V
−
u,1, Vd,1, V

+
u,2).

By applying Vmax and V −
u,1, the Nested Group (NG) and Diminished Group (DG) will be

in state 0 while all Complete Groups (CG)s will be in state 1. Vd,1 sets R-Cluster to state 11

and V +
u,2 will keep R-Cluster at state 11 while all other microrobots are in state 11.

Pi(S), i ∈ {3, ...K} (e.g. i ∈ {3, 4} in Figure 33) :

if S = 0 then Pi(S) = (Vmax, V
−
u,1, Vd,2, V

+
u,1, V

−
d,i, V

+
u,i)

After Applying Vmax and V −
u,1 the Nested Group (NG) and Diminished Group (DG) will

be in state 0 while all Complete Groups (CG)s will be in state 1. Vd,2 and V +
u,1 snap down the

Diminished Group (DG) and release the Nested Group (NG). V −
d,i and V +

u,i set microrobot Di

to state 0 while all microrobots (D1, ..., Di−1) are in state 0 and all microrobots Dk,(k > i)

k ∈ {1, ..., n} are in state 1.

if S = 1 then Pi(S) = (Vmax, V
−
u,1, Vd,2, V

+
u,1, V

+
d,i, V

+
u,i)

After Applying Vmax and V −
u,1 the Nested Group (NG) and Diminished Group (DG) will

be in state 0 while all Complete Groups (CG)s will be in state 1. Vd,2 and V +
u,1 snap down the

Diminished Group (DG) and release the Nested Group (NG). V +
d,i and V +

u,i set microrobot Di
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to state 1 while all microrobots (D1, ..., Di−1) are in state 0 and all microrobots Dk,(k > i)

k ∈ {1, ..., n} are in state 1.

Pj(S), j ∈ {(K + 1), ..., n} (e.g. j ∈ {4, 5, ..., 15} in Figure 33):

if S = 0 then Pj(S) = (Vmax, V
−
u,j , V

−
d,j , V

+
u,j)

After Applying Vmax and V −
u,j , the group that contains Dj and all the groups before it are

in state 0 while all the groups after it are in state 1. V −
d,j and V +

u,j set Dj to state 0 while all

microrobots (D1, ..., Dj−1) are in state 0 and all microrobots Dk, (k > i) are in state 1.

if S = 1 then Pj(S) = (Vmax, V
−
u,j , V

+
d,j , V

+
uh,j)

After Applying Vmax and V −
u,j , the group that contains Dj and all the groups before it are

in state 0 while all the groups after it are in state 1. V +
d,j and V +

u,j set Dj to state 1 while all

microrobots (D1, ..., Dj−1) are in state 0 and all microrobots Dk, (k > i) are in state 1.

Theorem 2. Any planning algorithm for the R-Cluster-String system can be deployed to con-

struct the control sequence for motion planning the SeSAT-1 system.

Proof. As it was shown in Lemma 4, we can construct the R-Cluster-String control matrix for

the SeSAT-1 system.

We have shown that we can reduce the control bandwidth requirements ζn. For a micro-

robotic system with L independent release and K independent snap-down voltage levels. The

control voltage bandwidth is ζn = K+L. The number of microrobots in the SeSAT-1 system is
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TABLE IV: COMPARISON OF THE CONTROL VOLTAGE BANDWIDTH REQUIRE-

MENTS OF NHG, STRING, SESAT, R-CLUSTER-STRING AND SESAT-1 SYSTEMS

Control Strategies

NHG STRING SESat R-Cluster-

String

SeSAT-1

ζn 2n n+ 1 d2
√
ne n+ 1 d2

√
n+ 1e

No. control pulses O(n) 2 O(n) 2 O(1)

Number of controllable

robots with ζn = 20

10 19 100 19 99

n = (KL− 1). We know that n is maximized when L = K = ζn/2, and ζn = d2
√
n+ 1e. Table

IV compares the control voltage bandwidth requirements and the number of control pulses in

the control cycle of the five classes of microrobotic systems: a) NHG, b) STRING, c) SESat,

d) R-Cluster-String and e) SeSAT-1.

4.3 Hardware Experiments

In this section, we explain our hardware platform, experimental process and the results.

4.3.1 Robots with two direct-drive wheels

We have applied the SeSAT-1 control strategy on a group of macroscale robots. These

robots were designed in such a way that could mimic the behavior of stress-engineered MEMS
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microrobots. These robots have two direct-drive wheels that are unidirectional and unicycle.

The kinematics of the robot is shown in Figure 34. L = 18 cm and W = 13 cm shows the

length and width of the robot, respectively. The configuration is defined as q = (x, y, θ) and

its configuration space by Q = R2 × S1. The kinematics of our robot is given by

q̇= u


cos θ

sin θ

0

 + ω


0

0

1

 (4.14)

4.3.2 Hardware system

For each robot, two virtual snap-down and release points are defined. snap-down point

results in turning while the release point causes the robot to move forward. In order to complete

the assembly process using SeSAT-1 control strategy, we need 4 - 6 control pulses to be applied

to the system for each control primitive. These pulses are broadcast over 2.4 GHz using XBee 2

mW wire antenna and every robot receives exactly the same control pulses. Each robot reacts

to these control pulses based on its snap-down and releases points. Our system consists of eight

robots. We assigned equal linear and turning velocities to all robots but we experimentally

recorded different speeds due to the system noise.

4.3.3 Assembly

Our control strategies have been implemented on a group of eight robots. The target shape

could be any shape that could be created with our robots. The robots were operated in 330

cm × 330 cm environment. We recorded the position of the robots with a digital video camera.
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As it was mentioned, the control waveform pulses for the control primitives were broadcast

using XBee 2 mW wire antenna from a local PC. The duration of each control primitive was

controlled manually during the execution of the control sequence S.

As our experimental results show, our control strategies were able to accomplish the assem-

bly process and make the cross target shape. Figure 35 shows our experiment for the assembly

process.

4.3.3.1 Robustness against disturbance

Our proposed control strategy is robust against disturbance because, in the case of a dis-

assembly of the target shape due to any reason, the assembly process could be resumed again

starting with the first two robots (D1 and D2) for creating the seed-shape from an arbitrary ini-

tial configuration of microrobots. Following the construction of the seed shape, robot Di where

i ∈ {3, 4, ..., n}) are maneuvered sequentially, completing the assembly of the target shape.

We applied our proposed control strategy to a group of four robots. We chose a cross shape

to be our target shape. As it was stated before, δv is the maximum deviation of the transition

voltage manifested during the microrobot operation. The two transition voltages (snap-down

or release points) are separated by at least 2δv. We chose δv to be 0.5 for our experiments and

consequently, the transition points are separated by 1. We conducted an experiment to show

that in the case of a disassembly, our control policy can create the assembly shape again. Figure

36 shows the robustness against disturbance in our assembly process. Movies of these assembly

experiments are available online at https://www.youtube.com/watch?v=eknPV5qFIbc.
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Figure 30: Illustration of control cycle in R-Cluster-String system. a) Control primitive P12(S),

where S = 0, b) Control primitive P12(S), where S = 1, c) Control primitive P12(S), where

S = 2, and d) Control primitive P12(S), where S = 3.
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Figure 31: Illustration of control cycle in R-Cluster-String system. a) Control primitive Pi(S),

where S = 0 and i = 3, and b) Control primitive Pi(S), where S = 1 and i = 3.

Figure 32: Illustration of Nested Group (NG)
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Figure 33: Example of a SeSAT-1 system with K = 4 and L = 4.

Figure 34: a) Schematic of the Robot, b) Kinematics of the Robot.



84

Figure 35: Experimental assembly data using eight robots. a) Arbitrary initial configuration,

b) Forming the seed shape, c) Forming the intermediate shape, and finally d) Generating the

final shape.
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Figure 36: Robustness against disturbance experiment using four robots. a) Arbitrary initial

configuration, b) Generating the final shape, c) Disassembly due to disturbance, d) Forming

the intermediate shape, and finally e) Generating the final shape.



CHAPTER 5

CONCLUSION

This dissertation proposed a theoretical control framework for completing the micro-assembly

for multi-stress-engineered MEMS microrobotic system. The stress-engineered MEMS micro-

robot (MicroStressBots) are fabricated using surface micromachining PolyMUMPS foundry pro-

cess [68]. The MicroStressBots operation mechanism, can be found in detail in [62]. This robot

includes an untethered scratch drive actuator (USDA) and an out-of-plane steering-arm actua-

tor [62]. The USDA actuator is responsible for the translation of the MicroStressBots and the

steering-arm decides if the robot moves straight or turns. The USDA is 120 µm×60 µm×1.5 µm

and the steering-arm actuator is approximately 120 µm to 160 µm. The MicroStressBot is fab-

ricated from polycrystalline silicon using a MEMS foundry process [68]. Post-processing is used

to curve out-of-plane (upwards) the steering arm of MicroStressBot [69]. The microrobot is

actuated on a special substrate. The substrate consists of a field of insulated interdigitated

electrodes. A capacitive circuit is built between the body of the microrobot and the substrate

by applying a voltage waveform between the pairs of electrodes. The electric potential of the

formed capacitive coupling provides power for the actuation of the USDA and also controls

the state of the steering arm. The voltage waveform that results in capacitive coupling of the

micrororobt chassis and the substrate is called the control waveform. This waveform has two

parts: a) Control-cycle: the pulses that control the hysteresis state of the steering arm, and

b)Power-delivery-cycle: that results in USDA translation. The power-delivery-cycle consists

86
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of pulses that change between a minimum Vb and a maximum Vs. In order to actuate the

USDA, Vs must be greater than the minimum voltage (Vflx) at which the backplate of the

USDA is flexed, while Vb must be less than the maximum voltage (Vrel) at which the flexure

in the backplate is relaxed. Vflx and Vrel are described in more detail in [70]. The steering

arm of MicroStressBot changes its state at two different voltage levels. The voltage level, at

which the steering arm is lowered and the robot is turning, is called snap-down voltage (Vd)

and the voltage level at which the arm is raised and the robot is moving straight, is called

the release voltage (Vu). These voltage levels are the transition voltages of the steering arm.

Nathanson [71] lumped model for the snap-down voltage of a cantilever is shown in Equation

5.1.

VSD ≈

√
8Kg3

0

27ε0A
(5.1)

Where g0 is the zero-voltage gap between the electrode and the cantilever, K is the cantilever

beam spring constant, and A is the cantilever area. Similarly, the release voltage lumped

model [62] is

VR ≈

√
2Kg2

1(g0 − g1)

ε0A
(5.2)

where g1 is the air gap between the cantilever and the electrodes.
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As it is stated in [62], in order to have a high snap-down voltage and low release voltage,

the ratio of the snap-down voltage to the release voltage must be increased. Equation 5.3 shows

the (snap-down / release) voltage ratio.

VSD
VR
≈

√
4g3

0

27g2
1(g0 − g1)

(5.3)

The (snap-down / release) voltage ratio does not depend on the cantilever beams spring

constant and area, but it mainly depends on g0 and g1. Hence, g0 and g1 (the parameters along

the z-axis) are the design parameters for independent control of the steering arm. In order

to adjust the z-axis parameters, they have done special post-processing stress engineering for

curving out the steering arm by depositing chromium stress layer on top of the steering arm [62].

Stress engineering can be found in detail in [62] and [6]. In [6], independent microrobots with

different snap-down and release voltages have been designed using Equation 5.3, finite element

models, and empirical data.

This dissertation proposed a time-efficient control strategy that could complete multiple-

shapes microassembly from arbitrary initial configuration with a constant number of control

primitives. We have shown that by the proposed control strategies we will have an efficient

control system to implement planar microassembly for the highly underactuated system. As it

was mentioned, all the manipulative control primitives consist of the constant number of control

pulses O(1) and do not increase with population size. the proposed control strategy is robust

against disturbance and in the case of a disassembly of the target shape due to any reason, the

assembly process could be resumed again.
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We have implemented the proposed control strategies on macroscale robots, which were

designed to emulate the behavior of stress-engineered MEMS microrobots. We have defined

two ideal snap-down and release points for each robot. The robots have two direct-drive wheels

that can only turn in one direction and can only move forward. These commands are broadcast

over 2.4 GHz using XBee 2 mW wire antenna. These results lay the foundation for developing

new methods to control of a large number of MEMS microrobots.



Appendices

90



91

Figure 37: Permission for Chapter 1 Reference 2
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Figure 38: Permission for Chapter 1 Reference 4
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Figure 39: Permission for Chapter 1 Reference 5
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Figure 40: Permission for Chapter 1 and Chapter 2 Reference 6
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