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like to thank my adviser, Miloš Žefran, for his support and trust. His supportive guidance helped me

navigate through the problems and his trust gave me enough freedom to enjoy exploring the field. I

would also like to thank Jim Patton for inviting me to join his lab and supporting my research. I enjoyed

being exposed to his insights and benefited from our discussions. I would also like to thank Brian Ziebart

for supporting my research and sharing his lab’s equipment with me. His knowledge in different aspects

of robotics and statistics was exceptionally helpful when dealing with corner-cases in my research. I

also thank Max Berniker for his valuable feedback on my proposal and my research. Many thanks to

Brenna Argall for serving on my thesis committee and providing her valuable insights on my research.

I am also indebted to Majid Nili Ahmadabadi and Hamid D Taghirad, my previous advisers at

University of Tehran and KNT University of Technology, for introducing me to the field of Robotics

and Control. I owe them much gratitude and great respect for their guidance.

Many thanks go to the Sensory Motor Performance Program (SMPP) at the Rehabilitation Institute

of Chicago (RIC) for including me in their research, especially the Motor Learning and Biorobotics

(MLB) meetings. Furthermore, I would like to thank people in Robotics lab at the RIC for sharing their

resources with my project, in particular, Eyad Hajissa and Yazan Abdel Majeed.

Being a member of Robotics lab at the University of Illinois at Chicago (UIC) was a great experience

for me. The collaborations and discussions over the years helped me grow, personally and intellectually.

I thank my co-authors, Sina Parastegari and Bahareh Abbasi, for their contributions in the projects.

iv



ACKNOWLEDGMENTS (Continued)

Many of the ideas in our work emerged from our discussions and teamwork. Also many thanks go

to my labmates and officemates: Maria Javaid, Wen Jiang, Yao Feng, Andrey Yavolovsky and Sima

Behpour.

To my parents: my life, my education, my prosper, I owe all to you. I thank you and my sisters,

Sudeh and Fatemeh, for your continuing support. To my wife, Narges: your unconditional love made

this whole journey possible. I thank you for making me the luckiest person that I know.

EN

v



PREFACE

This dissertation is an original intellectual product of the author, E. Noohi. All of the work pre-

sented here was conducted in the Robotics Lab at the University of Illinois at Chicago. The human

studies reported in this thesis followed a protocol (#2011-0579) that was reviewed and approved by the

Institutional Review Board (IRB). At the University of Illinois at Chicago, reviewing the protocols is

administrated by the Office for Protection of Research Subjects (OPRS). The proposed protocol is pre-

sented in Appendix A and its approval notice along with the approved consent document and recruitment

material can be found in Appendix B-E.

The umbrella project for this work is on the topic of physical Human-Robot Interaction (pHRI),

the ways that human and robot can communicate physically, and how a robot can collaborate with a

human in performing activities such as object manipulation and hand-over. The main project has been

partially supported by National Science Foundation (NSF) under Grants CNS-0910988, IIS-0905593

and CNS-1035914. The results of these works have previously appeared as a book chapter (Noohi and
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SUMMARY

Engineering an assistive robot, capable of serving human needs and performing daily chores, has

been a long-sought-for goal for the Robotics field as a whole. One of the main challenges facing re-

searchers is on how to build the robot to be accepted by humans. There are many factors involved in

having a robot and a human effectively collaborating, including technological limitations, anthropomor-

phic elements, ethical concerns, social factors, etc. One of the less explored aspects of this problem is

physical interaction between a human and a robot.

Envision a robotic assistant that is helping a human, moving a piece of furniture. Since the human

and the robot are haptically coupled, every small movement/force of the robot is perceived by the human

and can be interpreted as a clue for the next action. At the same time, the human expects the robot to

understand the cues he/she is giving. In other words, the human expects the interaction to be fluid

and natural, as it is with a human partner. Note that in a physical interaction between two humans, the

kinesthetic cues serve as a communication channel that guarantees the success of the collaboration, even

in cases when the verbal communication is missing.

In this thesis, we focus on the physical interaction between a human and a robot. We first study the

characteristics of a natural human-human physical interaction and explore different features of cooper-

ation between two humans. In particular, we propose an abstract model for the quality of cooperation, a

mathematical model for the motion trajectory during the interaction and a novel approach in modeling

the interaction force between two humans. Based on these models that we construct for a natural human-

xviii



SUMMARY (Continued)

human interaction, we propose a set of control policies that replicates the same interaction features and

mimics human’s behavior during a physical interaction between a human and a robot.

xix



CHAPTER 1

INTRODUCTION

A broad range of robotic applications require robots to physically interact with humans. A few

examples are rehabilitation and robotic assistance for disabled and elderly people, robotic surgery, ed-

ucation and entertainment. One of the main challenges in physical Human-Robot Interaction (pHRI) is

how to define the cooperation. On the one hand, in the context of assistive robotics, a good cooperation

happens when the robot carries the majority of the workload and the human only provides guidance.

This scenario is usually referred to as leader/follower scenario. On the other hand, in the context of

elderly care, a good cooperation involves demanding the elder person to engage in the task as much as

he/she can. It helps the elder person to slow down muscle deterioration (atrophy) and prevent hospital-

ization. Another complication in defining a successful cooperation is human’s excellent capability for

adaptation. Usually, it is the human who adjusts his/her actions to the robot’s typical action profile. For

instance, when carrying an object cooperatively with a robot, the human tends to adjust his/her walk-

ing pace to match the robot’s. Therefore, it is not clear whether the robot’s cooperation strategy was

successful or the human adaptation compensated the robot’s shortcomings.

Another challenging question in pHRI is that the typical profiles for human actions are usually

unknown. Moreover, when individual differences are taken into consideration, the challenge is even

greater. Take a robotic prosthetic arm as an example. For a person with an amputated arm, a robotic

prosthetic arm needs to cooperate with his/her other arm to perform activities of daily living (ADLs). Ef-

1
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fective cooperation happens when the robotic arm recognizes the human’s preferred motion trajectories

and preferred force-exchange patterns.

The next challenge in engaging robots in physical interaction with humans is control of the robot.

Assume that the human’s preferred motion and the expected interaction force are known and the coop-

eration model is also available. The question then is how to use this information in the robot’s control

policy. The central claim of this thesis is:

Including the interaction information in the robot’s control policy significantly improves

the performance of the robot, when physically interacting with a human.

To validate this claim, we first propose a set of quantitative measures to be able to evaluate the qual-

ity of a cooperative interaction between the human and the robot. Then, we propose a model for the

human’s preferred motion profile and also a model for the expected interaction force during a coopera-

tive interaction. Next we propose robot controllers with and without the knowledge of the interaction.

Finally, we evaluate our claim by comparing between the two controllers (statistical analysis) and show

that, in fact, including interaction information in designing the controller improves robot’s performance.

1.1 Motivation

Among many different applications where a human-like interaction with a robot is essential, our

initial motivation for this project was a robotic caregiver for the elderly. Aging population is an emerging

issue for many developed countries; confronting them with the problem of how to keep elderly healthy

and independent. The elderly need to be motivated (demanded) to engage in their activities of daily
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living (ADLs) with minimum assistance. It helps the elder person to slow down muscle deterioration

(atrophy) and prevents or delays hospitalization. Furthermore, it promotes their mental health and delays

cognitive impairment and depression in later life. At the same time, they need constant monitoring, as

the risk of a fall and a fracture is considerably higher among the elderly.

Unfortunately, providing the in-home-care for elderly is not a financially sustainable solution for

many nations. Even for very rich countries, the population of young caregivers is shrinking and the

demand exceeds the resources. Robotic caregivers are expected to be a promising solution for this

problem. While a robotic caregiver might not become a reality in the near future, the research in this

area paves the way towards this goal.

1.2 Research Questions

In order for a robot to be able to physically interact with a human as naturally as another human,

it should be provided with (at least) the same information as a human partner possesses (or infers). In

other words, the robot should know: What is the nature of the collaborative task? How, when, where

and to what extent should the robot be involved in the task? And what is the human’s specific way of

performing this collaborative task?

As far as the task, in this research we focus on human manipulative actions. In particular, we study

cooperative object manipulation. We also assume that, similar to many scenarios in human-human

cooperative object manipulation, the basic characteristics of the task is known to the robot. That is,

the robot knows the mechanical properties of the object that is to be manipulated. It also knows the

manipulation profile (e.g. start and end configurations).
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In regard to the extent of cooperation, there are many interesting works in the literature that target

a leader or a follower robotic assistance. In this work however, we focus on cooperative assistance, in

which both the robot and the human need to proactively coordinate and adjust to the other party. Our

target application (cooperative object manipulation) requires that the robot remains involved during the

whole collaboration, similar to a human partner.

Finally, perhaps the the most difficult challenge is that the knowledge about how human will perform

the task is not available. Even a human partner does not have this knowledge explicitly. However,

he/she implicitly knows that, as humans, they both share an internal model of the way they move and

manipulate objects and they both are governed by very similar kinematic models. The robot needs to

extract this implicit knowledge and build an explicit model for it in its control policy. In particular, the

robot needs to know:

• How to define and to measure the cooperation between the human and the robot?

• What is the human’s preferred motion trajectory during this collaborative task?

• What is the human’s expected interaction force profile during this collaborative task?

• What robot’s control strategy results in a satisfying cooperation with a human? And how is

human’s satisfaction measured?

In this work, we study each of these questions and introduce possible answers to them. A more

detailed discussion follows in Sec. 1.4.
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1.3 Our Approach: Mimicking Human Assistance

One promising approach toward determining the answers to the above research questions is to exam-

ine them in a physical interaction setting between two humans (instead of a human and a robot). That

is, we first replace the robot with another human and study the cooperation profile in human-human

physical interaction. The result of the study on the human-human setup would introduce models for

the preferred or expected way that humans physically interact. After we obtained the answers to the

research questions in a human-human setup, we can reinstate the robot and control it to reproduce the

human partner’s strategy.

We refer to our approach as “Mimicking Human Assistance”, because the robot incorporates hu-

man’s cooperation models into its controller and responds similarly to another human. While this is a

promising approach, it may not result in the best controller. A robot can mimic human assistance, but

we are not always happy with our interactions with other people. If the robot can perform optimally

(whatever it means) for anyone with whom it interacts (regardless of age, health, culture, etc.), then it

would surpass the human performance. In other words, the robot cannot outperform human only by

mimicking human assistance. However, in order to empower the robot to perform better than humans,

we need to first model the way humans interact and then endow the robot with those models; in other

words, the model we obtain in our approach is a prerequisite of more advanced controllers.

1.4 Contributions

The ultimate goal of our research is to propose a control strategy for the robot that mimics the

human’s strategy. As a result, the human perceives the robot as an acceptable replacement for the
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human partner. The main contributions of this work in support of the central thesis statement are as

follows:

• Quantitative measures of human-cooperation (Noohi and Žefran, 2014) introduces a mapping

between human perception of the quality of a cooperation and formal and measurable mathe-

matical expressions for such indexes. The indexes can be presented as different dimensions in a

feature space, representing the cooperation properties.

• Human motion trajectory model during cooperation (Noohi et al., 2015) reveals the preferred

motion profile that humans generate when cooperatively manipulating an object. The model ex-

plains the nominal behavior of cooperating partners (average over all subjects).

• Human interaction force model during cooperation (Noohi et al., 2016; Noohi and Žefran,

2016) introduces the hidden forces that provide a communication channel between the cooperative

partners. It is shown that the interaction force and the the motion trajectory model are tightly

related. The effectiveness of the model is compared with other existing models using the proposed

quantitative measures.

• Human interaction force properties during cooperation (Noohi and Žefran, 2017) provide

insights on an expected (by human partner) natural interaction with a robot. The interaction force

is computed from our proposed model and the properties have been studied statistically.

• Control policies for robots (Noohi et al., 2016; Noohi and Žefran, 2017) to enable them to

mimic human assistance. The controllers are based on the observed properties of the humans’
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interaction force. The evaluations on the proposed controllers support the central statement of

this dissertation.

In the following chapters, we will discuss each of these contributions in more details.

1.5 Thesis Organization

This thesis is organized into four parts and 12 chapters. Descriptions of each part and each chapter

of the dissertation are as follows:

Part I, Preliminaries: This part contains an introduction to the research problem, a

review of the existing works and a description of the human study.

Chapter 1: This chapter provides the reader with the motivations for this work and identifies the re-

search questions that the work is focused on. Our approach to these problems is explained and a

list of related contributions is included in this chapter, as well.

Chapter 2: In this chapter we review some background that will be referenced later in the thesis, in-

cluding the minimum-jerk model of human hand movement, polynomial model of applied force

for hand movement in a force field and, interaction force formulation in a dyadic manipulation

task.

Chapter 3: This dissertation introduces several hypotheses about a natural human-human cooperative

manipulation. To be able to evaluate and analyze those hypotheses, a human study is conducted.

This chapter explains the details of this study, including the experimental setup, manipulation
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tasks, data acquisition system, cooperation modes and scenarios, experimental procedure, recruit-

ment procedure, the questionnaire and data analysis procedure. To provide the reader with an

insight on the results of our proposed models, a few example graphs are presented in this chapter

as well.

Part II, Models: This part contains our first three contributions: a motion model, a force

model and a cooperation model for cooperative dyadic object manipulation.

Chapter 4: This chapter provides an abstract model for cooperative manipulation between humans and

proposes a set of features that quantitatively describe the cooperation. The model is based on the

human study and its associated questionnaire, discussed in Chapter 3. It is also argued that a lack

of a model for the interaction force would limit the usefulness of the proposed measures.

Chapter 5: This chapter introduces a model for motion of an object, while being manipulated coop-

eratively. It is based on the human study, discussed in Chapter 3. The role of time coordination

between the subjects (movement synchronization) is explored and presented in this chapter, as

well.

Chapter 6: The interaction force model, as one of the core contributions of this dissertation, is pre-

sented in this chapter. We show that the interaction force can be modeled by utilizing the infor-

mation about the movement model. As a case study, we take the movement model discussed in

Chapter 5 and derive the associated model for the interaction force. The results of employing
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the proposed model on the interaction data, collected during our human study (Chapter 3), are

described in this chapter, as well.

Chapter 7: This chapter evaluates the performance of the proposed interaction force model (in Chap-

ter 6) and compares it with some existing models in the literature. The statistical evaluation is

performed using the data collected in Chapter 3 and performance metrics proposed in Chapter 4.

Part III, Controllers: This part introduces a set of robot controllers for effective inter-

action with humans, using the interaction force model introduced in the previous part.

Chapter 8: This chapter highlights several features of interaction forces during dyadic object manipula-

tion. The statistical analysis is performed using the data collected in Chapter 3 and the interaction

force model proposed in Chapter 6. Using the observed properties of human interaction forces,

a simplified cooperation policy (controller) is proposed in this chapter that associates the robot’s

force with the object’s velocity.

Chapter 9: This chapter presents another important contribution of this work: the robot performance is

statistically significantly higher when interaction information is included in the robot’s controller.

In this chapter, a general control scheme is proposed for a successful human-robot collabora-

tive manipulation that considers feedforward injection of the interaction force into the controller.

Again, the statistical analysis is performed using the data collected in Chapter 3 and the interaction

force model proposed in Chapter 6.
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Chapter 10: This chapter extends the controller scheme described in Chapter 9 and proposes an online

feedback controller scheme. An online controller requires an estimation of the interaction force,

because the proposed model in Chapter 6 is non-causal. We present our prediction of future human

forces and compute an estimation of the interaction force. The performance of the resulting causal

controller is statistically evaluated, as well

Part IV, Conclusion: This part contains open problems and concluding remarks.

Chapter 11: This chapter discusses a few possible extensions of our work and also reviews related open

problems. In particular, we discuss potential extensions to our motion model and our interaction

force model. We also suggest exploring new interaction models, such as interaction torque and

interaction impedance. The idea of applying different tools, such as Hidden Markov Model,

HMM, and Artificial Neural Network, ANN, is discussed in this chapter, as well.

Chapter 12: A concluding summary of the thesis is presented in this chapter.

1.6 Reader’s Guide

The thesis is organized in such a way that each chapter provides foundation for the following chap-

ters. As such, it is expected to be read in the order presented. However, in some parts of the dissertation,

a brief preview of the results has been provided to motivate the approach and provide the reader with

additional insight. If the reader is interested in the shape of the collected signals, referring to Fig. 6 –

Fig. 10 and Fig. 17 – Fig. 19 can be helpful. Also, examples of the computed interaction forces have

been presented in Fig. 27 and Fig. 31.
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CHAPTER 2

BACKGROUND AND NOTATION

Parts of this chapter have been presented in (Noohi et al., 2016). Copyright c© 2016, IEEE.

2.1 Motion Trajectory during Reaching Movement

Human Reaching movements have been studied extensively. During the reaching task, a person

moves his/her hand from point A to point B in a straight line. The motion is fast and occures over a short

distance. When performing the single arm reaching movement, it has been shown that humans generate

a smooth trajectory with the well-known bell-shaped curve for hand velocity (Flash and Hogan, 1985).

More specifically, the hand trajectory minimizes the minimum jerk cost function:

H(ti, t f ,x) =
1
2

∫ t f

ti

∥∥∥∥d3x(t)
dt3

∥∥∥∥2

dt

x∗(t) = argmin
x(t)

(H(ti, t f ,x))

(2.1)

where x(t) is the position trajectory of the hand, ti is the start time of the motion and t f is the end time. If

we take the assumption that the hand is at rest at the start and at the end of the reaching movement (i.e.

zero boundary conditions), the minimum of the cost function would be: H∗ = 360L2, and the optimal

trajectory is: x∗(τ) = xi +(6τ5−15τ4 +10τ3)(x f −xi), where τ = (t− ti)/(t f − ti). Here, xi = x(ti) and

x f = x(t f ) are the positions of the hand at the start point and the end point, respectively.

12
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Figure 1: Reaching movement under spring-like force field. Copyright c© 2016, IEEE.

2.2 Applied Force during Reaching Movement

If the reaching movement is disturbed by an external force field, the hand trajectory will deviate

from the optimal trajectory. It has been shown that, after a sufficient number of learning trials, humans

can adapt to the external force field and return to their original trajectories (Shadmehr and Mussa-

Ivaldi, 1994; Flash and Gurevich, 1997; Melendez-Calderon et al., 2015). Consider the situation where

a subject performs a reaching movement while a spring resists his/her forces, see Fig. 1. The spring

introduces the position-dependent force field F =−ks (x(t)− x0), where ks is the stiffness of the spring

and, x0 is the position of the spring’s end when no force is applied to it. After the adaptation period,

the subject learns to cancel the force field and returns to the optimal trajectory, x∗(t), for the reaching

movement (Flash and Gurevich, 1997). More interestingly, the force that the subject needs to apply at

the end effector (to cancel the force field) is F∗(t) =−ks (x∗(t)− x0). In other words, the applied force

follows a smooth minimum-jerk trajectory. Since d3x(t)/dt3 = (−k−1
s ) d3F(t)/dt3, we can rewrite (2.1)

as:

F∗(t) = argmin
F

(
1
2

∫ t f

ti

∥∥∥∥d3F(t)
dt3

∥∥∥∥2

dt

)
(2.2)
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Eq. (2.2) states that, in a spring-like force field, the applied force minimizes the squared-jerk cost

function. Applying the calculus of variations techniques on (2.2), it is easy to show that the 6th derivative

of F∗(t) is zero (Shadmehr and Wise, 2005). Therefore, the applied force can be represented as a 5th

order polynomial:

F∗(t) =
5

∑
k=0

cktk (2.3)

Note that, if the hand is at rest at the start and at the end of the reaching movement, the applied

forces are, too. In the general case that the hand is not at rest, to determine the ck coefficients in (2.3),

the minimization problem of (2.2) should satisfy the boundary conditions.

2.3 Interaction Force Formulation

Consider a dyadic object manipulation task. Let f1 and f2 refer to the forces that are applied to

the manipulated object and Fsum = f1 + f2 be the resultant force that is associated with the task. Each

applied force can be decomposed into the effective force ( f ∗1 and f ∗2 ) and the interaction force (F i) as:

f1 = f ∗1 +F i

f2 = f ∗2 −F i

(2.4)

The interaction force can be used to secure the grasp or to communicate with the other person

(van der Wel et al., 2011; Reinkensmeyer et al., 1992). It can compress or stretch the object, but it does

not influence the object’s equations of motion. As a result, all force components that lie in the null space

of Fsum (orthogonal to it) are part of interaction force. That is:
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f ∗1 = αFsum

f ∗2 = (1−α)Fsum

(2.5)

and therefore,

F i = (1−α) f1−α f2 (2.6)

where α denotes the contribution of each person in performing the task.

Note that (2.4) is an under-determined system of equations and, any arbitrary value of α , (0≤α ≤ 1)

introduces a valid decomposition. According to (2.5) and (2.6), the only situation in which the system

has a unique solution is when Fsum = 0. In such instances, F i = f1 =− f2 and f ∗1 = f ∗2 = 0. In all other

situations, to be able to uniquely determine the interaction force, one needs to introduce an additional

constraint to the system (e.g. introducing specific values for α). Note that, we take the general case

where both hands can apply pure torque to the object and thus, the direction of the interaction force is

not necessarily aligned with the grasp configuration (no additional torque constraints).

Fig. 2 shows two possible decomposition examples for a single pair of applied forces. Note that in

Fig 2b, the interaction force has both orthogonal and parallel components (w.r.t. Fsum). While obtaining

the orthogonal component is straightforward, finding a computational model for the parallel component

is challenging. That is the reason why we only focus on the parallel components of f1, f2 and F i in

this work. We will refer to these parallel components as the applied forces ( f1 and f2) and interaction

force (F i), hereafter. After the interaction force is computed, it will be augmented with the orthogonal

component.
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Fsum

f2

f1

f ∗2

f ∗1

F i

(a) Orthogonal

Fsum

f2

f1

f ∗2

f ∗1

F i

(b) Non-orthogonal

Figure 2: For a single pair of forces, f1 and f2, the orthogonal (a) and a non-orthogonal (b) decompositions are

illustrated. Note that the orthogonal decomposition matches the minimum-energy model and the non-orthogonal

decomposition matches the virtual linkage model. Copyright c© 2016, IEEE.

It is worth mentioning that the interaction force has been introduced in a few different other forms,

as well. For instance:

F i =
1
2
( f1− f2)− (α− 1

2
)Fsum (2.7)

or if the orthogonal component is ignored,

F i = βFsum (2.8)

While they look different, it is easy to see that they are equivalent to (2.6). One just needs to plug

(2.5) into (2.4), properly.

As discussed above, for a given set of applied forces, f1 and f2, computing the interaction force, F i

and the value of α are two sides of the same problem. However, since α is also related to the contribution
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Fsum

f1

f2

(a) Cooperative

Fsum

f1

f2

(b) Non-cooperative

Figure 3: Cooperative interaction and non-cooperative interaction. Copyright c© 2014, IEEE.

of each person to the total task, it can inform us more about the interaction. Fore instance, earlier we

discussed that any arbitrary value of α introduces a valid decomposition. However, we restricted the

values to the range: (0 ≤ α ≤ 1). This constraint guarantees that each person provides a positive

contribution to the task and the effective forces do not cancel each other. This was in fact an attempt

to define a cooperative interaction. In other words, we can identify non-cooperative interactions, when

the value of α is out of that range; or equivalently, one effective force cancels the whole other effective

force. Fig. 3 provides an illustration for these interaction types.

One last point tat we want to make here is on practical issues with computing the interaction force.

We mentioned earlier that any component of forces that lie in the null space of Fsum is part of the

interaction force. We also mentioned that when Fsum = 0, the applied forces represent the interaction

force. However, for non-zero small vectors of Fsum, the measurement noise can significantly change

the direction of the vector and the computed null space would be wrong. Therefore, it is important
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to consider how noise would affect the computation of the interaction force, when introducing a new

model for the interaction force.

2.4 Notation

In this section we list the variables that we will keep referring to in the following chapters:

ti the start time of the motion

t f the end time of the motion

tm the time in the middle of the motion, where Fsum = 0

xi = x(ti) the positions of the hand at the start point

x f = x(t f ) the positions of the hand at the end point

f1 the applied force to the manipulated object by agent one

f2 the applied force to the manipulated object by agent two

Fsum = f1 + f2 the resultant force applied to the object

f ∗1 the effective force for agent one

f ∗2 the effective force for agent two

F i the interaction force

α = f ∗1 /Fsum contribution ratio for agent one

δ = 1
2 −α cooperation index



CHAPTER 3

HUMAN STUDY

Parts of this chapter have been presented in (Noohi et al., 2016), (Noohi and Žefran, 2016),
(Noohi et al., 2015) and (Noohi and Žefran, 2014). Copyright c© 2014-2016, IEEE.

As discussed in Chapter 1, we follow a human-inspired approach in modeling a cooperative pHRI.

That is, we set up an experiment with human subjects and studied their cooperative manipulation behav-

iors in order to develop a model for cooperation between humans. We chose a co-manipulation task and

collected interaction data for both bimanual and dyadic object manipulation. In single-person-bimanual

(SPB) mode, the subjects were asked to grasp an object with both hands and move it horizontally. In

dyadic mode, the subjects were grouped into pairs and asked to perform cooperative manipulation. In

both cases, the grasps were power grasps and the subjects could apply independent forces and torques

to the object.

In this chapter, we present the details of our experiment. Throughout this dissertation, we will in-

troduce various hypotheses and report several observations. The experiment described in this chapter

provides data and evidence to validate those hypotheses. In executing this human study, we followed

a protocol (#2011-0579) that was reviewed and approved by our IRB at the University of Illinois at

Chicago. The protocol is presented in Appendix A and its approval notice, the approved consent docu-

ment, recruitment material and the questionnaire can be found in Appendix B to Appendix E.

19
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3.1 Experimental Setup

We chose an aluminum pot (w < 22N) as the object to be carried bimanually. To collect the forces

applied by the subjects, we used two SI-65-5 ATI Gamma force sensors (ATI, 2014). The force sensors

were placed in between each handle and the pot. The forces are then sampled by a computer through two

PCI-6034E NI data acquisition boards (NI, 2014) at the frequency of 1 KHz. The acquired data is then

transformed to the earth reference frame. This requires the orientation of the pot to be measured. We

used a 9DOF-Sensor-Stick SparkFun IMU to measure the pot’s orientation and acceleration (Sparkfun,

2014). The sampling frequency for the IMU is set to 100 Hz. The IMU is interfaced with the computer

through an Arduino Mega microcontroller board (Arduino Mega, 2014). All data collection is managed

through a Matlab GUI that we have developed. Fig. 4 shows the experimental setup and its components.

To eliminate the high frequency noise, a low pass FIR smoothing filter with the cutoff frequency of 12.5

Hz is applied to the signals.

3.2 Manipulation Task

Each trial of the experiment consisted of three subtasks; lifting the pot from the table at the start

point (point A), moving the pot horizontally towards the destination point (point B) and putting the pot

down on the table at the end point. Studies have shown that gravity plays a significant role in single-arm

vertical reaching movements (Sabes et al., 1998; Crevecoeur et al., 2009). Therefore, in this study we

focus on the horizontal movements and discard the first and last subtasks in each trial.

The start point and the end point were marked to provide xi and x f . The configurations of the start

points and the end points were designed in such a way that we have two types of horizontal motions. In

type 1 motions, the direction of the motion is perpendicular to the line connecting the handles. There-
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Figure 4: Experimental setup. The force sensors are installed between the handles and the container. The IMU

is interfaced with a Arduino board and placed in a box that is glued to the inside bottom of the pot. The sampled

data is collected by a GUI in Matlab. Copyright c© 2016, IEEE.

fore, the grasp force has small components in the motion direction. In type 2 motions, the direction of

the motion is parallel with the line connecting the handles and, grasp force has dominant components in

this direction, see Fig. 5. Also, the distances between the start points and the end points were selected

such that both short-range and long-range motions were included. In the short-range motions, the hor-

izontal distance between the start point and the end point was 28 cm and, in the long-range motions it

was 83 cm.

3.3 Data Acquisition System

To facilitate data annotation, we programmed the data-acquisition software to play a beep at certain

points in time. The subjects were instructed to perform the subtasks immediately after hearing the

beep. That is, they held the handles, waiting for a beep. After hearing the beep, they picked up the

pot from point A and waited there for the next beep. When the next beep was played, they moved the



22

(a) Type 1 motion (b) Type 2 motion

Figure 5: Type 1 and type 2 motions. In SPB manipulation the person stands behind the table and grabs the

handles. In dyadic manipulation, the subjects stand on the opposite sides of the table and grab the handles. The

blue arrow on the table shows the motion direction and the red double arrow is the grasp force. Copyright c©

2016, IEEE.

pot horizontally towards the point B and waited there. Finally, by hearing the last beep, they put the

pot down on the table at point B. The participants followed the same instructions in all trials (including

different modes and different tasks).

The Matlab GUI is capable of recording the forces applied to the pot by the subjects, the inertial

information of the pot and a video of the experiment. The camera was installed at the ceiling and had a

top view of the experiment trials. The cables (force sensors and Arduino) were pulled up and hanged to

the ceiling so that they have minimum interference with the manipulation task.
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3.4 Cooperation Modes

We study three different cooperation scenarios in this work. In the first scenario, each subject

performs a bimanual reaching movement, alone. We will refer to this case as single-person bimanual

(SPB) scenario. The next two scenarios correspond to cooperative dyadic reaching movement. In one,

a leader and a follower role is assigned to the subjects in each pair. The leader is initiating all the

subtasks, while the follower is told to follow his/her lead. This case is referred to as leader-follower

(L/F) scenario.

To study the effect of the lag between the leader and the follower (at the beginning of the movement

in L/F scenario), we introduce a synchronized-cooperation scenario. In this last scenario, the subjects

are told to execute each subtask right after hearing the beep (no roles are assigned to the subjects).

Therefore, the start time of the reaching movement is known by both subjects and the lag between the

subjects at the beginning would disappear. Note that there still might be a small time lag due to the

difference between individuals’ response times. However, since the tone is played at fixed points in

time, the start time is predictable and the synchronization would be accurate. This case is referred to as

the synchronized (Sync) scenario.

3.5 Experimental Procedure

First, each subject was given enough familiarization trials (as much as they needed). Then, he/she

performed three trials in SPB scenario, including a short-range type 1 motion, a short-range type 2

motion and a long-range type 2 motion. The long-range type 1 motion was skipped, because it was

not within the range of human-arm reachable space. The subjects stood on the long-sides of the table.
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Therefore, they performed type 2 motion tasks along the direction of the length of the table and the type

2 motion task along the direction of the width of the table.

Then the subjects were grouped into pairs (dyadic mode), no subject was in more than one pair.

Subjects in each pair stood on the opposite long-sides of the table and performed three trials in Sync

scenario followed by two more trials in L/F scenario, summing up to five trials of dyadic interaction. In

the Sync scenario, the short-range type 2 motion was excluded. That was due to the fact that, unlike all

other trials, this motion was a retracting motion for one subject and extension for the other subject. In

all other tasks, the arm movement was an extension motion for both arms. Finally, In the L/F scenario,

each pair performs a long-range type 1 motion. Then the subjects switched the roles and repeated the

task. The motion direction in all trials was along the length of the table. To generate different motion

types, the pot was yawed to be parallel with or orthogonal to the motion direction.

In all of the eight trials, no repeated measurements were collected. Following each trial, the subjects

were asked to complete a questionnaire and assess their interaction performance. The questionnaire

helps us to evaluate our performance metrics and tailor them towards human perception of interaction

performance. Since the set of potential answers to some of these questions had less than 5 items to

choose from, and also since we had a limited number of participants, we used a Visual Analogue Scale

(VAS) questionnaire instead of a Likert scale to achieve a higher precision in self-assessment results.

The questionnaire can be found in Appendix E. A list of these questions have been included at the end

of this chapter, too.
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3.6 Recruitment Procedure

According to our IRB protocol, we were allowed to recruit participants, using flyers and emails.

The approved flyers were posted in buildings around the University of Illinois at Chicago (UIC) campus.

Also, a recruitment email was sent to the Graduate Student list server at UIC. As a result, the participants

belonged to the body of the UIC students, staff and their acquaintances. Among all volunteers, we

recruited 22 adult subjects (12 men and 10 women), ranging in age from 19 to 35. The only criterion

for inclusion or exclusion was for the volunteer to be a healthy adult.

The data collection was performed in the Robotics Lab at the University of Illinois at Chicago (UIC).

The experiment were scheduled over the course of 10 days, according to the participant’s availability.

The subjects were randomly paired and assigned to a specific session. In each session, after briefing

the participants about the project goals, benefits and risks, they signed the consent forms. Then, the

task was explained and demonstrated to them, including different modes (bimanual vs dyadic), different

scenarios (SPB, Sync and L/F) and different tasks (motion types and motion ranges). Each session took

less than an hour and each participant were paid upon completion of all of the tasks.

3.7 Data Analysis

With 22 participants, we collected 63 trials (21× 3 in SPB scenario) in bimanual mode (one of

the participants refused to complete the task in this mode) and 55 trials in dyadic mode (11×3 in Sync

scenario plus 11×2 in L/F scenario). Then, the collected data was analyzed to identify the measurement

errors. The errors were mainly due to the hysteresis error that the sensors exhibited randomly. We

examined the value of Fsum to identify the measurement error. For instance, if the pot was not moving

(according to the IMU readings), a constant large value in Fsum would indicate the presence of the
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Figure 6: Time trajectory for normalized velocity samples in (a) SPB, (b) Sync and (c) L/F scenarios. Copyright

c© 2015, IEEE.

hysteresis error. As a result, five trials in bimanual and three trials in dyadic mode (two in Sync scenario

and one in L/F scenario) were marked as corrupted signals. After the corrupted trails were excluded, the

data was processed and employed to validate our hypotheses.

We observed a huge range of variability in the applied forces by the subjects. As such, an illustration

of the collective signals won’t be informative. We will present a few examples of the applied forces in

the following section. However, the object’s velocity follows a more regular behavior. Figure 6 shows a

collective illustration of the normalized velocity of the object for all trials in different scenarios. As it is

clear, there is a regularity in the signals and we will explore a model for that in Chapter 5

3.8 A Glance at the Results

Before we introduce our proposed models for the interaction force, it would be helpful to present the

results of employing that model to the collected signals. Here, we only present an exhaustive qualitative
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Figure 7: Good cooperation: force interaction in SPB manipulation, type 1 motion. a) The red dashed line

represents f1 and green solid line represents f2. b) The red dashed line represents f ∗1 and green solid line represents

f ∗2 . In both graphs, the black dotted line represents Fsum. Copyright c© 2017, Springer.

evaluation on all recorded data and leave the more elaborated quantitative evaluation of the model for

the following chapters.

Let us start with the SPB manipulation. In type 1 motions, where the interaction force is very small,

we expect that both hands of each subject apply similar forces, i.e. f ∗1 ≈ f ∗2 ≈ 1
2 Fsum. Fig. 7 depicts the

applied forces and the effective forces for subject-13 as an example. The results showed that the same

high degree of cooperation is presented by all of the subjects in this type of motion.

In SPB type 2 motions, the interaction force is larger and our model plays a more influential role.

Again we observed good cooperation between each subject’s hands. More than 90% of the subjects

applied similar forces, as expected. However, 2 subjects performed the task differently. Fig. 8 shows

subject-1 and subject-18’s forces where subject-1 examplifies the first group (one of the 90% subjects)
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Figure 8: Specialized cooperation: force interaction in SPB manipulation, type 2 motion for subject-1 and subject-

18. a) The red dashed line represents f1 and green solid line represents f2. b) The red dashed line represents f ∗1

and green solid line represents f ∗2 . In both graphs, the black dotted line represents Fsum. Copyright c© 2017,

Springer.
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Figure 9: Role development: force interaction in dyadic manipulation, type 1 motion for pairs 6, 7 and 3. a,c,e)

The red dashed line represents f1 and green solid line represents f2. b,d,f) The red dashed line represents f ∗1 and

green solid line represents f ∗2 . In all graphs, the black dotted line represents Fsum. Copyright c© 2017, Springer.



30

0.496 1.625 2.488

−2

0

2

Time (sec)

F
or

ce
 (

N
)

(a) Applied forces (P6)

0.496 1.625 2.488

−2

−1

0

1

2

Time (sec)

F
or

ce
 (

N
)

(b) Effective forces (P6)

0.455 1.339 2.61

−2

0

2

Time (sec)
F

or
ce

 (
N

)
(c) Applied forces (P9)

0.455 1.339 2.61
−2

−1

0

1

2

Time (sec)

F
or

ce
 (

N
)

(d) Effective forces (P9)

Figure 10: Force interaction in dyadic manipulation, type 2 motion. Pairs 6 and 9 are shown. a,c) The red dashed

line represents f1 and green solid line represents f2. b,d) The red dashed line represents f ∗1 and green solid line

represents f ∗2 . In all graphs, the black dotted line represents Fsum. Copyright c© 2017, Springer.
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and subject-18 presents one of the different signals. The graph reveals that the subject-18’s hands took

different roles: one hand generates a coarse trajectory for the whole task while the other hand only

introduces fine tuning to the path. The specialization of human hands in collaborative tasks has been

reported previously (Guiard, 1987).

Now, let’s consider dyadic manipulation. Here, the synchronization between subjects is not as good

as during SPB manipulation. Nevertheless, 55% of the groups still demonstrated good cooperation (e.g.

pair-6). The other 45% of the groups demonstrated some kind of specialization (e.g. pair-7). Fig 9 shows

the graphs for these pairs. In one interesting case (pair-3), the subjects extended their specialization

and developed roles. As illustrated in the fiugure, one subject only contributed in accelerating the

object, while the other subject only contributed in decelerating it. The acceleration/deceleration roles in

collaborative tasks have also been reported in the literature (Reed et al., 2006).

Finally, in type 2 motion of dyadic manipulation, due to the imperfect synchronization and larger

interaction forces, pairs demonstrate a wide range of collaboration types. That is, in addition to the

good cooperation, specialization and role development, switching between these behaviors during the

manipulation were also observed. Figure 10 shows interaction forces for pairs 6 and 7 as two examples.

Please note that the purpose of this section was to provide the reader with a glance of how the model

would work. The qualitative assessments presented here in this section should not be considered as

proof of validity of the model. We will discuss this later in Chapter 6.

3.9 Questionnaire Details

While the actual questionnaire form can be found in Appendix E, here the list of questions and

answers is presented for your reference:
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1. How fast was the whole manipulation task?

The whole collaboration experience was ...

(a) too slow; I would do it faster myself!

(b) slower than I prefer; but not annoyingly.

(c) very good; it matched my natural speed.

(d) faster than I prefer; but not annoyingly.

(e) too fast; I would prefer to do it slower myself!

2. How do you characterize your relative speeds?

My partner was ...

(a) too slow; I had to push him/her to go faster!

(b) slower than me; but not annoyingly.

(c) pleasant; in the same speed range as me.

(d) faster than me; but not annoyingly.

(e) too fast; I had to slow him/her down!

3. How do you feel about the nature of your partner’s effort? I felt my partner was ...

(a) resisting my actions during the whole experience!

(b) forcing his actions over mine during the task!

(c) exerting some pushes/pulls, but they were not annoying.

(d) quite cooperative; no pushes/pulls.
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4. How fair do you feel the collaboration was? I feel ...

(a) he/she applied most of the effort; I had a free ride

(b) we contributed equally in performing the task

(c) I did most of the work and he/she enjoyed a free ride

5. How do you characterize the cooperative nature of this collaborative task? I felt ....

(a) I was leading the task the whole time

(b) we were switching the roles, but I was leading most of the time

(c) we both actively cooperated

(d) we were switching the roles, but I was following most of the time

(e) I was following him/her the whole time

6. How natural do you feel the motion trajectory was?

I feel ....

(a) it was even smoother than I would do it alone!

(b) it was as smooth as if I did it alone.

(c) there were some unusual pauses/accelerations, but overall fine

(d) it was totally abnormal way of performing the task, I would never do it like this!

7. How much attention (mental workload) did the task demand, compared to doing the manipulation

on your own?

I feel the task needed ...
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(a) no attention; I just moved naturally

(b) little attention to synchronizing our motions

(c) a lot of mental involvement due to the need to synchronize our actions
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Part II

Models



CHAPTER 4

QUANTITATIVE MEASURES FOR HUMAN-COOPERATION

Parts of this chapter have been presented in (Noohi and Žefran, 2014). Copyright c© 2014, IEEE.

While assisting with ADLs, robots would naturally be expected to engage in dyadic collaboration.

One of the main challenges in deploying robots in collaborative tasks is for the robot to behave in a nat-

ural human-like way. For instance, in a physical Human-Robot Interaction (pHRI), because people have

different motion preferences for the exact same manipulation task, the robot is expected to recognize

these differences and to engage in the manipulation task accordingly. Robotic caregivers for elderly are

an interesting example where a broad range of motion profiles may appear in a simple dyadic ADL due

to the diverse physical capabilities among the elderly.

Lack of a model for physical collaboration tasks has motivated many researchers to attempt de-

scribing different aspects of the collaboration. In this chapter, we present a set of metrics that describe

different aspects of a collaborative object manipulation task, namely: effectiveness, efficiency, fairness,

comfort and similarity. These metrics can be used as an abstract model of how humans cooperate. Us-

ing the results of an empirical study with human subjects, we examine the effectiveness of the proposed

model and the validity of the metrics. Furthermore, these metrics will be employed as an assessment

tool to quantify the performance of different interaction models in Chapter 7. These measures can also

be used to evaluate the performance of a robot in a collaborative pHRI task.

36
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4.1 Related Work

A thorough understanding of Human-Human Interaction enables us to successfully employ robots in

place of human assistants. Due to the diversity of preferred behavior among people, modeling Human-

Human Interaction (HHI) is assumed to be a promising approach. There are many factors, e.g. mental,

social, gender-specific etc., affecting the quality of an HHI. In this chapter, we focus on evaluating the

quality of physical Human-Human Interaction (pHHI) in order to understand the requirements of an

acceptable pHRI. More specifically, we study the quantitative measures for evaluating the performance

of a pHHI during a dyadic object manipulation task.

To introduce quantitative measures for human performance in manipulation tasks, (Abdel-Malek

and Yang, 2005) models human limbs/joints as robotic linkages/joints in robotic manipulators. The mea-

sures that are introduced therein, e.g. reachability, dexterity and weighted-sum-of-joint-displacements,

are reformulations of well-explored robotic measures, i.e. workspace, manipulability and accuracy, re-

spectively. Although these measures are well established for single chain manipulators (Yoshikawa,

1985), parallel manipulators (Merlet, 2006) and closed-chain manipulators (cooperative robots) (Bic-

chi and Prattichizzo, 2000), they are not suitable for measuring human performance. For example,

the proposed model is too simple to describe the dexterity differences between the dominant hand and

non-dominant hand of the same person.

In a more promising approach, human motions are modeled using the empirical studies. For in-

stance, minimum jerk path (Flash and Hogan, 1985) and Fitts’ law (Fitts, 1954) are two widely recog-

nized models for human arm motions. These models are then exploited to introduce new performance

measures. An example of this approach is (Garvin et al., 1997), where minimum jerk model is extended
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to describe motion profiles of two-arm manipulation tasks. The authors present two kinematic models

for two physically coupled arms manipulating an object.

To the best of our knowledge, there exists no acceptable model for pHHI in the literature. Moreover,

very little has been done in studying the performance of a pHHI (American National Standard, 2000).

Effectiveness is an example of a common performance measure among pHHI researchers (Ganesh et

al., 2014; van der Wel et al., 2011). Root-mean-square error (RMSE) is another common metrics, which

is usually used when deviation from a desired behavior is studied (Groten et al., 2009).

On the other hand, to evaluate the performance of a robot in an HRI task, a wide range of quantitative

measures have been proposed (Singer and Akin, 2011; Madhavan et al., 2009; Steinfeld et al., 2006). In

particular, in a pHRI problem, using completion time, team-effort (energy) and accuracy (RMSE) is an

acceptable practice (Mörtl et al., 2012; Feth et al., 2009). However, none of these metrics can describe

the cooperative quality of a pHRI.

4.2 Performance Measures

Among many human performance measures, we choose the ones that are applicable in ADLs and

also are of the most interest in both pHHI and pHRI, namely effectiveness, efficiency, cooperativeness,

similarity, fairness and comfort. Each performance measure is introduced both subjectively and ob-

jectively. The qualitative (subjective) description of each measure is specified by associating it with a

set of questions. Subsequently, a quantitative expression for that measures is proposed that relates the

subjective concept to the perceived interaction efforts. To make the measures task independent and easy

to be compared, most of our proposed objective measures are normalized between zero and one.



39

4.2.1 Cooperativeness

In a collaborative task, each person may take a different role in performing the task. They may also

negotiate over the roles and switch the roles according to the negotiation result. The cooperativeness

represents the degree at which the dyad members help each other. The cooperativeness can be measured

by answering questions like:

How do you characterize your cooperation?

Did you take complementary roles in performing the task?

Did you mostly lead the task or follow the other person?

In a dyadic manipulation task, each person contributes a certain amount of the effective effort to

the total effective effort Fsum. Cooperativeness measures the amount of each person’s share in the total

effort. However, subject shares in a dyadic task are complementary to each other, see (2.5). Let’s

introduce δ = 1
2 −α . Therefore,

f ∗1 (t) =
(1

2 −δ
)

Fsum

f ∗2 (t) =
(1

2 +δ
)

Fsum

(4.1)

δ is called the cooperation index. When δ = 0 we have f ∗1 (t) = f ∗2 (t) =
1
2 Fsum; that is each person

carries out half of the task by contributing exactly half of the total effective effort required. When

|δ (t)| ≤ 0.5, both persons help in performing the task by contributing positively in direction of the

required effective effort, see Fig. 11a. In this situation, we define the collaboration to be in a cooperative

mode, meaning a successful negotiation in role assignment.
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Figure 11: Cooperative mode vs non-cooperative mode. Copyright c© 2014, IEEE.

On the other hand, when |δ (t)| > 0.5, one person’s effort is in the reverse direction of Fsum, see

Fig. 11b. Therefore the other person needs both to cancel the negative effort and to provide the whole

required effort. In such a situation, the negotiation on role assignment has failed and we define the

collaboration to be in a non-cooperative mode.

4.2.2 Collaboration Effectiveness

The effectiveness of a collaborative task is defined as the degree of optimality of performing the

task. It can be measured by answering questions like:

How natural do you feel the motion trajectory was?

Was the motion as smooth as when you do it alone?

Did it match your natural speed or it was faster/slower?

Recall that for the reaching task, which is under study in this work, the optimality is measured by

minimizing the jerk function. Let H(t) denote the cost function, and H∗(t) be it’s minimum value (the

optimal solution). The effectiveness index is defined by:
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Ie f f ectiveness(t) =
H∗(t)
H(t)

(4.2)

Since H∗(t) = min{H(t)}, the effectiveness index is suitably bounded, i.e. 0 ≤ Ie f f ectiveness(t) ≤

1. Using our proposed effort decomposition in previous section, we can rewrite the cost function as

following:

H(ti, t f ) =
1

2m2

∫ t f

ti

∥∥Ḟsum
∥∥2 dt (4.3)

where m is the object’s mass. Note that Fsum = Fnet −mg, and therefore Ḟsum = Ḟnet = mȧ.

4.2.3 Collaboration Efficiency

As a result of a disagreement on the motion trajectory, it is not uncommon in a dyadic task that one

person’s efforts are partially canceled by the other’s. The efficiency of a collaborative task is defined

as the percentage of the amount of the efforts that is not canceled during performing a task. It can be

measured by answering questions like:

How do you feel about the exchanged efforts?

Did you receive some unusual pushes or pulls?

Did the other person cancel some of your efforts?

We introduce three different quantitative expressions for measuring collaboration efficiency, namely

individual efficiency, team efficiency and negotiation efficiency.

4.2.3.1 Individual Efficiency

For a person k (k = 1,2) in the team, the measure is defined as:



42

Miek(t) =
‖ f ∗k (t)‖
‖ fk(t)‖

(4.4)

Recall that fk(t) = f ∗k (t)±Fnormal(t), and therefore individual efficiency is bounded, i.e. 0≤Miek(t)≤ 1.

4.2.3.2 Team Efficiency

The percentage of effective team-effort is defined as:

Mte(t) =
‖Fsum(t)‖

‖ f1(t)‖+‖ f2(t)‖
(4.5)

It is obvious that 0≤Mte(t)≤ 1 and the performance is maximum, Mte(t) = 1, only when no effort

is wasted, ‖Fnormal(t)‖ = 0. The team efficiency will be zero, when the dyad members cancel each

others’ effort, ‖Fsum(t)‖ = 0. Also, note that if individual efficiency of both members of the dyad are

equal, Mie1(t) = Mie2(t), the team efficiency is equal to the individual efficiency.

Team Efficiency Index is defined as the average value of the team efficiency, measured over the

period of performing the task:

Ite(ti, t f ) =
1

t f − ti

∫ t f

ti
Mte(t)dt (4.6)

4.2.3.3 Negotiation Efficiency

This measure represents the extent of disagreement of the dyad members in performing the task.

The negotiation efficiency measure is defined as:
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Mne(t) =
‖Fsum(t)‖

‖ f ∗1 (t)‖+‖ f ∗2 (t)‖
(4.7)

Note that the measure is properly bounded, 0≤Mne(t)≤ 1. This is due to the fact that according to

(4.1) we have:

‖ f ∗1 (t)‖+‖ f ∗2 (t)‖=
(∣∣∣∣12 −δ (t)

∣∣∣∣+ ∣∣∣∣12 +δ (t)
∣∣∣∣)‖Fsum‖

or

‖ f ∗1 (t)‖+‖ f ∗2 (t)‖=



2δ (t)‖Fsum‖ δ (t)> 0.5

‖Fsum‖ −.5≤ δ (t)≤ 0.5

−2δ (t)‖Fsum‖ δ (t)<−.5

Therefore, (4.7) can be rewritten as:

Mne(t) =


1 |δ (t)| ≤ 0.5

1
2|δ (t)| |δ (t)|> 0.5

When the collaboration is in a cooperative mode (|δ (t)| ≤ 0.5), the negotiation has been successful

and Mne(t) = 1. On the other hand, when the collaboration is in a non-cooperative mode (|δ (t)| >

0.5), the negotiation efficiency decreases as the disagreement increases: Mne(t) = (2|δ |)−1 < 1. The

Negotiation Efficiency Index is defined as the average value of the negotiation efficiency, measured over

the time period of performing the task:
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Ine(ti, t f ) =
1

t f − ti

∫ t f

ti
Mne(t)dt (4.8)

4.2.4 Similarity of Efforts

Many dyadic tasks, including the one we study in this work, have sort of a symmetry such that

swapping the dyad efforts would have no effect on performing the task. In such tasks, it is logical to

assume that the effective efforts of dyad members are similar. Similarity can be measured by answering

questions like:

How do you characterize your relative speeds?

Do you feel your motions were in sync?

Consequently, the measure of similarity is defined as:

Ms(t) = 1−
∣∣∣∣‖ f ∗1 (t)‖−‖ f ∗2 (t)‖

‖Fsum(t)‖

∣∣∣∣ (4.9)

Note that the measure is properly bounded, 0≤Ms(t)≤ 1. This is due to the fact that according to

(4.1) we have:

‖ f ∗1 (t)‖−‖ f ∗2 (t)‖=
(∣∣∣∣12 −δ (t)

∣∣∣∣− ∣∣∣∣12 +δ (t)
∣∣∣∣)‖Fsum‖
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or

‖ f ∗1 (t)‖−‖ f ∗2 (t)‖=



−‖Fsum‖ δ (t)> 0.5

−2δ (t)‖Fsum‖ −.5≤ δ (t)≤ 0.5

+‖Fsum‖ δ (t)<−.5

Therefore, (4.9) can be rewritten as:

Ms(t) =


1−2|δ (t)| |δ (t)| ≤ 0.5

0 |δ (t)|> 0.5

When the collaboration is in a non-cooperative mode (|δ (t)|> 0.5), the similarity measure is zero.

However, in a cooperative mode (|δ (t)| ≤ 0.5), the measure increases: Ms(t) = 1−2|δ (t)|. Maximum

similarity (Ms(t) = 1) happens only when effective effort of both persons are exactly the same (or

equivalently δ (t) = 0).

The Similarity Index is defined as the average value of the similarity measure over the period of

performing the task:

Is(ti, t f ) =
1

t f − ti

∫ t f

ti
Ms(t)dt (4.10)

4.2.5 Fairness of Collaboration

Another important performance measure in a collaborative task is fairness. During the whole task,

the dyad members continuously negotiate on their contribution in effective effort. A collaborative task

is performed fairly, when both members of the dyad contribute the same total amount of the effective

effort. Fairness can be measured by answering questions like:
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How fair do you feel the collaboration was?

Did you contribute equally in performing the task?

Or one did most of the task and other enjoyed a free ride?

The fairness index represents the inequality of their attempts as follows:

I f (ti, t f ) = 1−
∣∣∣∣N1−N2

Nsum

∣∣∣∣ (4.11)

in which:

N1(ti, t f ) =
∫ t f

ti ‖ f ∗1 (t)‖dt

N2(ti, t f ) =
∫ t f

ti ‖ f ∗2 (t)‖dt

Nsum(ti, t f ) =
∫ t f

ti ‖Fsum(t)‖dt

(4.12)

Note that the index is properly bounded, 0≤ I f (ti, t f )≤ 1. This is due to the fact that (4.11) can be

rewritten as:

I f = 1−
∣∣∣∣ ∫ t f

ti
‖ f ∗1 (t)‖dt−

∫ t f
ti
‖ f ∗2 (t)‖dt∫ t f

ti
‖Fsum(t)‖dt

∣∣∣∣
I f = 1−

∣∣∣∣ ∫ t f
ti
(‖ f ∗1 (t)‖−‖ f ∗2 (t)‖)dt∫ t f

ti
‖Fsum(t)‖dt

∣∣∣∣
or

I f (ti, t f ) =


1−

∣∣∣∫ t f
ti

2δ (t)‖Fsum(t)‖dt
∣∣∣∫ t f

ti
‖Fsum(t)‖dt

|δ (t)| ≤ 0.5

0 |δ (t)|> 0.5

For a collaboration in cooperative mode (|δ (t)| ≤ 0.5), if both dyad members apply equal amount

of total effective effort, the collaboration is fair and the index is maximized (I f = 1). However, when
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the collaboration is in a non-cooperative mode (|δ (t)|> 0.5), the index is zero. It’s because one person

is actually doing the whole task and additionally, compensating the other person’s inappropriate effort.

4.2.6 Collaboration Comfort

According to a well-respected hypothesis in neuroscience, human motions are executed in a feedfor-

ward fashion (Kawato, 1999). The main justification of this hypothesis is that our sensory system suffers

from a huge delay, which makes a real-time feedback control scheme impractical. However, when the

actual motion differs from the intended motion (feedforward plan), due to an unexpected/external dis-

turbance, the feedback control system is engaged to reduce the error. The feedback loop demands some

degree of mental computations, which makes us uneasy. The Measure of Comfort represents the degree

of mental demand in a collaborative task and can be measured by answering questions like:

How much attention did the task demand?

Was the task as easy as doing it alone?

Or did the task demand a lot of mental involvement?

In a collaborative object manipulation task, each person’s effort can be perceived as an external

disturbance by the other. The only way that a person can execute a feedforward motion plan here, is that

he/she perceives the other person’s effort as a constant mass. Let’s take a 10 kg object for an example.

Also, let P refer to the person’s feedforward plan (when he/she performs the task alone) for an 8 kg

object. The person can execute P in a dyadic collaborative task (and obtain the same trajectory), only if

the other person’s effort properly compensates the extra 2 kg. In this case the ratio of their effective effort

is constantly 4. Therefore, the most comfortable collaboration happens when the effective efforts are
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proportional, f ∗1 (t) ∝ f ∗2 (t). According to (4.1) we have (1
2 +δ (t)) f ∗1 (t) = (1

2 −δ (t)) f ∗2 (t). Therefore,

maximum comfort happens when δ (t) = const. We took the extent of the variation of the cooperation

index as a measure of comfort:

Mc(t) = ‖δ̇ (t)‖ (4.13)

Using the variation of the cooperation index as an indicator of the degree of mental demand is

motivated by the assumption that humans perform manipulation tasks in a (sub-) optimal manner. Ac-

cordingly, the resultant trajectory (or equivalently the resultant effort Fsum) may be considered as a solo

manipulation plan, a feedforward plan P. Any variations in δ means a new debate on the amount of

dyad contributions in Fsum, which comes with mental computation costs.

The measure is zero, when the collaboration is the most comfortable and increases as the comfort

decreases. The Comfort Index is defined as the average value of the comfort measure over the period of

performing the task:

Ic(ti, t f ) =
1

t f − ti

∫ t f

ti
Mc(t)dt (4.14)

4.3 Discussion

While effectiveness, individual efficiency and team efficiency are task-oriented measures, other

measures focus on cooperation characteristics of a collaborative task. To be able to highlight differ-

ent aspects that different measures are evaluating, we choose a simple collaborative reaching task. The

object’s motion is assumed to follow the optimal (minimum-jerk) trajectory along a straight line (say

x-axis). Fig. 12 depicts the value of required effort, Fsum, along x-axis. Note that for easier comparison,
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the task parameters (mass, path length and collaboration time) are adjusted in such a way that Fsum is

bounded between −1 and +1.

4.3.1 Cooperation Mode

Fig. 13 illustrates four different examples of collaborations in cooperative mode. A perfect coop-

eration is depicted in Fig. 13a, in which cooperation index is zero, δ = 0. Here, each dyad member

applies the exact same effort; f ∗1 = f ∗2 = 1
2 Fsum. Therefore, the similarity index and fairness index both

are maximum; Is = 1 and I f = 1. Also, the comfort index is minimum; Ic = 0.

On the other hand, a marginal cooperation is depicted in Fig. 13b, where δ =−0.5. Here, the whole

task is performed by one person and the other person enjoys a free ride. Accordingly, both similarity

and fairness indices are minimum; Is = 0 and I f = 0. However, since no negotiation happens during the

task (δ is fixed), the comfort index is still minimum; Ic = 0.

0 0.5 1
−1

−0.5

0

0.5

1

Time (sec)

F
or

ce
 (

N
)

Figure 12: The minimum-jerk force required to move a mass of 1kg over a straight line which is L = 17.32cm

long during a period of t f − ti = 1sec. Copyright c© 2014, IEEE.
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Fig. 13c depicts a cooperative collaboration, where δ =−0.3. Here, one person applies four times

more effort than the other person. Therefore, similarity and fairness indices are: Is = 0.4 and I f = 0.4;

which follows the unbalanced nature of cooperation. Again, Ic = 0.

Note that when cooperation index is constant, the similarity and fairness indices are the same, Is =

I f = 1−2|δ |, and comfort index is zero (as it appeared in above three cases). Fig. 13d depicts a situation

where δ changes form−0.5 to +0.5 in the middle of cooperation. In this case, one person is responsible

for accelerating the object in the first half of the path and the other is responsible for decelerating it on

the second half. The role assignment is fair and each dyad member applies half of the total required

effort and therefore, I f = 1. However, their efforts are not similar; i.e. Is = 0. Also, note that Ic = 1,

which indicates a less comfortable cooperation. These trajectory emerges in specific tasks, where dyads

learn to take accelerating/decelerating roles (Reed et al., 2006). The increase in Ic reflects the learning

cost (or equivalently increase in complexity).

Fig. 14 illustrates two examples of non-cooperative collaboration, where |δ (t)|> 0.5. In both cases,

dyad members apply forces in different directions, partly canceling other person’s effort. Fig. 14a shows

collaboration with constant cooperation index, δ = 1. Accordingly, Is = I f = Ic = 0. On the other hand,

Fig. 14b illustrates the effect of cooperation index variations in non-cooperative mode. Here, Is = 0,

I f = 1 and Ic = 2; indicating a fair but complicated collaboration.

4.3.2 Grasp Force

In an object manipulation task, parts of the applied efforts are exerted to secure the object in a grasp.

Since we do not have a model for the interaction force yet, let’s assume that it is mainly comprised

the grasp force. In Chapter 2, we showed that in addition to a normal component, the grasp forces can
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(d) Role taking cooperation

Figure 13: Collaborations in cooperative mode. In each pair of graphs, the red signals (dashed line on top) is f ∗1

and the green one (solid line on bottom) is f ∗2 . a) perfect cooperation (δ = 0). b) marginal cooperation (δ =−0.5).

c) unbalanced cooperation (δ =−0.3). d) acceleration/deceleration role taking. Copyright c© 2014, IEEE.

have components aligned with the effective effort, Fsum, too. These components act as a low-frequency

time-varying bias that can affect the cooperation index variations adversely. For instance, when the

magnitude of Fsum is small, these bias will result in a large δ . A more promising model that may take

this bias into account is:

f ∗1 (t) =
(1

2 −δ (t)
)

Fsum−Fbias(t)

f ∗2 (t) =
(1

2 +δ (t)
)

Fsum +Fbias(t)

(4.15)

Fig. 15 exemplifies a situation where the negotiation is succeeded, both dyad members apply equal

contributions on top of their grasp force components, and the collaboration results the optimal solution

(minimum-jerk) for Fsum (with the same assumptions as in Fig. 12). Ignoring the grasp forces, our

model suggests that the collaboration is in a non-cooperative mode and δ would diverge in the middle

point (where Fsum = 0). Following the model introduced in (4.15), we get δ (t) = 0 and the collaboration
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(b) Varying δ

Figure 14: Collaborations in non-cooperative mode. In each pair of graphs, the red signals (dashed line on top) is

f ∗1 and the green one (solid line on bottom) is f ∗2 . a) δ = 1. b) δ changes form −1 to +1 in the middle. Copyright

c© 2014, IEEE.

is in a perfect cooperation mode. As mentioned earlier, unfortunately, there is no sufficient information

to uniquely determine Fbias(t) here.

To tackle this issue, note that when Fsum is very small, both f ∗1 and f ∗2 are mainly representing grasp

forces. Therefore, the amounts of the grasp forces are known for a few points during manipulation,

where Fsum = 0. We observed that the variations of the grasp force (Fbias(t)) between these isolated

points resemble a line. Therefore, we used linear interpolation to estimate the grasp forces in between

the known points. Applying these estimated grasp force in (4.15) will result in more accurate values for

δ .

4.4 Survey on Human Collaboration

Following the human-study protocol explained in Chapter 3, we collect interaction force signals

and motion trajectories of bimanual and dyadic object manipulation tasks. The signals are then filtered
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Figure 15: The effect of grasp bias on the effective forces. a) The dyad members’ effective forces result in

an optimal effective effort (Fsum). b) The low-frequency time-varying grasp force components (Fbias), which is

aligned with the effective effort. Copyright c© 2014, IEEE.

(a Savitzky-Golay smoothing filter with polynomial degree of 7 and window size of 201). Following

the model proposed in (4.15), effective forces and the interaction force have been computed. These

components are then utilized to calculate the values of the proposed quantitative measures.

To evaluate the proposed measures, we provided a self-assessment questionnaire and asked each

subject to fill it after each trial. The questions are those appeared in Sec. 4.2. Since the set of potential

answers to some of these questions had less than 5 items to choose from, and also since we had a limited

number of participants, we used a Visual Analogue Scale (VAS) questionnaire instead of a Likert scale

to achieve a higher precision in self-assessment results. The questionnaire can be found in Appendix E.

4.5 Qualitative Assessment

Fig. 16 illustrates six examples of different types of force interactions that may appear in a subtask.

In Fig. 16a a successful cooperation is presented, where δ (t) < 0.5 during the whole task. While
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this type of collaboration happens mainly in synchronized mode, a few successful cooperation were

recorded in follower mode too. However, in one instant, the follower stated that he could read the

leader’s intention to move and could predict the beginning of the motion by watching her eyes. In this

type of collaboration, both subjects stated that they contributed equally and interacted cooperatively.

Fig. 16b shows an example of the role taking type of cooperation, where one subject mainly accel-

erate the pot and the other decelerate it. To cancel the grasp force, we used the model in (4.15). Again,

both subjects stated that they contributed equally and interacted cooperatively. A common complain that

was reported in this type of collaboration was about the internal force exchange. Both subjects stated

that the other person exerted some pushes/pulls during the task. These internal forces were evaluated by

the team efficiency measure.

Fig. 16c exemplifies the marginal cooperation type of collaboration. Both subjects agreed that most

of the task was performed only by one subject and the other one had a free ride. The fairness measure

agreed with this assessment. Fig. 16d-16f illustrate non-cooperative collaborations. They are common

cases in the follower mode. Fig. 16d shows the situation in which the follower reacted with a delay and

exerted an opposing force. The common complain in this type of collaboration was the speed mismatch.

Each subject stated that the other person was faster/slower than his/her natural speed. However, we

observed that most of the times, the follower could catch up with the leader and perform a successful

cooperation in the second half of the task.

Another interesting type of collaboration is presented in Fig. 16e, where both subjects actively

negotiate in collaboration. If the model in (4.15) is applied to the signals in this figure, they will become

a role taking cooperation. However, unlike that type of collaboration, here subjects declare different
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(f) Non-smooth collaboration

Figure 16: Different types of collaborations. In all graphs, red signal (dashed line) is f ∗1 , green signal (solid line)

is f ∗2 and black signal (dotted line) is Fsum. Copyright c© 2014, IEEE.

amount of contributions to the task. For instance, in the case of this particular figure, both subjects

agreed that all of the work is done by the person applying green signal (solid line). This assessment

is very similar to the marginal cooperation type of collaboration. We speculate that the difference in

subjective assessments is related to the characteristics of the exchanged internal force.

The last common type of collaborations that we observed is exemplified in Fig. 16f. As the graph

shows and also the assessments agree, there exists unusual pause/accelerations during the task. As a
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result, the shape of the signal is very different from the expected minimum-jerk signal. The smoothness

of the motion is evaluated by the effectiveness measure.

4.6 Conclusion

As illustrated in the previous section, taking the grasp force as the interaction force would reveal

some information about the interaction. However, there are cases where the grasp force alone does not

provide enough information. Take Fig. 16e as an example. Here the interaction seems to be very smooth

and a minimum-jerk motion is taking place. However, the grasp forces both at the beginning and at the

end of motion are very small. Thus, canceling the grasp forces would not reveal anything new about

the nature of the interaction. In this chapter we suggested that a linear interpolation of the grasp force

can provide information about the interaction force. In Chapter 6 we present our proposed model for

the interaction force. It is argued that the interaction force would follow a 5th order polynomial in this

specific task. In fact, “taking the linear interpolation of the grasp forces as the interaction force” is a

low-order approximation of the proposed interaction force model. This is the reason why it performs

well in certain trials and fails in some others.



CHAPTER 5

OBJECT MOTION MODEL

Parts of this chapter have been presented in (Noohi et al., 2015). Copyright c© 2015, IEEE.

While hand trajectory has been successfully modeled for single arm reaching movement, few works

have considered the bimanual reaching movement and no study has modeled the dyadic reaching move-

ment. In a bimanual task, both hands belong to the same person, while in a dyadic task each hand

belongs to a different person. In this chapter, we study both bimanual and dyadic reaching movements

and show that the motion trajectory follows the minimum-jerk trajectory. Furthermore, we show that

our model is consistent with the existing theories on single arm motions, when applied to each of the

cooperating arms.

5.1 Related Work

As a result of the extensive body of research on human movements, many theories and predictive

models have been developed. While proposing a model that accounts for trial-to-trial variations of

the motion trajectory is a very challenging research problem, the average motion trajectory has been

described successfully with several models and theories. It has been shown that many biological move-

ment profiles possess certain regularities.

In a large class of complex movements, drawing a curved path for instance, Lacquaniti et al. (Lac-

quaniti et al., 1983) showed that the angular velocity, α(t), and the path curvature, κ(t), are in a power

relation as: α(t) = a×κ(t)2/3. This relation, which is also known as the 2/3rd power law, can equiv-

57
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alently be expressed as a relation between the velocity and the curvature, as: v(t) = b× κ(t)−1/3.

Also, in grasping and reaching movements, the movement time, MT , is related to the target’s size

(width), W , and the distance to the target, D. By defining the Index of difficulty as ID = log2(
2D
W ), Fitts

(Fitts, 1954) showed that a linear relation exists between the movement time and the Index of difficulty,

MT = a+b× ID, also known as Fitts’ law. The parameters a and b depend on the task.

The most successful class of models for biological movements is arguably the optimal control mod-

els (Todorov, 2004). These models suggest that the human sensorimotor system optimizes a certain cost

function in order to perform specific movements. Anderson and Pandy (Anderson and Pandy, 2001)

showed that metabolic energy minimization reproduces the salient features of normal gait (for walking

on level ground). In reaching movements, such as pointing, grasping and eye movements, it has been

shown that the trajectory smoothness is of the most importance. Flash and Hogan (Flash and Hogan,

1985) showed that a minimum-jerk model accurately describes trajectories of the reaching movements.

This model generates the well-known bell-shape velocity profile and can describe the relation between

the velocity and the curvature, even more accurately than the 2/3rd power law (Todorov, 2004).

Another criterion related to the smoothness is the minimum torque change (MTC), proposed by (Uno

et al., 1989) and (Nakano et al., 1999). In this model, the nonlinear dynamics of the arm is considered

and the motion trajectory is obtained by minimizing the variations of the applied joint torques. MTC

can explain the mirror asymmetry that appears in some via-point tasks, while minimum-jerk model fails

to do so.

In addition to smoothness, the accuracy of the final position in reaching movement (wrt. the target

point) is proposed as another optimization criterion. Since the motor noise is known to be signal-
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dependent, the sequence of muscle activation commands will contribute to the final position error.

Therefore, minimizing the final position error leads to the optimal control policy. Harris and Wolpert

(Harris and Wolpert, 1998) suggested that the optimal trajectory minimizes the final position variance,

also known as minimum variance model. The model is shown to be very successful in describing speed

profiles of saccadic eye movements. The reaching trajectories introduced by minimum variance model

are in agreement with those of the MTC model. Also, minimum variance model is consistent with both

Fitts’ law and the power law.

While there exists a rich literature on modeling single arm reaching movement, bimanual and dyadic

movements are far less studied. Guiard (Guiard, 1987) suggested that in bimanual tasks, while one arm

performs the majority of the workload, the other arm is responsible for fine tuning and corrections. He

discussed this role assignment in tasks like swinging a golf club or writing a letter. Reed et al. (Reed

et al., 2006) observed similar arm specialization in a dyadic task where one person is contributing more

to acceleration and the other person to deceleration. In a different approach in modeling the bimanual

and dyadic movements, quantitative metrics were proposed to measure the performance of the task.

Noohi and Žefran (Noohi and Žefran, 2014) proposed a set of measures that evaluate the performance

of physically-coupled subjects and cross-validated those metrics with the subjects’ self-assessments.

Groten et al. (Groten et al., 2009) studied the efficiency of a virtual pursuit tracking task for haptically-

coupled subjects (in a virtual reality environment). Ganesh et al. (Ganesh et al., 2014) reported that

haptically-coupled subjects demonstrate better motor performance in virtual pursuit tracking task than

a single person. Similarly, van der Wel et al. (van der Wel et al., 2011) showed that physically-coupled

subjects demonstrate better coordination in an object manipulation task than a single person.
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In all of these works, certain features in the bimanual and dyadic reaching movements were studied

and modeled at an abstract level. Very few works have considered a computational model for biman-

ual movement trajectory. For instance, Tresilian and Stelmach (Tresilian and Stelmach, 1997) showed

that the aperture and transport components of a unimanual reach-to-grasp task is very similar to the bi-

manual performance of the same task. Garvin et al. (Garvin et al., 1997) studied the bimanual reaching

movement and proposed an extension to the minimum-jerk model by incorporating the rotational jerk of

the object into the optimization constraint. Diedrichsen (Diedrichsen, 2007) studied bimanual reaching

movement in one-cursor and two-cursor conditions. He showed that the change in the control and in the

adaptation are both optimal and task-dependent.

5.2 Data Collection

Following the human-study protocol explained in Chapter 3, we collect interaction force signals and

motion trajectories of bimanual and dyadic object manipulation tasks. The signals are then introduced

to a low pass filter with the cutoff frequency of 12.5 Hz to eliminate the high frequency noise. The

filter is a Savitzky-Golay smoothing filter (Schafer, 2011), with polynomial degree of 7 and window

size of 201. The velocity of the object is obtained by integrating its acceleration. The total force that is

applied to the object is obtained by adding the forces that each hand applies to the object to the object’s

gravitational force. The total force is then projected onto the direction of motion. Note that in the

horizontal movements, this projection cancels out the gravitational force. We will refer to this projected

total force by Fsum. Additionally, to be able to compare these signals across different motion types and

different scenarios, we normalize the signals in both time and magnitude. That is, the motion duration

and the traveled distance are both normalized to 1.
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Figure 17: Time trajectory and 2D histogram of SPB samples. Copyright c© 2015, IEEE.
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(b) Normalized velocity samples for Sync

Figure 18: Time trajectory and 2D histogram of Sync samples. Copyright c© 2015, IEEE.



62

0 1

−9.87

0

9.87

Time (sec)

F
or

ce
 (

N
)

Time (sec)

F
or

ce
 (

N
)

 

 

0 1

9.87

0

−9.87
0.005

0.01

0.015

0.02

0.025

(a) Normalized Fsum samples for L/F

0 1
0

0.58

1.15

Time (sec)

V
el

oc
ity

 (
m

/s
)

Time (sec)

V
el

oc
ity

 (
m

/s
)

 

 

0 1

1.15

0.58

0

0.01

0.02

0.03

(b) Normalized velocity samples for L/F

Figure 19: Time trajectory and 2D histogram of L/F samples. Copyright c© 2015, IEEE.

5.3 A Minimum-Jerk Model for Cooperation

Fig. 17 shows the time trajectory and 2D histogram for both the normalized Fsum and the normalized

velocity of the object in the SPB scenario. It is worth mentioning that while averaging potentially

eliminates important information of the signals, 2D histograms conserve these information and provide

a better representation. Fig. 18 and Fig. Fig. 19 show the same graphs for the signals in the Sync and

L/F scenarios, respectively. Both force and velocity signals resemble a minimum-jerk trajectory for the

object. In this section we study our hypothesis that:

Motion Trajectory Hypothesis:

In a dyadic or a bimanual reaching movement, the object’s motion trajectory is highly

correlated with the minimum-jerk trajectory.
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Figure 20: Pearson correlation coefficients for a) the normalized samples of Fsum and b) the normalized samples

of object’s velocity. Copyright c© 2015, IEEE.

To evaluate this hypothesis, the similarity between the signals and the minimum-jerk trajectory

should be quantified.

To measure the similarity between two signals, it is a common practice to use Pearson correlation

coefficient, r, (Shadmehr and Mussa-Ivaldi, 1994; Hwang et al., 2003). The value of r is calculated

between every velocity (force) sample and the minimum-jerk velocity (force) signal. Box-and-whisker

plots in Fig. 20 demonstrate the distribution properties of the correlation coefficients. Fig. 20a illustrates

the distribution of r for force samples in SPB, Sync and L/F scenarios. The same is presented in Fig. 20b

for the velocity samples. According to these box plots, 87.5% of force samples and 100% of velocity

samples have correlation coefficient r > 0.8, when the outliers are excluded.

The mean and standard-deviation of r for force and velocity samples in different scenarios are re-

ported in Table I. Considering the skewness of the distribution of the correlation coefficients, we use
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Velocity Force

Mean (x̄) SD (s) Mean (x̄) SD (s)

SPB 0.92 0.08 0.86 0.09

Sync 0.94 0.07 0.88 0.08

L/F 0.93 0.08 0.84 0.11

TABLE I: MEAN AND STANDARD-DEVIATION OF THE PEARSON CORRELATION COEFFICIENTS
FOR FORCE AND VELOCITY SAMPLES IN DIFFERENT SCENARIOS. COPYRIGHT c© 2015, IEEE.

Velocity Force

ρ̂ 95%CI ρ̂ 95%CI

SPB 0.95 [0.935, 0.963] 0.89 [0.863, 0.906]

Sync 0.97 [0.951, 0.978] 0.90 [0.872, 0.919]

L/F 0.96 [0.933, 0.977] 0.87 [0.820, 0.902]

TABLE II: THE ESTIMATED VALUES OF PEARSON CORRELATION COEFFICIENTS AND THEIR 95%
CONFIDENCE INTERVALS. COPYRIGHT c© 2015, IEEE.
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Fisher’s z-transformation to map the samples to an approximately-normal distribution (Fisher, 1915).

Table II reports the estimated correlation coefficients and their 95% confidence intervals. Note that all

estimated correlation coefficients for velocity (force) signals are greater than 95% (87%). Also, the

lower limits of the 95% confidence intervals for the velocity (force) signals are greater than 93% (82%).

It supports the hypothesis that there exists a strong correlation between the object’s motion trajectory in

dyadic/bimanual reaching movements and the minimum-jerk trajectory.

5.4 Analysis of Skewness in Cooperation

A closer look at Fig. 17 reveals that the motion profiles in SPB are slightly skewed to the left.

This skewness is more recognizable if the average of the signals in each scenario is plotted against the

minimum-jerk signals, see Fig. 21. As can be seen in this figure, SPB signals and Sync signals are

noticeably skewed to the left. However, the average of the signals can be misleading and the skewness

may only be the result of some outliers.

Similar left-skewness has been reported in the case of single arm reaching movements (Jeannerod,

1988; Milner and Ijaz, 1990). Many researches take the duration of the acceleration phase as a mea-

sure of the skewness. However, this method is not accurate, particularly when considering the sub-

movements and the noise. Here, we took a different approach. As discussed in the previous section, the

object’s motion trajectory is highly correlated with the minimum-jerk trajectory. As a result, the first

order approximation of the skewness is the time-shift between the signal and the minimum-jerk trajec-

tory. That is, canceling the time-shift between a signal and the minimum-jerk signal will result in the

maximum correlation coefficient r between them. Fig. 22 illustrates the result of such a compensation

for the signals in the Sync scenario.
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Figure 21: Skewness of the motion trajectories in different scenarios wrt the minimum-jerk trajectory. The dashed

line signal (black) is the average of the SPB signals. The dash-dot line signal (green) and the dotted line signal

(red) are for Sync and L/F signals respectively. The solid line signal (blue) is the minimum-jerk optimal trajectory.

Copyright c© 2015, IEEE.
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Figure 22: 2D histogram of Sync samples after skewness enhancement. Copyright c© 2015, IEEE.
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Figure 23: Cross-correlation time-shift for a) the normalized samples of Fsum and b) the normalized samples of

object’s velocity. Copyright c© 2015, IEEE.

The time-shift is computed by maximizing the cross-correlation between each signal and the minimum-

jerk signal. Box-and-whisker plots in Fig. 23 demonstrate the distribution properties of these time-shifts.

According to these box plots, while 75% of the time-shifts in SPB and Sync scenarios are negative (left

skewed), 75% of the time-shifts in L/F scenario are positive (right skewed). This observation suggests

the following hypotheses:

H1: Time-shifts in SPB samples are negative. The null hypothesis here is “H0 : µSPB = 0” against the

alternative hypothesis “Ha : µSPB < 0”.

H2: Time-shifts in Sync samples are negative. The null hypothesis here is “H0 : µSync = 0” against the

alternative hypothesis “Ha : µSync < 0”.

H3: Time-shifts in L/F samples are positive. The null hypothesis here H3 is “H0 : µL/F = 0” against the

alternative hypothesis “Ha : µL/F > 0”.
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To test the normality of the distributions, we used Shapiro-Wilk test, Anderson-Darling test, Kolmogorov-

Smirnov test, Lilliefors test and Jarque-Bera test. All tests fail to reject the hypothesis that the data is

distributed normally. For instance in Kolmogorov-Smirnov test, all p-values were p > 0.63, for both

force and velocity samples in all scenarios. Therefore, we can safely use the one-sample t-test for testing

the above hypotheses.

Regarding H1, the velocity time-shift (−0.037± 0.038) was statistically significantly lower than

zero (95%CI = [−0.047,−0.027], t(57) = −7.3 , p = 5.0e−10). The force time-shift (−0.032±

0.037) was also significantly lower than zero (95%CI = [−0.042,−0.023], t(57) =−6.7, p= 5.7e−9).

Similarly for H2, the velocity time-shift (−0.020±0.042) was statistically significantly lower than zero

(95%CI = [−0.035,−0.0047], t(30) = −2.6, p = 0.006). The force time-shift (−0.018± 0.041) was

also significantly lower than zero (95%CI = [−0.033,−0.0035], t(30) =−2.5, p = 0.009).

These results indicate that, in both H1 and H2, very strong evidences exist in favor of the alternative

hypotheses and we can strongly reject the null hypotheses at α = 0.05. However for H3, only weak

evidences exist in favor of the alternative hypothesis and the test fails to reject the null hypotheses at the

given significance level (α = 0.05). The velocity time-shift (0.017±0.048) was not statistically signif-

icantly different from zero (95%CI = [−0.0051,0.0387], t(20) = 1.6, p = 0.063). The force time-shift

(0.017±0.046) was not statistically significantly different from zero, too (95%CI = [−0.0037,0.0384],

t(20) = 1.7, p = 0.051).

Another interesting observation in Fig. 23 is the similarity of distributions of SPB and Sync samples.

Furthermore, based on the above statistical analysis, their mean values are close to each other (less than



69

half a σ apart) and their standard deviations are similar. These observations suggest the following

hypotheses:

H4: Time-shifts in SPB samples are equal to the time-shifts in Sync samples. The null hypothesis for

testing H4 is “H0 : µSPB = µSync” against the alternative hypothesis “Ha : µSPB 6= µSync”.

H5: Time-shifts in SPB samples are smaller than the time-shifts in L/F samples. The null hypothesis

for testing H5 is “H0 : µSPB = µL/F ” against the alternative hypothesis “Ha : µSPB < µL/F ”.

H6: Time-shifts in Sync samples are smaller than the time-shifts in L/F samples. The null hypothesis

for testing H6 is “H0 : µSync = µL/F ” against the alternative hypothesis “Ha : µSync < µL/F ”.

To evaluate the similarity between the time-shifts in SPB, Sync and L/F scenarios, we used a one-

way ANOVA test. The test results indicate that a statistically significant difference exists between

scenarios. In case of the velocity signals, F(2,107) = 12.92 and p = 9.4e−6. And for the force signals,

F(2,107) = 11.98 and p = 2.0e−5.

To evaluate the above hypotheses we performed a Tukey post-hoc test. The test results revealed that

no statistically significant difference exists between the time-shifts in SPB scenario and Sync scenario

(H4). In the case of the velocity signals, p = 0.17 and the 95%CI = [−0.038,0.0052]. For the force

signals, p = 0.25 and the 95%CI = [−0.035,0.007]. In both cases, H4 fails to reject the null hypotheses

at the given significance level.

On the other hand, in the case of H5 and H6, very strong evidence exists in favor of the alternative

hypotheses. That is, the time-shifts in L/F scenario was statistically significantly greater than both SPB

scenario and Sync scenario. Regarding H5, in the case of the velocity signals, p = 4.9e−6 and the
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95%CI = [−0.079,−0.028]. For the force signals, p = 1.0e−5 and the 95%CI = [−0.074,−0.025].

Similarly for H6, we got p = 0.006 and the 95%CI = [−0.065,−0.009] for the velocity signals and

p = 0.005 and the 95%CI = [−0.063,−0.008] for the force signals.

To summarize, based on the results of H1 test, we infer that the samples in SPB scenario are skewed

to the left with respect to the optimal minimum-jerk signals. H2 test also indicates a left-skewness for

Sync samples. The results of H3 test show no significant skewness in L/F samples. Similarly, H4 test

shows no significant difference between the skewness of SPB and Sync scenarios. On the other hand, H5

and H6 indicate that samples in both SPB and Sync scenarios are left-skewed compared to the samples

in L/F scenario.

Trajectory Skewness Hypothesis:

In both dyadic and bimanual reaching movements, when the movement start time is

well-coordinated (SPB and Sync scenarios), the object’s motion trajectory is left-skewed

compared with a minimum-jerk trajectory. However, when coordination is imperfect

(L/F scenario), no skewness is observed.

5.5 Discussion

It is well-known that the single arm reaching movements follow the minimum-jerk trajectory (Flash

and Hogan, 1985). In this work, for the first time, we showed that bimanual and dyadic reaching

movements are also strongly correlated with the minimum-jerk trajectory. This finding is in agreement

with existing theories of human arm movements. In particular, it is well-known that a human can adapt
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to the external force field and his/her arm motion trajectory will return to the minimum-jerk trajectory

after the learning trials; see (Shadmehr and Mussa-Ivaldi, 1994; Hwang et al., 2003; Flash and Gurevich,

1997). In a dyadic reaching movement, each person acts as an external disturbance force to the other

person and thus observing a minimum-jerk trajectory is highly expected.

We also found out that there is a statistically significant left-skewness in single-person bimanual

reaching movements (SPB scenario). On the other hand, no such skewness was observed in dyadic

reaching movement (leader/follower scenario). However, when the dyad members are synchronized

with an audible marker (Sync scenario), the left skewness appeared again. More interestingly, no sta-

tistically significant differences were observed between the skewness of the samples in Sync and SPB

scenarios. These observations are also in agreement with the existing theories of human arm movements

as discussed below.

The left-skewness in reaching movements has been observed in goal-directed reaching tasks (Jean-

nerod, 1988; Milner and Ijaz, 1990). In the tasks like reaching-to-grasp, a prolonged deceleration phase

provides enough time for error corrections and accuracy improvements. In our experimental setup, we

asked the participants to move the pot from point A to point B; therefore, the task is qualified as a

goal-directed task. This explains the left-skewness in SPB and Sync scenarios.

In the L/F scenario on the other hand, due to the lag between the leader and the follower, the subjects

need to perform the corrections from the beginning of the movement. Therefore, instead of a prolonged

deceleration phase, the whole task duration is extended. The emergence of several sub-movements

during the motion trajectory and the prolonged movement duration are evidences of such corrections
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in L/F scenario. The lack of skewness in L/F scenario can therefore be related to these distributed

corrections.

The similarity of the samples in SPB scenario and Sync scenario is also anticipated. In the Sync

scenario, the subjects agree on the start time of the motion. Furthermore, the fixed pace of the synchro-

nizing beep enables them to predict the start time very accurately. Therefore, when each person performs

his/her left-skewed reaching movement, the resulting trajectory remains left skewed. The similarity of

these scenarios supports the hypothesis that the proposed synchronization eliminates the necessity for

the corrections at the beginning of the movement.

The collected data includes samples for vertical reaching movement, which we excluded from this

study due to the effect of gravity on the task. Based on our observations for horizontal movement,

we speculate that patterns similar to those of a single arm vertical reaching movements will be found in

bimanual and dyadic vertical reaching movement. Also, the skewness of the motion trajectory in vertical

reaching movement would be interesting to be studied. Another interesting aspect that needs further

investigation is the effect of the object’s weight on the dyadic motion trajectory and its skewness.



CHAPTER 6

INTERACTION FORCE MODEL

Parts of this chapter have been presented in (Noohi et al., 2016). Copyright c© 2016, IEEE.

During collaborative object manipulation, the interaction forces provide a communication channel

through which humans coordinate their actions. In order for the robots to engage in physical collabo-

ration with humans, it is necessary to understand this coordination process. Unfortunately, there is no

intrinsic way to define the interaction forces. In this chapter, we propose a model that allows us to com-

pute the interaction force during a dyadic cooperative object manipulation task. The model is derived

directly from the existing theories on human arm movements.

6.1 Introduction

Many robotic applications require proactive physical interaction between a human and a robot. For

instance, consider a robotic caregiver in the elderly care application. It has been shown that home

care aides are most effective when they actively involve the elderly in physical activities (Hughes et

al., 2004; Szulc et al., 2005). That is, it is important that the caregiver does not simply perform the

task for the elder person, the elderly should be asked to proactively contribute in performing the task.

Cooperative object manipulation (e.g. moving a table) is another example where proactive interaction

is necessary. In general, in cases of cooperative physical interaction, successful completion of the task

requires a coordinated force-exchange between the human and the robot.

73
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While the human can usually amplify the cooperation performance by adjusting to the robot’s ac-

tions, in many applications the human is not capable of such an adjustment. For instance, in elderly

care, rehabilitation, or childcare, the human is either an elderly person, a physically challenged patient

or a toddler. In such applications, the human is not expected to adjust to the robot. Instead, the robot’s

actions need to be as natural to the human as possible. Therefore, modeling the characteristics of nat-

ural human movements and the properties of the exchanged forces would significantly contribute to

designing better robot control strategies in such applications.

In order to build a model for a natural (human-like) interaction, researchers have studied human-

human collaborative tasks and proposed different models for the exchanged forces between humans.

However, due to the physics of the task, there is an inherent ambiguity in trying to recover the interaction

forces from the forces exerted by the humans. In other words, since the interaction force (the portion

of the applied force that does not contribute to the motion of the object) is unknown, obtaining the

effective portion of the applied force for each individual is challenging. To resolve this ambiguity,

different models for the interaction force have been proposed (Williams and Khatib, 1993; Groten et

al., 2009; Rahman et al., 2000; Evrard and Kheddar, 2009; Reed et al., 2005). In all of these models

(including ours) the ambiguity is resolved by introducing additional constraints in the interaction model.

The existing models compute the interaction force for every isolated pair of force vectors and ignore

the time dependencies among the force pairs during the task. In contrast, our approach considers the

whole trajectories of the force vectors to compute the interaction force. More specifically, the interaction

force is obtained by exploiting a computational motion model of the nominal movement trajectory
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during the cooperation. In fact, the knowledge of the motion model serves as the constraint that resolves

the ambiguity.

In this chapter, by exploiting the motion model associated with the task, we propose a descriptive

model for the interaction force. The key advantage of the proposed model compared to other models

is that it only requires one of the applied forces to be measured in order to compute the interaction

force. As a result, during a human-robot collaborative task, the robot can model the interaction force

by measuring only the force applied by the human. In turn, this significantly simplifies the robot’s

controller. Details are given in Sec. 6.3.

6.2 Related Works

To uniquely determine the interaction force, researchers have considered different approaches. In

case of the human-robot collaboration, some researchers tackle this problem by assigning the leader/follower

roles to the human and the robot (α = 0 or α = 1), e.g. (Rahman et al., 2000). Mörtl et al. (Mörtl et al.,

2012) studied the exchange of the leader/follower roles between the human and the robot and observed

that dynamic role assignments resulted in a considerably larger interaction force. Evrard and Khed-

dar (Evrard and Kheddar, 2009) suggested that a continuous homotopy switching happens between the

leader and the follower roles during the collaboration (for each agent independently). However, they did

not identify the homotopy function for dyadic tasks. Leader/follower schemes are very successful in the

tasks that the human steers the task and the robot provides the whole workload and follows the human.

Unlike leader/follower schemes, in this work we are interested in cooperative object manipula-

tion task where both human and robot are actively contributing in performing the task. One of the

most appreciated approaches is to take the mechanical internal force as the interaction force. For in-
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stance, while proposing a hybrid position/force control scheme for two coordinated robots, Uchiyama

and Dauchez (Uchiyama and Dauchez, 1988) described the interaction between the robots by the internal

force/moment vector. Using this vector, the authors manage to describe the object deformation (includ-

ing twisting, bending and shearing) during manipulation. Williams and Khatib (Williams and Khatib,

1993) introduced a more general framework to properly design the interaction forces for multi-contact

robot-robot collaborative tasks, namely “virtual linkage” model. They suggested that an acceptable in-

teraction force would minimize the engineering strain (minimum deformation of the object). They used

the internal forces as the interaction force in multi-robot object manipulation. In case of two robots, the

force decomposition would become:

f ∗1 = f ∗2 = 1
2 Fsum

F i = 1
2( f1− f2)

(6.1)

or α = 0.5. Taking the difference of the applied forces as the interaction force, as expressed in (6.1), is

a common practice in the human-robot interaction literature as well, e.g. (Reed et al., 2005).

Another interesting assumption in the literature, proposed by Groten et al. (Groten et al., 2009),

is that human minimizes the energy of the interaction force during the collaboration. They studied the

dominance distribution in a dyadic haptic collaboration and implicitly exploited the minimum-energy

model. The assumption is based on the intuition that when only one force is applied to an object, the

interaction force should be zero. Fig. 24 illustrates this intuitive assumption in comparison with the
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Figure 24: Force decomposition of the applied forces (a), based on the virtual linkage model (b) and the minimum-

energy model (c). Note that when only one force acts on the object, minimum energy model suggest zero interac-

tion force, while virtual linkage model does not. Copyright c© 2016, IEEE.
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Figure 25: A comparison on different assumptions in a 1-D object manipulation task. a) Applied forces and the

total force. b) Virtual linkage assumption c) Minimum-energy assumption. In both b) and c) f ∗1 , f ∗2 and F i are

dashe, solid and dotted lines respectively. Copyright c© 2016, IEEE.
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virtual linkage model. This model finds a solution for (2.5) and (2.6) in which the magnitude of the

interaction force is minimum. In other words:

α(t) = argmin
α

(
||F i||

)
(6.2)

Fig. 25a shows a typical example of a bimanual object manipulation in 1-D. The interaction force

before the start of the motion (t ≤ ti) and after the end of the motion (t ≥ t f ) is F i = 2, which is the

grasp force to hold the object. Fig. 25b shows the interaction force and the effective forces obtained

from virtual linkage model. Here, F i = 2 and f ∗1 = f ∗2 = 1
2 Fsum. The model suggest a perfect load-

sharing cooperation, which is a likely behavior in a single-person-bimanual manipulation. Fig. 25c

depicts the interaction force and the effective forces based on the minimum-energy assumption. Under

this assumption, the first (second) hand applies the whole required force (Fsum) to move the object in the

acceleration (deceleration) phase of the manipulation, while the other hand applies zero force. Taking

the accelerating/decelerating roles is an expected behavior in dyadic collaborative tasks (Reed et al.,

2006). We will compare our proposed model with these two models in the following sections.

6.3 Proposed Model for the Interaction Force

In this section, we first compute the interaction force in a mass-spring system. Then, we discuss

how a mass-spring system generalizes a rigid body model for a solid body. Next, we propose our model

for the interaction force, using the knowledge of the task. Finally, we discuss different aspects of the

proposed model and list its key features.
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Figure 26: A Mass-Spring system in a cooperative manipulation task. The spring is assumed to be massless and

linear. The force f1 ( f2) is applied to the mass m1 (m2). The position of the center of mass m1 (m2) is x1 (x2). The

system is one-dimensional; that is, applied forces are parallel with x-axis. Copyright c© 2016, IEEE.

6.3.1 Interaction Force in a Mass-Spring System

Consider the cooperative manipulation of the mass-spring system in Fig. 26. The masses m1 and

m2 are coupled with a spring and the forces f1 and f2 are applied to them, respectively. The positions

of the masses m1 and m2 are referred to by x1 and x2 (x1 > x2), respectively. The task is to move the

masses from their initial configurations (xi1 and xi2) to the goal configurations (x f1 and x f2) on a straight

line (aligned with the x-axis).

If the position variables are available (or can be measured), the interaction force that the spring

introduces to the system is computed as:

F i(t) =−ks (x1(t)− x2(t)−L0) (6.3)

where ks is the stiffness of the spring and L0 is the length of the spring when no force is applied to it.
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On the other hand, if x1 and x2 are not available but the applied forces f1 and f2 are, then the

interaction force would be computed from the equations of motion. For the above mass-spring system,

the equations of motion can be expressed as:

m1 ẍ1(t) = f1(t)−F i(t)

m2 ẍ2(t) = f2(t)+F i(t)

(6.4)

By combining the equations in (6.4), we will have:

m1 m2 (ẍ1− ẍ2) = m2 f1−m1 f2− (m1 +m2)F i (6.5)

Taking the second derivative of (6.3) would result in:

F̈ i(t) =−ks (ẍ1(t)− ẍ2(t)) (6.6)

And plugging (6.6) into (6.5) would introduce the interaction force only in terms of the applied forces:

C F̈ i(t)+F i(t) = (1−α) f1(t)−α f2(t) (6.7)

where

C = −m1m2
ks(m1+m2)

and α = m1
m1+m2

(6.8)

Equations (6.7) and (6.8) describe the interaction force in the form of a dynamical equation when

f1, f2 and the system parameters (m1, m2 and ks) are available,
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6.3.2 Mass-Spring System vs. Rigid Body

Modeling objects as a rigid body is a common practice in many problems, due to its simplicity and

effectiveness. It is based on the fact that deformation of a solid body in response to small (or moderate)

forces is negligible for many materials. This is especially true when the applied forces are within the

range of a human-human cooperative manipulation. However, using the rigid body model and ignoring

the deformation of the solid body is in part the source of the ambiguity in computation of the interaction

force (as discussed in Sec. 2.3).

The mass-spring system generalizes the rigid body model by including object deformation in the

model (the spring). For instance, if we replace the spring with a massless rigid rod (or equivalently

ks → ∞ in the spring), the mass-spring system becomes one rigid object (with two separated masses).

Since the rod is rigid, we have x1 = x2 +L0 and therefore, (6.5) becomes the same as (2.6), where α is

defined in (6.8).

Although the generalization introduced by mass-spring system seems promising, unfortunately, nei-

ther (6.3) nor (6.7) can be used to compute the interaction force in a solid body. In case of (6.3), although

the position variables (x1 and x2) are assumed to be available, accurate measurement of these variables

is practically infeasible. Furthermore, the value of ks in a solid body is very large. As a result, any small

noise in the measurement of x1 and x2 would result in a large error in the computation of F i.

Similarly, exploiting (6.7) to compute the interaction force in a solid body is impractical. Here,

the large value of ks would not be a problem and, in fact, it results in a negligible value for C in (6.8)

and thus, would transform (6.7) to be the same as (2.6), as expected. The problem is that any arbitrary

values for m1 and m2 would work in the mass-spring system and generate a valid model for the solid
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body. For instance, if m1 = m2, we get α = 0.5 in (6.8) and it would represent the virtual linkage model.

Or similarly, when m1 = 0 (α = 0), the mass-spring system represents the leader/follower model in

which f1 leads the task. In other words, the mass-spring system cannot disambiguate the interaction

force model in (2.6), if (6.7) is being exploited.

In contrast, we will show that by including the information about the task, we can tackle both

aforementioned problems. That is, the proposed model for the interaction force is both non-ambiguous

and robust to the measurement noise. To tackle the ambiguity issue, it implicitly takes advantage of the

position variables. And to address the noise problem, it exploits the measurements of the applied forces.

In other words:

Interaction Force Hypothesis:

Incorporating the information about the task in modeling the interaction force, in partic-

ular the motion information, will disambiguate the system and results in a unique and

robust computation of the interaction force.

6.3.3 Task-Aware Interaction Model: A Polynomial Model

Let us assume that the mass-spring system is being manipulated cooperatively, in a cooperative

reaching movement task. That is, the subjects move the masses from their initial configurations (xi1

and xi2) to their final configurations (x f1 and x f2), following a minimum-jerk trajectory. Since each

hand experiences disturbing forces through the spring (the interaction force), the reaching movement is
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performed inside a force field. As discussed in Sec. 2.2, after enough learning trials, cooperating hands

learn to compensate for the force field and return to their original minimum-jerk motion trajectories:

x1(τ) = xi1 +(x f1− xi1)(6τ5−15τ4 +10τ3)

x2(τ) = xi2 +(x f2− xi2)(6τ5−15τ4 +10τ3)

(6.9)

where τ = (t− ti)/(t f − ti) and ti and t f are the start time and the end time of the cooperative manipula-

tion. As a result, ∆x(t) = x1(t)− x2(t) would also be a minimum-jerk trajectory:

∆x = δi +(δ f −δi)(6τ
5−15τ

4 +10τ
3) (6.10)

where δi = (xi1 − xi2) and δ f = (x f1 − x f2). Let us rewrite (6.3) as F i(t) = −ks (∆x(t)−L0). Similar to

the discussions in Sec. 2.2, when ∆x(t) is a minimum-jerk trajectory, the interaction force would also

be a minimum-jerk trajectory:

F i(t) = argmin
F

(
1
2

∫ t f

ti

∥∥∥∥d3F(t)
dt3

∥∥∥∥2

dt

)
(6.11)

or equivalently, the interaction force can be expressed as:

F i(t) =
5

∑
k=0

cktk (6.12)

For a complete model, we need to determine the coefficients, ck. As explained in Sec. 2.3, when

Fsum = 0, the value of F i = f1 is known. According to Chapter 5, Fsum is associated with a minimum-
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jerk trajectory (bell-shaped velocity profile). That is, it has exactly one zero crossing point, namely tm.

Therefore, Fsum = 0 for t ≤ ti, t = tm and t ≥ t f , see Fig. 25a. This constructs three constraints for the

interaction force:

F i(ti) = f1(ti)

F i(tm) = f1(tm)

F i(t f ) = f1(t f )

(6.13)

Since F i(t) = f1(t) for t ≤ ti and t ≥ t f , we will have Ḟ i(t−i ) = ḟ1(t−i ) and Ḟ i(t+f ) = ḟ1(t+f ). And

since both signals are smooth signals:

Ḟ i(ti) = ḟ1(ti)

Ḟ i(t f ) = ḟ1(t f )

(6.14)

The five constraints in (6.13) and (6.14) determine five coefficients in (6.12) and the last coefficient

is obtained by solving the optimization problem in (6.11). To calculate the coefficients, let P4(t) denote

the 4th order polynomial that satisfies the constraints in (6.13) and (6.14), i.e.:

P4(t) = e4t4 + e3t3 + e2t2 + e1t + e0

P4(ti) = f1(ti) Ṗ4(ti) = ḟ1(ti)

P4(tm) = f1(tm) Ṗ4(t f ) = ḟ1(t f )

P4(t f ) = f1(t f )

(6.15)

Thus, any 5th order polynomial that satisfies the constraints in (6.13) and (6.14) can be expressed

as:

P5(t,κ) = P4(t)+κ(t− ti)2(t− tm)(t− t f )
2 (6.16)
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The interaction force is the 5th order polynomial that satisfies (6.11). Thus, by solving (6.11) for

(6.16), the optimal value of κ is obtained as:

κ
∗ = argmin

κ

(
1
2

∫ t f

ti

∥∥∥∥d3P5(t,κ)
dt3

∥∥∥∥2

dt

)
(6.17)

And the interaction force will be:

F i(t) = P5(t,κ∗) (6.18)

Equations (6.15)-(6.18) provide the computational model for the interaction force during a dyadic

reaching movement. In other words:

Polynomial Trajectory Hypothesis:

The interaction force for a ballistic point-to-point movement of an object that is being

manipulated cooperatively can be explained as a 5th order polynomial function in terms

of time.

6.4 Discussion

To better understand different aspects of the proposed model, we provide a list of the characteristics

of the model:

6.4.1 Assumption

As discussed in Sec. 2.3, to uniquely determine the interaction force, one needs to introduce a new

constraint to the system. The proposed polynomial model assumes that the characteristics of the task is
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given in the form of a computational model for the motion profile (here the minimum-jerk trajectories).

As a result of this assumption, the model does not depend on the value of the object’s stiffness, k, or the

selection of m1 and m2.

6.4.2 Limitation

The proposed interaction force model is based on the motion model of the cooperative hands. As

a result, the level of precision of the model is determined by the precision of the motion model. Since

minimum-jerk model (the motion model we applied) is the nominal model of hand movement, the

resulting polynomial model describes the nominal profile of the interaction force. This approximating

behavior will be observed in Chapter 7.

6.4.3 Advantage

Unlike the interaction force models discussed in Sec. 2.3, the polynomial model does not require the

whole trajectory of applied forces ( f1 and f2) to obtain the interaction force. More importantly, it can

extract the interaction force based on only one of the applied forces, e.g. f1 in (6.15). This is particularly

important when the robot engages in a cooperative task with a human. We will further exploit this in

Chapter 9.

6.4.4 Disadvantage

The interaction force models discussed in Sec. 2.3 can compute the value of F i at time t only by

measuring f1 and f2 at the same time, t. The proposed model, however, depends on the values of f1 in

the future times (i.e at boundary points). This would be a major issue when the robot needs to compute

the interaction force in real-time. We will further discuss this in Chapter 10.
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6.4.5 Extension

The mass-spring model relates the interaction force to the deformation of the object. Since elastic

deformation appears in many different forms (such as compression, tension, shear and torsion), one

might suggest a more general form of linear relation between the interaction force and the deformation

strain. For instance, the model can simply be extended to a more general case by using a mass-spring-

damper system. Taking kd as the damping coefficient, the interaction force would be expressed as

F i(t) =−ks (x1(t)− x2(t)−L0)−kd (ẋ1(t)− ẋ2(t)). It is easy to see that, if the motion profiles of x1 and

x2 are available, the interaction force would be obtained as a linear combination of these profiles and

their derivatives. In case of the reaching movement, the resulting interaction force would again be a 5th

order polynomial.

6.5 Proposed Model in Action

It is insightful to illustrate an example of the interaction force when the proposed model is employed.

Considering the collected data from the human study (applied forces f1 and f2), we can process and

compute the interaction force, F i, using (6.15)-(6.18). Then, the effective forces, f ∗1 and f ∗2 , is obtained

from (2.4). Fig. 27 demonstrates the result of this procedure for a single sample trial. The collected

applied forces and computed interaction force are shown in panel (a) and the effective forces along with

Fsum are presented in panel (b). It is worth mentioning that the optimization problem in (6.17) was solved

numerically, using the optimization toolbox in Matlab. In order to compute interaction force for virtual

linkage model and minimum energy model, the above data processing procedure should be performed

again, using (6.1) for the virtual linkage model and (6.2) for the minimum energy model.
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Figure 27: An example of calculating interaction force and effective forces. The solid green signal is f1 ( f ∗1 ), the

dashed blue signal is f2 ( f ∗2 ), the dotted black signal is Fsum and the dash-dotted red signal is F i. In this example,

ti = 0.46 s, tm = 1.15 s and t f = 2.07 s. Copyright c© 2016, IEEE.



CHAPTER 7

EVALUATION OF THE INTERACTION MODEL

Parts of this chapter have been presented in (Noohi and Žefran, 2016). Copyright c© 2016, IEEE.

7.1 Evaluation Metrics: Review

To be able to quantitatively compare different models of the interaction force, we employ the per-

formance metrics, introduced in Chapter 4. However, to be able to provide a better visualization of the

comparison results, we modified the metrics and normalized them to be bounded between zero and one.

In this section, we quickly review the measures and introduce the modified version of the metrics.

7.1.1 Cooperation Index

Let us define:

Iδ =
1

t f − ti

∫ t f

ti
δ (t)dt (7.1)

This index measures the average value of δ during the task, and is related to the average interaction

force that is present. Since the index is not bounded, we need to map it to the range of zero and one.

Using the maximum value among all the calculated samples, we have:

Ic = 1− Iδ

max(Iδ )
(7.2)

We will refer to this normalized index (Ic) as the Cooperation index, hereafter. The higher values of the

Cooperation index indicate a better cooperation among the subjects (smaller δ ).

89



90

7.1.2 Comfort Index

We define the Comfort index based on the Difficulty index. The Difficulty index is defined as:

Id =
1

t f − ti

∫ t f

ti
Md(t)dt (7.3)

where Md(t) = ‖δ̇ (t)‖. The index evaluates the difficulty of the task by measuring the degree of required

mental demand. The higher values of the index indicate more difficult task. The Comfort index is

defined by normalizing the Difficulty index. That is:

Io = 1− Id

max(Id)
(7.4)

The higher values of the Comfort index indicate simpler tasks with less mental demands (Io = 1 when

δ (t) = const.).

7.1.3 Efficiency Index

Let us define:

Ie =
1

t f − ti

∫ t f

ti
Me(t)dt (7.5)

where

Me(t) =
‖Fsum(t)‖

‖ f ∗1 (t)‖+‖ f ∗2 (t)‖

This measure represents the extent of disagreement of the dyad members in performing the task. The

higher values of the index indicate less wasted efforts. The index is suitably bounded between zero and

one (0≤ Ie ≤ 1), see Chapter 4.
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7.1.4 Similarity Index

Let us define:

Is =
1

t f − ti

∫ t f

ti
Ms(t)dt (7.6)

where

Ms(t) = 1−
∣∣∣∣‖ f ∗1 (t)‖−‖ f ∗2 (t)‖

‖Fsum(t)‖

∣∣∣∣
This index measures the similarity of the effective forces (symmetry with respect to the task). Higher

values of the index indicates more symmetry between the effective forces. The index is suitably bounded

between zero and one, see Chapter 4.

7.1.5 Fairness Index

Let us define:

I f = 1−
∣∣∣∣N1−N2

Nsum

∣∣∣∣ (7.7)

where 

N1 =
∫ t f

ti ‖ f ∗1 (t)‖dt

N2 =
∫ t f

ti ‖ f ∗2 (t)‖dt

Nsum =
∫ t f

ti ‖Fsum(t)‖dt

It measures the inequality between the effective efforts in terms of the signal-energy. The higher values

of the index indicate smaller differences between the contributions of the subjects (in terms of signal-

energy of the forces). The index is suitably bounded between zero and one (0≤ I f ≤ 1), Chapter 4.
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7.2 Comparison Results

We recruited 22 adult subjects, consisting of 12 men and 10 women between 19 and 35 years of

age. Discarding the corrupted measurements, we collected 58 trials in SPB scenario, 31 trials in Sync

scenario and 21 trials in L/F scenario (a total of 52 trials in dyadic mode). We then applied our proposed

polynomial model (Poly), the internal force model (IntF) and the minimum energy model (MinE) to the

collected signals for all trails ( f1 and f2) and obtained all interaction forces, F i(t), and effective forces

for each model. To calculate the performance indexes, we applied (7.1)-(7.7) to these interaction and

effective forces. Therefore, we obtained 110 samples for each index per model.

We looked into the effect of two factors in the data: cooperation and coordination. Since only one

brain controls both hands in bimanual mode (vs. two brains in dyadic mode), it is expected that the

properties of F i are different between the two modes (effect of cooperation type). On the other hand,

since the subject share the start time in Sync scenario, we expect that their performance is different

(better) than the L/F scenario. Also, we do not expect that the synchronization mechanism improves the

performance as high as the SPB performance.

To study these hypotheses, we set up a repeated measures ANOVA test. We used Mauchly’s

test to validate the sphericity assumption. The test showed that the assumption had been violated

(χ2(989) > 10000, p < .0001), and therefore, a Greenhouse-Geisser correction (ε̂ = 0.086578) was

applied. The repeated measures ANOVA with a Greenhouse-Geisser correction determined that a sta-

tistically significant interaction exists between the “cooperation mode” and the “interaction model”

(F(0.173,3.983) = 187.21, p < 0.0019). The significance level was α = 5% in this test. No any other

statistically significant interaction was observed (p > 0.05 for all). No significant main effect was ob-
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Figure 28: Radar charts of the confidence intervals of all five indexes obtained for different models. The green

and cyan charts represent the stats for the bimanual and dyadic modes, respectively. Copyright c© 2016, IEEE.

served, except for the cooperation mode (F(0.173,3.983) = 187.21, p < 0.0019) which was shadowed

by its significant interaction with “interaction model”.

A pairwise multiple comparisons post-hoc test with the Bonferroni correction was performed. We

observed significant differences between the means of the Poly, IntF and MinE, when the cooperation

mode was bimanual (p < 0.0001 for all). In case of the dyadic cooperation, while significant difference

between the mean of IntF and the means of the Poly and MinE were observed (p < 0.0001 for both), no

significant difference was observed between the means of Poly and MinE (p > 0.88). On the other hand,

a significant difference between the means of bimanual and dyadic groups was observed in Poly model

(p < 0.0001), while no significant difference was observed in case of IntF and MinE models (p > 0.76).
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The former test results indicate that, regardless of the cooperation mode, IntF model introduces

a statistically significantly different F i than Poly and MinE. Furthermore, Poly and MinE introduce

statistically significantly different F i in bimanual mode. However, no enough evidences existed to draw

the same conclusion in dyadic mode. This is a fairly expected conclusion, considering the difference

between the assumptions taken by different models.

The latter test results indicate that the interaction forces (F i) appearing in bimanual mode are statisti-

cally significantly different from the ones appearing in dyadic mode, when the Poly model is employed.

For the other two models, there is no enough evidence to draw similar conclusions. This observation

does not strongly support our hypothesis and the test failed to reject the null hypothesis, when IntF or

MinE is employed.

Quantitative Measures Observation:

The polynomial model captures the essential features of collaboration and reveals the

collaboration type, while the other two models fail to do so.

To better understand this observation, we have visualized it in Fig. 28. Panels (a), (b) and (c) in this

figure show these results for the Poly model, IntF model and MinE model, respectively. In all charts,

the green patches are associated with bimanual mode and the cyan patches present stats of the dyadic

mode. The depicted stats are the confidence intervals for the performance indexes. Recall that since

the indexes are bounded between zero and one, and the higher index values are associated with higher

performance, the charts axes are all between zero to one, with zero at the center of the chart.
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As illustrated in Fig. 28a, when proposed model is employed, bimanual and dyadic modes are

statistically significantly different in all metrics (except I f ). However, when IntF model is used, no

discrepancy exists between the metrics, see Fig. 28b. That is due to the fact that f ∗1 = f ∗2 and δ = 0

when the IntF model is employed (see (6.1)). Plugging these values in (7.1)-(7.7) would give a constant

value of one for all metrics. Finally, Fig. 28c shows that the confidence intervals in bimanual and

dyadic modes overlap (except for I f ) when MinE model is used. The test results suggest an interesting

conclusion: Poly would effectively capture the difference between the bimanual mode and the dyadic

mode, IntF would always fail to do so and no enough evidence existed that MinE can do the same.

In other words, considering existing sample population, the proposed polynomial model captures the

critical information of the interaction better than the other two models.

Fig. 29 depicts the pairwise multiple comparisons post-hoc test results regarding different scenarios.

Panels (a) and (b) in this figure show these results for the Poly model and MinE model, respectively. We

excluded the chart for IntF model, because its results were constant in all tests. In both charts, the green,

blue and red patches are associated with SPB, Sync and L/F scenarios, respectively. According to the test

results, the proposed model suggests significantly (for Ic, Ie), strongly (Is) or weakly (Io) performance

differences between the scenarios, but no significant difference on I f . On the contrary, MinE model

only suggest a significant difference between SPB and L/F for I f (p = 0.001). As illustrated in Fig.

29a, the Poly model clearly uncovers the performance improvement trend, resulted by the coordination

mechanism. It suggests that the average performance in the synchronized scenario (Sync) is higher than

dyadic leader-follower scenario (L/F), but not as high as a single person in SPB scenario.
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Figure 29: Radar charts of the confidence intervals of performance indexes considering different scenarios. The

green, blue and red charts represent the stats for the SPB, Sync and L/F scenarios, respectively. Copyright c©

2016, IEEE.
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Figure 30: Radar charts comparing different scenarios, based on the proposed model. The green, blue and red

charts represent the stats for the SPB, Sync and L/F scenarios, respectively. Copyright c© 2016, IEEE.
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To better visualize the trends that exists between different scenarios, Fig. 30 presents three spider

charts, comparing different pairs of scenarios with each other. Similar to previous figure, The green,

blue and red charts represent the stats for the SPB, Sync and L/F scenarios, respectively. As depicted,

the proposed model effectively identifies the significant performance superiority of SPB scenario over

both Sync and L/F. It also suggests a performance improvement trend for Sync scenario compared with

L/F as hypothesized.

7.3 Conclusion

In this chapter, we employed five performance metrics to explore different aspects of cooperation,

namely: cooperativeness, similarity, fairness, efficiency and difficulty. We showed that when our pro-

posed polynomial model is employed, a significantly higher performance is observed in bimanual mode

and also an improvement trend is associated with the coordination process. We also discussed that while

our model can effectively uncover human behavior, the alternative models fail to do so.

After modeling the interaction force and validating the model, the next step would be to design a

controller that utilizes this model. We will discuss our approach in designing different controllers in the

following chapters. Our controllers are designed based on the properties of the interaction force that we

observed in the collected data.
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Part III

Controllers



CHAPTER 8

INTERACTION FORCE PROPERTIES

Parts of this chapter have been presented in (Noohi and Žefran, 2017). Copyright c© 2017, Springer.

In this Chapter we study the statistical properties of the interaction force during a dyadic manipu-

lation task. We show that while many properties vary between different scenarios, a certain component

is strongly correlated with the object velocity. We will use this component as an abstract model for the

human intent and accordingly will propose a cooperation strategy at the end of this chapter.

For the signals to be comparable in different motion types and in different scenarios, they are nor-

malized in both time and magnitude. That is, motion duration is scaled to be exactly 1 second and the

traveled distance is also scaled to be exactly 1 meter. The normalization scaling factors are calculated

for Fsum and then applied to f1, f2 and F i. We used G*Power software (Faul et al., 2009) to calculate

the statistical power. The number of trials were high enough to provide a power of 1−β > 0.95 for all

scenarios. All other statistical figures were obtained using Matlab. Following the model explained in

Sec. 6.3, we first calculated the interaction forces, F i(t), for all trials. Then we studied the variations

and magnitude of the interaction forces among different scenarios. Fig. 31 shows the interaction forces

in SPB and Sync scenarios as two examples. As exemplified in this figure, the interaction forces in bi-

manual mode are larger than those in dyadic mode. The results of the statistical analysis of these signals

appear in the following sections.
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Figure 31: interaction forces exemplified with two scenarios. Copyright c© 2017, Springer.

8.1 Initial Grasp-Force Magnitude

Before the movement is initiated, the interaction force is equivalent to the grasp force. Our statistical

analysis shows that the magnitude of the initial grasp force (‖F i(0)‖) is significantly larger in bimanual

mode compared with the dyadic mode. For a significance level of α = 0.05, we observe that µbimanual >

µdyadic with a p-value of p = 0.0001. The 95% confidence interval for µbimanual is CI = [5.42, 9.71] and

for µdyadic is CI = [2.34, 3.89]. The same trend exists in all scenarios, µSPB > µSync (p = 0.0008) and

µSPB > µL/F (p = 0.019). The variations of the initial grasp force are also significantly larger in bimanual

mode compared with the dyadic mode. That is, σbimanual > σdyadic with a p-value of p < 0.0001 for

α = 0.05.

8.2 Final Grasp-Force Magnitude

Immediately after the movement is finished, the applied forces sum up to zero and therefore, the

interaction force would be the grasp force again. Similar results are observed for the magnitude of
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the final grasp force (‖F i(1)‖). That is, the final grasp force (and its variations) is significantly larger

in bimanual mode compared with the dyadic mode. For a significance level of α = 0.05, we observe

that µbimanual > µdyadic with a p-value of p = 0.004. Also σbimanual > σdyadic with a p-value of p < 0.0001.

The same trend exists in all scenarios, µSPB > µSync (p = 0.01) and µSPB > µL/F (p = 0.05). The 95%

confidence interval for µbimanual is CI = [4.25, 7.77] and for µdyadic is CI = [2.4, 4.12].

8.3 interaction force Energy

Similarly, the average energy of the interaction force signals (
∫ 1

0 ‖F i(t)‖2dt) are significantly higher

in bimanual mode compared with the dyadic mode. For α = 0.05, we observe that µbimanual > µdyadic with a

p-value of p= 0.001. Also σbimanual >σdyadic with a p-value of p< 0.0001 and the power of 1−β = 0.999.

The same trend exists in all scenarios, µSPB > µSync (p = 0.008) and µSPB > µL/F (p = 0.04). The 95%

confidence interval for µbimanual is CI = [47.4, 137.2] and for µdyadic is CI = [10.5, 30.2].

A Discussion on the Grasp Force

Above observations can be combined and expressed as the following hypothesis:

Grasp Force Hypothesis 1:

Humans apply larger grasp forces in bimanual mode compared to the dyadic mode. The

variations of the grasp forces are also larger in bimanual mode.

While we showed statistical evidence in favor of the above hypothesis, it seems completely counter

intuitive. In bimanual mode, both hands belong to the same person and both are controlled with the same
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brain. So, the movement is expected to be smoother compared to the dyadic mode and the interaction

force is expected to be negligible. However, the results show that, in fact, the average energy of the

interaction force signals are significantly higher in bimanual mode than in dyadic mode. We speculate

that the higher energy is an artifact of the higher initial (final) grasp-force. In other words, if these grasp

forces are compensated, the remaining signals have less energy in bimanual mode than in dyadic mode.

To test this hypothesis, we need to study the variations of the interaction force in more detail. We first

consider the difference between the initial grasp-force and final grasp-force, i.e. ∆F = F i(1)−F i(0).

Then the initial grasp-force is canceled, i.e. F i
c = F i−F i(0). Finally, both initial and final grasp forces

will be canceled.

8.4 Difference between Initial and Final Grasp-Forces

In this test, no statistically significant difference is observed for ∆F = F i(1)−F i(0). That is, no

strong evidence exists to reject the null hypothesis that µbimanual = µdyadic and the p-value of the test is

p = 0.19. The same trend exists for all scenarios, µSPB = µSync (p = 0.39) and µSPB = µL/F (p = 0.23).

In addition, the data fails to reject the null hypothesis that the ∆F = 0. Particularly, the 95% confidence

interval for µbimanual is CI = [−2.26, 0.48] and for µdyadic is CI = [−0.8, 1.28]. These observations can be

summarized as the following hypothesis:

Grasp Force Hypothesis 2:

Regardless of the manipulation mode (in both dyadic and bimanual), the initial and final

grasp forces are not significantly different.
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Figure 32: interaction forces variations exemplified with two scenarios. Copyright c© 2017, Springer.

8.5 interaction force Variation

In order to study the interaction force variations, first the initial grasp-force is canceled, F i
c = F i−

F i(0). Fig. 32 shows F i
c in SPB and Sync scenarios as two examples. The statistical analysis shows

that the average energy of F i
c is not significantly different in bimanual mode compared with the dyadic

mode. That is, no strong evidence exists to reject the null hypothesis that µbimanual = µdyadic and the p-

value of the test is p = 0.53. The 95% confidence interval for µbimanual is CI = [5.27, 25.80] and for µdyadic

is CI = [7.98, 15.99]. The same trend exists in all scenarios, µSPB = µSync (p = 0.79) and µSPB = µL/F

(p = 0.49).

On the contrary, the variation of average energy is significantly larger in bimanual mode compared

with the dyadic mode. For a significance level of α = 0.05, we observe that σbimanual > σdyadic with a

p-value of p < 0.0001. The same trend exists in all scenarios, σSPB > σSync (p < 0.0001) and σSPB > σL/F

(p < 0.0001).
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8.6 Negotiation Force

In order to cancel both the initial grasp-force and the final grasp-force, we propose to decompose

the interaction force into two components. According to the model discussed in Sec. 6.3, the interaction

force is obtained by satisfying the boundary conditions. These boundary conditions are the results of

the negotiation of two hands on the timing of the reaching movement, see (6.13). The initial and final

grasp-forces are two of these boundary conditions. If there had been no other boundary conditions, the

interaction force would have followed the minimum-jerk trajectory. Such smooth force can be expressed

as:

F i
s = F i(0)+(F i(1)−F i(0))× (6t5−15t4 +10t3) (8.1)

If we take this smooth force as the first component of the interaction force, the remaining force

would be the negotiation component, that is:

F i
n = F i−F i

s (8.2)

Fig. 33a exemplifies the decomposition of two signals and figures 33b and 33c show the negotiation

components for the SPB and Sync scenarios as two examples. As it is illustrated, both initial and final

grasp-forces have been canceled in F i
n.

As expected, the average energy of the negotiation component is significantly lower in bimanual

mode compared with the dyadic mode. For α = 0.05, we observe that µbimanual < µdyadic with a p-value of

p = 0.0015. Also σbimanual < σdyadic with a p-value of p < 0.0001. The same trend exists in all scenarios,

µSPB < µSync (p = 0.0004) and µSPB < µL/F (p = 0.03). The 95% confidence interval for µbimanual is CI =
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Figure 33: Negotiation forces exemplified with two scenarios. Copyright c© 2017, Springer.
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[1.23, 3.22] and for µdyadic is CI = [4.39, 11.51]. These observations can be summarized as the following

hypothesis:

Negotiation Force Hypothesis 1:

The average energy of the negotiation force is significantly smaller in bimanual mode

compared with the dyadic mode.

8.7 Negotiation Force vs. Object Velocity

A closer look at Fig. 33 reveals that the negotiation forces are very similar to the velocity profile

in the reaching movement. As an accepted practice (Shadmehr and Mussa-Ivaldi, 1994; Hwang et al.,

2003), we use Pearson correlation coefficient, r, to measure this similarity. The correlation between the

normalized object velocity and the negotiation force is calculated for each trial. The values of r show a

strong correlation between the two signals. For instance, the average value of r for the negotiation forces

in Fig. 33c is r̄ = 0.91 and its standard-deviation is s = 0.1. More specifically, the 95% confidence

interval for µbimanual is CI = [0.75, 0.87] and for µdyadic is CI = [0.84, 0.93]. The results strongly support

the hypothesis that:

Negotiation Force Hypothesis 2:

The negotiation force is strongly correlated with the velocity of the object.
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8.8 Proposed Cooperation Policy

In this section we propose a cooperation policy for a robot, collaborating with a human in a dyadic

reaching movement. The robot needs to apply forces to the object in such a way that the human perceives

a natural (human-like) physical interaction. An important component of this physical interaction is the

interaction force. While the interaction forces do not contribute to the motion trajectory of the object,

they play an important role in how natural the interaction is.

The interaction force model discussed in Sec 6.3 cannot be implemented in a real-time robot con-

troller. For instance, the model needs the value of the grasp force in between the movement to construct

the interaction force. This kind of information is available only after the movement is over. Here, we

propose a cooperation policy that eliminates the need for this information and generates a natural in-

teraction force. The proposed policy is based on the two-component decomposition of the interaction

force, discussed in Sec. 8.6. Accordingly to (8.2), F i = F i
s +F i

n.

To fully determine F i
s , the values of initial and final grasp-forces (F i(0) and F i(1)) are required,

see (8.1). As discussed in Sec. 8.4, strong evidence exists suggesting that ∆F = 0, or equivalently

F i(0) = F i(1). Therefore, we propose to select the same value for both the initial grasp-force and

the final grasp-force. Let FG refer to this value. By plugging F i(0) = F i(1) = FG in (8.1), the first

component of the interaction force is obtained as, F i
s = FG.
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For the second component, F i
n, we exploit the observation in Sec. 8.7. As discussed there, F i

n is

strongly correlated with the normalized object velocity. That is, we can approximate the negotiation

force as F i
n = κ · v, in which κ is a scaling factor. As a result,

F i = FG +κ · v (8.3)

As discussed in Sec. 8.1 and 8.2, the 95% confident interval of the initial and final grasp-forces in

dyadic mode are CI = [2.34, 3.89] and CI = [2.4, 4.12], respectively. Thus, FG belongs to the intersec-

tion of these ranges, i.e. FG ∈ [2.4, 3.89]. The exact value of FG would be obtained during the initial

grasp. On the other hand, the value of κ is obtained by calculating the energy of the signal. According

to the observation discussed in Sec. 8.6, the 95% confident interval of the average energy of F i
n in dyadic

mode is CI = [4.39, 11.51]. The energy of the normalized velocity profile for a minimum-jerk trajectory

is 1.414. As a result κ ∈ [1.76, 2.85]. The value of κ = 2.3 would be considered as a safe choice.

Cosidering (8.3) and (2.4), the robot’s contribution to the dyadic task would be:

FR = f ∗R +FG +κ · v (8.4)

where f ∗R is the effective force provided by the robot. As discussed in the Introduction section, interest-

ing methods have been proposed in the literature for planing f ∗R . Our proposed policy takes advantage

of such strategies and augment them with a model for interaction force (last term in (8.4)).

Fig. 34 shows the block diagram of the proposed real-time policy. The “Robot Controller” block in

this figure represents one of the existing strategies in the literature. The “interaction force Model” block
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Figure 34: Sketch of the control diagram for the proposed policy. The interaction force block receives the velocity

of the pot and the grasp force signals. The robot controller receives the human applied force. Copyright c© 2017,

Springer.

implements (8.3). By appending the interaction force model into the controller, our cooperation policy

can resolve the ambiguity of the haptic channel and introduce a more natural (human-like) interaction

force. Merging this policy with the existing cooperation strategies will increase the performance of

those strategies, as well. The integrated policy reduces the undesirable push-pull forces and introduces

a smoother human-robot interaction.

8.9 Conclusion

In this chapter, we explored different features and patterns in the interaction force signals. We ob-

served that, while the initial and final grasp-forces were both significantly larger in bimanual mode, the

difference between these forces were negligible. We also observed that no significant difference existed

between bimanual and dyadic mode regarding the average energy of the variations of the interaction
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force. However, when the interaction force is decomposed into the negotiation force and a smooth

force, the average energy of the negotiation component was significantly higher in dyadic mode, as

expected. Furthermore, we observed that the negotiation force is strongly correlated with the object’s

velocity.

The last observation is particularly important. Based on this observation, we proposed a cooperation

policy for a human-robot physical collaboration. It was suggested that by merging this policy with

existing cooperation strategies, a smoother human-robot interaction would be achieved. Quantifying

the performance gain of such an integration will be discussed in the next chapter. Also, in the proposed

cooperation policy, we assume that the robot’s effective force is available (using existing cooperation

strategies). In the next chapter, we propose a complete controller scheme and propose an informed-

impedance controller to provide robot’s effective force.



CHAPTER 9

ROBOT CONTROLLER AND THE INTERACTION FORCE

Parts of this chapter have been presented in (Noohi et al., 2016). Copyright c© 2016, IEEE.

In this chapter, we test our hypothesis that the robot performs more efficiently when it is provided

with the interaction force. We introduce a controller scheme that exploits the interaction force to gener-

ate robot’s applied force. The efficiency of the robot is evaluated, using a measure of position error.

Since the controller is based on the offline computed interaction force, it is not causal and therefore,

it cannot be utilized for a real robot that is interacting with a human in an online fashion. Consequently,

the term “robot” in this section stands for a virtual agent (or the controller itself). In the next chapter,

we introduce a causal controller that exploits an online estimation of the interaction force instead of the

offline computed one.

9.1 Proposed Controller Scheme

Fig. 35 shows the block diagram for the offline controller. The contribution of the robot to the

manipulation task is shaped by the “Motion Profile” block. It generates the desired object trajectory xd

that is a minimum-jerk trajectory in our case (see Chapter 5). The “Impedance Control” block generates

the controller force Fctrl , which guarantees a stable tracking of this desired trajectory. Thus, Fctrl is

the contribution of the robot to the cooperative task. On the other hand, the “Interaction Model” block

provides the interaction force Fintrct . Thus the robot applied force, FR, is then construed as:

FR = Fctrl−Fintrct (9.1)

111
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Figure 35: Sketch of the control diagram. The interaction force is introduced in a feed-forward manner. Copyright

c© 2016, IEEE.

Based on (2.4), “Human-human” cooperation and Human-Robot cooperation can be formulated as:

FH = F∗H +F i FH = F∗H +Fintrct

Fh = F∗h −F i FR = Fctrl−Fintrct

(9.2)

where FH (F∗H) and Fh (F∗h ) are the human applied (effective) forces. More specifically, Fh is the force

that we intend to replace with the robot force (FR) and FH is the force that the robot wants to cooperate

with.

If we take the calculated human interaction force as the human-robot interaction force, Fintrct = F i,

and if the robot uses the Human-human motion trajectory (xHh) as the desired trajectory, xd = xHh, the

robot’s effective force will follow the other human’s effective force, Fctrl = F∗h . Here, we assume that

the actual motion trajectory of a Human-human dyadic manipulation (xHh) is not available to the robot.
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Thus, the robot uses the minimum-jerk model as an estimate of the Human-human motion trajectory

and therefore, Fctrl approximates F∗h . The impedance control that provides robot’s effective force is:

Fctrl = M ẍd +Kd(ẋd− ẋ)+Ks(xd− x)− 1
2

M ḡ (9.3)

where, M is the object’s mass, Kd = 5M and Ks = 6M. The values of Kd and Ks are selected in such a

way that the poles of the closed loop system are small (p1 = −2 and p2 = −3). It allows the robot to

interact with the human, while keeping the tracking error small. The last term in (9.3) compensates half

of the weight of the object, assuming that the human compensates the other half. Let’s apply (9.1), (9.2)

and (9.3) to the object’s equation of motion, FR +FH +Mḡ = M ẍ. Therefore,

M ë+Kd ė+Ks e = F̃H (9.4)

where, e = x− xd and F̃H is the human’s gravity-compensated effective force, F∗H = F̃H − 1
2 M ḡ. Eq.

(9.4) shows that the controller is BIBO stable and the tracking error is a function of human effective

force.

9.2 Simulation Setup

To measure the performance of these models, we propose the following scenario. First, the applied

forces during performing a dyadic (or bimanual) object manipulation task are assumed to be available

(our recorded data). Next, we calculate the interaction forces based on all three models (offline). Then,

we replace one human (or one hand) with a robot and provide the robot’s controller with the com-

puted interaction force. Finally we compare the performance of the human-robot cooperative manipu-
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Figure 36: We used a 4 DOF WAM arm to evaluate our proposed model and test the robot’s controller with the

actual humans’ signals. The red arrow at the free pot handle represents the human applied force. Copyright c©

2016, IEEE.

lation w.r.t. the human-human dyadic (or bimanual) manipulation, in terms of root-mean-squared-error

(RMSE).

To make sure that the measured error reflects the difference between the models (and not dominated

by another factor), we take the following steps. We assume that the robot has a full knowledge about

the task; that is, xi, x f , ti, t f and the object’s mass, M, are all known to the controller. We chose the

impedance control over position control to make the controller responsive to the interaction force. We

also assumed that the robot can be controlled perfectly, so that the commanded force appears at the

robot’s end-effector identically and immediately.

To make sure that the dynamics of the robot and the object will be modeled precisely during our

simulations, we used MathWorks’ SimMechanics simulation environment. To be faithful to the exper-



115

imental setup, we used a pot as the to be manipulated object; with the same kinematic and dynamic

properties as the actual pot. Fig. 36 shows the simulation setup for the controller evaluation. In this

figure, we show a 4 DOF Barrett’s WAM robotic arm (Barrett, 2015) as our robot. Since the robot has

only 4 DOF, we use a passive ball joint between the robot and the pot. Therefore, the orientation of the

pot is controlled only by the human. In the simulation, we used the orientation data that was recorded

from IMU during the experiment to reproduce the correct orientation of the pot. The dynamic proper-

ties of WAM arm have been provided by the manufacturer in the form of STL files. Following the same

approach, any other robotic arm can be selected and employed in our simulations.

9.3 Simulation Results

For each trial of the human study, we consider the applied forces to the pot ( f1 and f2) and calculate

the interaction forces (F i) based on three models: virtual linkage (VL), minimum energy (ME) and

polynomial model (PM). These interaction forces are used in the “Interaction Model” block in the robot

controller in Fig. 35. That is, we apply Fintrct = F i for above three models. To study the necessity of

including the interaction force in the robot controller, we consider the case where Fintrct = 0. We will

refer to this model by zero-interaction-force (ZF) model.

Fig. 37 illustrates an example of the performance of the robot for different interaction models. The

motion trajectory of the Human-human cooperation (xHh) is considered as the baseline for comparing

the performance of the models. In Fig. 37a, this trajectory is marked with small circles (Hh). The

motion trajectories of VL, ME and PM closely follow the human-human trajectory. However, the zero-

interation-force (ZF) trajectory cannot follow xHh. This means that, although the impedance controller

attempts to contribute to the task and move the pot along the desired trajectory, due to the lack of a good
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Figure 37: An example of the performance of the robot, using different interaction models. a) motion trajectory

of Human-human cooperation (xHh) is compared with human-robot motion trajectory (xHR) using virtual linkage

model (VL), minimum energy model (ME), polynomial model (PM) and zero force model (ZF). b) Robot’s

performance in terms of the position error: d = xHh− xHR. c) Interaction force (F i) compared with the human

force (FH ). d) Robot force (FR) is compared with both humans forces. Fh is the human force that we intend to

replace with the robot force and FH is the Human force that the robot wants to cooperate with. The presented

motion trajectories and forces are all in the direction of motion. Copyright c© 2016, IEEE.
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model for the interaction force, robot forces conflicts with human’s and the whole task fails. It is more

evident in Fig. 37b, where the difference between the xHh and the human-robot motion trajectories (xHR)

with different interaction models are illustrated. While the position error for VL, ME and PM are very

similar and less than 5 cm, the position error for ZF increases to 28 cm. We will use this error signal to

statistically compare these models with each other in the next section.

Fig. 37c shows the human applied force (FH) and the interaction forces generated by different mod-

els. As illustrated here, VL and ME models generate very similar interaction forces and, PM generates a

low-order approximation of those interaction forces. These interaction forces shape the robot’s applied

force (FR). As it appears in Fig. 37d, the robot’s force (FR) follows the replaced human force (Fh) in all

models, as expected. However, there exist a distinct difference between FR and Fh, due to the difference

between robot’s desired trajectory and human’s original trajectory (xd 6= xHh).

9.4 Statistical Evaluation

We are interested in studying the effect of different interaction force models (PM, VL, ME, ZF)

on the performance of the proposed controller. Comparing the performance requires an evaluation

measure to be introduced. Let d(t) be the difference between the human-human motion trajectory and

the human-robot motion trajectory, d(t) = xHh− xHR. We used the root-mean-squared of d(t) as the

evaluation measure:

RMSE =

√
1

t f − ti

∫ t f

ti
‖d(t)‖2 dt (9.5)

The measure evaluates the performance of the controller in terms of the average position error,

given the specific interaction model is used. We use the sample population of the RMSE to statistically

compare the effect of the interaction models. The mean and standard deviation of the samples for
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Figure 38: The average performance of the robot, using different interaction models: virtual linkage model (VL),

minimum energy model (ME), polynomial model (PM) and zero force model (ZF). Copyright c© 2016, IEEE.

different models are: PM:(2.36±2.31), V L : (2.27±2.35), ME : (2.25±2.32) and ZF : (9.43±9.09)

all in cm. Fig. 38 shows the mean and standard deviation of RMSE measure, when different interaction

models are employed. As it is illustrated in the figure, the ZF model generates larger mean error than

other three models and, the average error introduced by PM is not very different from VL’s error or

ME’s error.

In Chapter 7, we discussed that the properties of the interaction force are different among different

models. Therefore, it is expected that the performance of the controller would also be different between

the models. To evaluate this hypothesis, we set up another repeated measures ANOVA test. The ANOVA

model is very similar to the one described in Chapter 7. The between-subjects factor “mode” and the

within-subjects factor “task” are the same as before. But, the within-subjects factor “model” has four

levels (PM, VL, ME, ZF) here. The test includes a total of 12 (3 × 4) repeated measurements for each

of the 25 subjects.
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We used Mauchly’s test to validate the sphericity assumption. The test showed that the assump-

tion had been violated (χ2(65) = 894.05, p < .0001), and therefore, a Greenhouse-Geisser correction

(ε̂ = 0.23046) was applied. A repeated-measures ANOVA determined that the mean RMSE differed

statistically significantly among different models (F(0.6914,15.9017) = 25.576, p < 0.0001). Further-

more, no statistically significant interaction was observed between “model” and other factors (p > 0.15

for all). The significance level was α = 5% in the test. A pairwise multiple comparisons post-hoc test

with the Bonferroni correction was performed. We observed that the mean RMSE error is statistically

significantly higher when ZF is used (p < 0.0003 for all three pairwise tests). Moreover, no statistically

significant difference was observed between the means of PM, VL and ME (p > 0.82 for all tests). The

test results suggest the following two conclusions.

First, informing the controller about the properties of the interaction force would significantly in-

crease its performance. This conclusion, which is not surprising, would support the exploitation of the

interaction force models in designing an online controller (see next section).

Offline Controller Observation:

Providing the controller with the information about the interaction force would increase

its performance, significantly.

Second, no enough evidence existed to suggest that the performances of different controllers (with

PM, VL and ME models) are statistically significantly different from each other. This is a surprising

conclusion, considering our discussion on the differences between the properties of the interaction force
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among these models (see Chapter 7). We speculate that, the impedance controller block would have par-

tially compensated for the differences between the interaction models and resulted in this observation.



CHAPTER 10

HUMAN-ROBOT COOPERATION STRATEGY

Parts of this chapter have been presented in (Noohi et al., 2016). Copyright c© 2016, IEEE.

In designing the control scheme in the previous chapter, we argued that taking the human-robot

interaction force equal to the calculated human interaction force (Fintrct = F i) leads to a human-robot

motion trajectory that closely follows the human-human motion trajectory. Thus, we assumed that the

interaction force between humans was fully known (calculated offline) and the “Interaction Model”

block in Fig. 35 was designed in a feed-forward manner.

In the case of a real-time human-robot interaction, no human-human interaction exists as a reference

and therefore, the controller needs to calculate the interaction force only based on the human’s applied

force FH . Fig. 39 shows the real-time robot controller block diagram, in which the “Interaction Model”

block measures the human force FH and estimates the interaction force Fintrct . The design of the rest of

the controller is exactly the same as discussed in the previous section. In the next section, we introduce

an algorithm that estimates Fintrct , by predicting FH and utilizing the polynomial model.

10.1 Estimating the Interaction Force

We showed that the polynomial model (PM) demonstrates a satisfactory performance in offline

controller. We also discussed that, while other interaction models require both human forces (FH and

Fh) to calculate the interaction force (F i), PM provides a good approximation for F i, using only one

force (FH). Moreover, the model requires only five boundary values to identify the interaction force. As

121



122

Σ
+

−
Σ

+
−

Fctrl

Fintrct

FR

FH

x

xd

Figure 39: Sketch of the control diagram. The position of the pot and the human applied force are measured and

sent to the robot controller. Copyright c© 2016, IEEE.

a result, polynomial model is a good candidate for estimating F i. We will show that, when the estimated

interaction force is used, the performance of the robot remains as high as when offline models are being

employed.

According to the PM model, (6.15)-(6.18), the interaction force requires the value of FH to be known

at times ti, tm and t f . However, when the robot is calculating Fintrct(t) for times t < tm (or t < t f ), the

future human force, FH(tm) (or FH(t f )), is not available yet. Therefore, in order to use PM model as an

estimator of the interaction force, either the boundary values or the whole future human force need to

be predicted.

Let us define the predicted human force F̃H as:

F̃H(τ, t) =


FH(τ) τ ≤ t

FH(t) τ > t
(10.1)
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where τ is the time variable (0 ≤ τ < ∞) and t represents the current time. The predictor suggests that

human’s applied force in future remains constant and equal to the current force value. While it is the

simplest prediction of the future values of FH , it is motivated by the minimum-jerk constraint. It is easy

to see that (2.1) minimizes ||ḞH(t)||2 and thus, ḞH(t) = 0 (or FH(t) = Const.) is the optimal solution.

However, this justification is based on the assumption that the manipulation task is mainly performed

by the robot and human only provides a constant interaction force (e.g. grasp force).

If we plug (10.1) into (6.15)-(6.18), the interaction force that is predicted at time t for the whole task

(ti ≤ τ ≤ t f ) would be obtained as:

F̃ i(τ, t) = PolynomialModel
(
F̃H(τ, t)

)
(10.2)

which is a 5th order polynomial, satisfying the predicted boundary values. As a result, the estimated

interaction force at time t would be:

Fintrct(t) = F̃ i(τ = t, t) (10.3)

Fig. 40a shows the above procedure for the same human force (FH) as we studied in the previous

section. The prediction of human force for t ≥ 1.14, F̃H , is shown with blue solid line and the boundary

values at tm = 1.5 and t f = 2.8 are marked as magenta dots. The PM model is employed and the

predicted interaction force, F̃ i(τ, t), is calculated (green dashed line). The estimated interaction force

at time t, Fintrct(t), is obtained and marked by a red star. Note that the estimated value is very different

from the offline calculated interaction force, F i(t) (red dashed-dotted line). However, as time increases,
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Figure 40: An example of estimating Fintrct at time t. Since neither the human force (FH ) nor the PM interaction

force (F i) is available to the robot after time t, the controller predicts them (F̃H and F̃ i respectively). a) The pre-

dicted boundary conditions are marked with magenta dots and the estimated interaction force at time t (Fintrct(t))

is marked by a red star. b) As time increases, the simulated robot’s estimation of Fintrct evolves (intermediate

curves) and F̃ i approaches F i. Copyright c© 2016, IEEE.

F̃ i approaches F i and the estimated value Fintrct(t) gets closer to F i(t). Fig. 40b shows the evolution of

F̃ i with several intermediate curves. As F̃ i curves approach F i, the estimated interaction force values

(red stars) get closer to the offline calculated interaction force.

Fig. 41 compares the performance of the online and the offline controllers. Fig. 41a compares the

estimated interaction force with the offline-calculated one. Note that the estimated force is the same as

the red star marks in Fig. 40b. The motion trajectories of both online and offline controllers are also

compared with the human-human motion trajectory. As illustrated in Fig. 41b, while we use a simple

prediction for human force, the estimated interaction force results in a high performance. However, it
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Figure 41: An example of the performance of the robot, using the cooperation strategy. a) The simulated online

interaction force estimation (Est) is compared with the offline calculated polynomial model (PM). b) The mo-

tion trajectory of Human-human cooperation (xHh) is compared with human-robot motion trajectory (xHR) using

polynomial model (PM) and estimated interaction force (Est). Copyright c© 2016, IEEE.

does not mean that the predicted human force F̃H is a good representative of FH . It only provides the

required information about the boundary values.

Remark

In addition to the simplicity and high performance, the proposed estimator possesses the following

interesting features:

1. The proposed estimator guarantees the smoothness of the estimated interaction force (subject to

the smoothness of the human applied force)

2. The boundary conditions are always satisfied: Fintrct(ti)=FH(ti), Fintrct(tm)=FH(tm) and Fintrct(t f )=

FH(t f ). Therefore, as t→ t f , we have F̃ i(τ, t)→ F i(τ)



126

10.2 Statistical Evaluation

Similar to the implementation in Sec. 9.2, we assumed that the robot has a full knowledge about

the task. Also, we assumed that no friction or non-linearity exists in the robot and it can be controlled

perfectly. We implemented the control diagram in Fig. 39 as the robot controller. The desired trajec-

tory xd is a minimum-jerk trajectory, given by (2.1). The impedance controller follows (9.3) and the

“Interaction Model” estimator is described by (10.1)-(10.3). To measure the performance of the online

controller, the same scenario as in Sec. 9.2 was followed. To evaluate the performance of the online

controller, we took the same approach as we discussed in Sec. 9.4 and utilized the same RMSE measure

as in (9.5). Let “Est” refer to the population of RMSE error samples obtained in this scenario. The mean

and standard deviation for Est is (2.43±2.37) cm.

Consider Fig. 41a; while the estimated interaction force Fintrct follows the offline-calculated interac-

tion force F i, there is a considerable difference between them. Also recall the poor performance of the

controller when no information about the interaction force is available (discussed in Sec. 9.4). These

observations suggest that the performance of the proposed online controller (using the estimator) would

be higher than ZF model, but probably lower than PM model. To study this hypothesis, we set up an-

other repeated measures ANOVA test. The ANOVA model has the same factors as the one described in

Sec. 9.4. Except that, the within-subjects factor “model” has five levels (PM, VL, ME, ZF, Est) here.

The test includes a total of 15 (3 × 5) repeated measurements for each of the 25 subjects.

We used Mauchly’s test to validate the sphericity assumption. The test showed that the assump-

tion had been violated (χ2(104) = 1154, p < .0001), and therefore, a Greenhouse-Geisser correction

(ε̂ = 0.18648) was applied. A repeated-measures ANOVA determined that the mean RMSE differed
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statistically significantly among different models (F(0.7459,17.1562) = 25.497, p < 0.0001). Further-

more, no statistically significant interaction was observed between “model” and other factors (p > 0.15

for all). The significance level was α = 5% in the test. A pairwise multiple comparisons post-hoc test

with the Bonferroni correction was performed. We observed that the mean RMSE error is statistically

significantly higher when ZF is used (p < 0.0005 for all four pairwise tests). Moreover, no statistically

significant difference was observed between the means of PM, VL, ME and Est (p > 0.61 for all six

tests).

The test results supports our hypothesis in part. That is, the estimator provides enough information

about the interaction, that the performance of the controller is statistically significantly higher than ZF

model. However, no enough evidence existed to suggest that the performances of online controller (Est)

is statistically significantly different from offline controllers (with PM, VL and ME models). These

observations suggest that the human-robot cooperation strategy, proposed by the control scheme in Fig.

39, would be a promising candidate for an effective human-robot cooperative manipulation.

Online Controller Observation:

The proposed online controller scheme, including the prediction-estimation algorithms,

can successfully recover enough information about the interaction, such that the perfor-

mance of the robot is not significantly different from a fully-informed controller.



128

10.3 Discussion

A key limitation of our simulation approach is that the human applied forces had been recorded

during the experiment (between humans) and then they were played back during simulations. In other

words, we did not model the possible changes in the human applied forces due to the robot’s actions

in our simulations. In fact, we do not have access to a model that fully describes how human behavior

varies in response to an external force. As a result, although the simulation results are very encouraging,

unsatisfactory interactions may appear during an actual human-robot interaction.

On the other hand, human perception is usually noisy. So, if the robot’s applied forces are in the

range that the human expects to perceive, it may not influence human’s behavior. Based on the promising

results observed in the simulations, we speculate that the online controller will demonstrate a satisfactory

performance in practice as well. But to test this hypothesis, one needs to setup a new study and test the

online controller in a real human-robot experimental setup.
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Part IV

Conclusion



CHAPTER 11

OPEN PROBLEMS

Throughout this thesis, we introduced a general framework for identifying the interaction force and

controlling a robot to co-manipulate an object with a human. To formulate different elements of this

framework, we constructed a set of assumptions and constraints. In this chapter, we will go over each

element of the framework (i.e. our contributions) and discuss how we can relax some of these constraints

or extend some of the models.

11.1 Movement Model

We have introduced a motion model for dyadic object manipulation in Chapter 5. There is a huge

body of work on modeling human movements and our model (minimum-jerk) is among simplest com-

putational models for the human movements. In fact, in the same chapter, we observed a significant

skewness in some object’s velocity profiles that cannot be explained by the minimum-jerk model. One

possible extension to this work is to explore more advanced movement models and to examine optimal

control models (such as minimum variance model). We speculate that an optimal control model reveals

more details about the object’s motion trajectory in a dyadic manipulation.

Having a more complex model can also help alleviate some of the constraints that we imposed. For

instance, we discarded vertical movements from our study to avoid complications due to the gravita-

tional force, see Sec. 3.2. A more elaborate model can explain the motion in the direction of a force

field and relax the constraint of horizontal planar motion.

130



131

11.2 Interaction Force Models

One of the core contributions of this work was on how to relate the interaction force with the move-

ment model. We employed the minimum-jerk motion model and derived a 5th order polynomial model

for the interaction force. While we discussed the advantages of this model over existing models and

showed that our model has good performance, it would be interesting to explore how the same con-

cept works with more advanced movement models. For instance, our model is non-causal and it only

provides the nominal human interaction force, which is due to the fact that we used the average motion

profile to build our model. A more detailed movement model can potentially provide a better description

of the interaction force.

Another aspect of the collaboration that we excluded from our work was the interaction torque

model. Due to the specific type of the grasp (power grasp) in our study, the force and torque were

decoupled and we could study the force signals without being worried about any constraint imposed by

the torque signals. It would be an interesting extension of our work to model the applied torques and

how they relate to the object’s orientation. Modeling the interaction torque (the amount that cancels out)

is crucial, particularly in tasks that involve significant changes in the object’s orientation.

11.3 Interaction Impedance Models

There is a school of thought among researchers in human movement science that believes that hu-

mans adjust their arm’s impedance when interacting with the environment. There is considerable sup-

porting evidence for the hypothesis that humans control their arm’s stiffness in order to manage uncer-

tainty. As a result, an extension to our interaction models (motion and force) would be a model for

variations of interaction impedance.



132

As discussed in Sec. 6.3.1, the cooperating parties are haptically coupled and the whole chain in-

troduces the interaction impedance. Instead of using the nominal motion model (average trajectory),

one can use the actual trajectory and compute the variations of impedance between arms for each trial.

Next, the regularities between the impedance variations can be investigated and a model for the interac-

tion impedance can be formulated. Then, an even more interesting question would be how to relate the

impedance of individual arms to each other and to the interaction impedance. This is in fact indirectly

related to the interaction force that is canceled.

11.4 Interaction Primitives

As we discussed in our most recent work (Noohi et al., 2017), there exist certain regularities within

human movements and human interactions with the environment. We referred to those action-building-

blocks as manipulation primitives. It has been shown that taking these primitives into account can assist

decyphering the communication between humans (Chen et al., 2015; Javaid et al., 2014). In this work we

were mainly focused on the interaction properties of co-manipulation. An interesting extension to this

work then could be the development of a set of interaction primitives that can explain more complicated

interactions.

The idea here is to map the interaction force into a feature space and to cluster the space in a mean-

ingful way. The candidate features for this mapping are the quantitative measures, proposed in Chapter

4. After the primitives have been identified, a probabilistic framework (such as Hidden-Markov-Model)

can be utilized to combine the primitives and generate the natural interaction force. This approach has

been proven effective in natural language processing and we speculate that it would be applicable in this

context as well.
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11.5 Machine Learning Approaches

In recent years, machine learning techniques have shown great potential for solving complex prob-

lems in machine vision and artificial intelligence. In this direction, Google has recently released its

large-scale interaction data set, used for unsupervised learning of robotic grasping and physical inter-

action (Levine et al., 2016; Finn et al., 2016). In line with the same efforts, our collected data for

human-human co-manipulation interaction can be utilized for developing an artificial neural network

that can respond to human forces and produce reaction force signals as well as a human partner. The

main challenge here though would be the size of our data set. Usually, an effective learning requires a

large data set and therefore repeating the human study may be necessary.



CHAPTER 12

CONCLUSION

In this dissertation, we discussed a critical but less studied application of physical interaction be-

tween a human and a robot: cooperative manipulation. We started by studying the definition of the

cooperation and followed by exploring the properties of a cooperative manipulation. As discussed in

Sec. 1.2, we particularly were interested in finding answers to the following research questions:

• How to define and measure the cooperation between the human and the robot?

• What is the human’s preferred motion trajectory during the collaborative task?

• What is the human’s expected interaction force profile during the collaborative task?

• What robot’s control strategy results in a satisfying cooperation with a human? And how to

measure human’s satisfaction?

We proposed to tackle these challenging research problems by following a human-inspired approach.

As discussed in 1.3, by mimicking human’s motion and force trajectories, we suggest that the interac-

tion between a human and a robot would become as fluid and natural as a human-human interaction.

Following this approach, we focused on studying the properties of the motion and force trajectories in

human-human co-manipulation tasks. The details of our human study have been presented in Chapter

3.

Using the survey that followed the human study, we identified a set of features for the cooperation

quality between two humans co-manipulating an object. We proposed to utilize these features as an

134



135

abstract model for the cooperation. That is, as an answer to our first research question, these features are

good candidates for quantifying the cooperation quality. In response to our second research question,

we focused on the motion profile of the manipulated object and observed interesting regularities in its

trajectories. In particular, we observed that it closely follows a minimum-jerk trajectory. This model

paved our way towards answering the third research question.

In Chapter 6, we introduced the interaction force and the important role that it plays in fluidity

and naturalness of the interaction. We presented the standard formulation of the applied forces and

explained the challenges involved in computing the interaction force. We showed that the system is

an under determined system of equations and, therefore, it requires additional assumptions to have a

unique solution. We discussed that, while special cooperation cases such as leader/follower scenario

can be modeled fairly easily, this is not the case for more general cases of cooperative manipulation.

However, taking advantage of the proposed model for the object’s motion (Chapter 5), we introduced a

new model for the interaction force. Using the feature-set proposed in Chapter 4, we evaluated different

cooperation scenarios and showed that our interaction force model outperforms the existing models in

the literature.

To tackle the last research question, we studied different characteristics of interaction force. We

reported our various observations regarding the interaction force properties in Chapter 8 and proposed a

control policy for the robot to extend existing controllers. Then we chose a specific robot controller, an

impedance controller, and proposed a more general scheme that introduces the interaction force into the

control loop. We discussed how an online controller can be realized and showed that the performance of
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our scheme (including the estimation and prediction algorithms) is not significantly different from the

performance of a human-human cooperation.

While we have presented a fairly complete solution to the problem studied in this dissertation, we

made various simplifying assumptions and imposed various constraints to arrive at the solution. As a

result, the proposed controller is specific for the task that was studied. In Chapter 11 we discussed a

few extensions to our approach and suggestions for alleviating some of these limitations and assump-

tions. However, there are still some inherited limitations that need to be addressed to achieve a more

general treatment for the problem. For instance, in our study, we chose a rigid body (the pot) for the

manipulation task. An interesting question is that how the model would respond, if the object has some

dynamics, e.g. the pot is half-full of water. Can we still utilize motion information in planning the

interaction force, or we need to also include the dynamics of the object?

Another inherited limitation of our work was regarding the safety concerns. Since the manipulation

task was designed with a completely safe and known object, no safety concern existed in our study.

Therefore, another interesting question would be: “how the model should be modified, if there are some

safety concerns about the object or the task, e.g. the pot is full of water or the object is a knife?”. The

preliminary results of our pilot study on this matter shows that, during handover, safety has a major

role in shaping the object’s motion trajectory. To be able to generalize our approach and better explore

other contributing factors (including the dynamics of the object/environment and human’s psychological

state), a more exhaustive study with different objects and various cooperation scenarios is necessary.

Finally, our approach assumes that a perfect controller exists for the robot that can render the com-

manded force in real-time. Unfortunately, this is not the case for many robotic arms. While advanced
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manipulator arms benefit from new technologies and can achieve higher performances, the trade-off

between safety (the robot can safely work in proximity of humans) and performance is still a challenge.

As such, utilizing the proposed controller for cheaper robots would not result satisfying outcomes. Our

preliminary results of another pilot study showed that the human partners are unable to differentiate be-

tween the standard implementation of an impedance controller and an implementation augmented with

interaction force controller. We speculate that the poor performance of the controller overshadowed the

difference between the controllers. While it is theoretically possible to improve the robot’s performance

by designing better controllers, there are practical limitations (such as saturation of motors) that put a

limit on this performance improvements.
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Appendix A

RESEARCH PROTOCOL

In this appendix we present the research protocol that was our guideline for the human study. This

protocol was submitted for the review to the IRB and got approved as an expedited continuing review.

The associated approval notice follows in Appendix B. The approved consent document and the recruit-

ment materials that we used in our human study are also presented in Appendix C and Appendix D,

respectively.
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1 Study Hypothesis and Specific Aims
One of the main obstacles to the widespread use of robotic assistants by the elderly is the lack of
adequate interfaces: the elderly person should be able to communicate with the robot naturally,
similarly to the way she would communicate with a human caregiver. The goal of this research
is to develop such an interface. Communication systems that are based on speech are currently
available and can be designed to understand and respond to a set of verbal instructions [4, 5].
Speech communication is practical in home or hospital surroundings and does not require any
technical knowledge. But it is problematic for elderly persons since they may suffer from speech
impediments of various degrees due to a variety of medical conditions [18, 20]. Furthermore, if
the robot is to assist with daily activities it needs to respond to other types of user response such as
gestures and touch. This motivates us to propose an adaptive multimodal user interface for robotic
assistants to the elderly. It will be multimodal since the elderly should be able to communicate
with the robot verbally, through bodily gestures, or through physical interaction. And it will be
adaptive, since the paradigm that we want to advance within the context of assistive robotics is that
the interface should adapt to the user rather than the user to the interface [7, 20].

The distinguishing characteristics of our work is that, in addition to speech and gestures, we
consider communication through physical interaction between the user and the robot. By physical
interaction we intend the communicative aspect of a bi-directional exchange of forces during a
direct or indirect (through an object held by the robot and the user) contact. One of the main
hypotheses that we advance in this research is that such an exchange can be understood as a form
of dialogue between the user and the robot and processed using dialogue processing techniques. We
further show that dialogue processing provides a unifying framework in which speech, gestures,
and physical interaction are all seen as equal drivers of a dialogue and can be effectively interpreted.

The proposed research focuses on the area of Human-Robot interaction with an emphasis on
a multimodal communication interface that is tailored to the needs of elderly persons. The trans-
formative idea of our work is to view haptics as one of the drivers of the dialogue between the
user and the robot, and to study its relation to speech and gestures through dialogue processing
methods. The combination of speech, gestures and haptics has received only limited attention,
but it could be critical for successful deployment of assistive robots for many elderly individuals.
The proposed interface is designed with the ability to learn and adapt the communication to each
user. To this end, we will use a novel, adaptive and reliable recognition methodology called RISq
(Recognition by Indexing and Sequencing) which can identify signals generated by speech, ges-
tures and haptics, and map them to an appropriate symbolic representation such as words or object
identifiers. Finally, we will use a formal and modular control design methodology that guaran-
tees that the robot responds safely and reliably to the interpretation of the user intent provided by
dialogue processing.

2 Background and Significance
The world’s population is aging at an ever increasing pace. There is the need to develop technolo-
gies that will support the independent functioning of older people so that they are able to remain
living in the community [9], postponing the transition to living in institutional settings for as long
as possible – a movement referred to as aging in place [11, 15]. This challenge is compounded by
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the fact that the independent functioning of these individuals is currently supported by equally old
and frail spouses [19]. The potential impact of such assistive technology is immense and multi-
faceted. Supporting the independent functioning (physical and cognitive) of older people so that
they can safely remain living in the community directly contributes to a higher quality of life for
these individuals [11, 15]. Assistive technologies have the potential to dramatically reduce the
burden and worries of the intimate friends and family who are currently assisting these individu-
als [19]. Finally, for the larger society, the deployment of assistive technologies to older people
residing in the community can potentially create massive cost savings for health care [13, 17].

From a societal point of view, the impact of robot assistive technology is immense. Supporting
the independent functioning of older people so that they can safely remain living in the community
is of paramount importance. The proposed project could also have significant implications for the
delivery of institutionally based health care. The deployment of robots to assist nursing personnel
in various care settings (e.g., hospitals and long-term care facilities), and in the home has enormous
implications for improved health outcomes and quality of life for older patients while minimizing
costs of care. Furthermore, the reduction of the nursing workload by such robot assistants promises
to alleviate the critical shortage of nursing personnel in the USA that is only expected to worsen.

3 Methods

a. Research Design
Under our previous IRB approval (#2011-0579) we collected 20 dialogues according to the pro-
cedures described in Sec. 3.e. Five of the 20 dialogues were used to pilot the data collection, and
involved 5 members of the team and one gerontological nursing student from Rush University
playing the role of a helper (HEL); in the other 15 dialogues, 15 elderly people recruited from
assisted living facilities participated, with two gerontological nursing students from Rush playing
the role of HEL.

In the current application, we seek approval for Phase 1, analysis of the 20 existing dialogues;
Phase 2, collection of additional interaction data in the investigators’ laboratories to refine data
processing methods; and Phase 3, evaluation of the resulting robotic interface. Note that Phase 2
and 3 may run at the same time.

Phase 1. The videotaped data collected so far was transcribed with the Anvil tool [12]. Some
preliminary annotations for gestures and referring expressions were performed: referring
expressions are pronouns - I, you, it, they – and demonstratives - this, that, there – that
refer to persons and objects in the environment. We intend to further annotate this data
with language episodes, physical actions, and haptics. Whereas we can rely on a wealth of
coding schemes for language (e.g. [6, 8, 10]), and a number of coding schemes for actions
(e.g. [14]), we will need to develop appropriate codes for haptic interactions.

Phase 2. To complement the data previously collected at Rush University, additional data will
be collected in the investigators’ laboratories at UIC: the Computer Vision and Robotics
Laboratory (CVRL) and the Machine Vision Laboratory (MVL) in the Dept. of Electrical
and Computer Eng., and the Natural Language Processing Laboratory (NLPL) in the Dept.
of Computer Science. In this data collection effort, subjects will not include elderly people,
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but will be recruited on campus, as detailed below. These subjects will perform ADLs or
tasks derived from ADLs (i.e., instead of putting a pot on the stove, they will carry it to a
specific location in the lab). The data collected in those laboratories will be used to further
develop and refine automated data analysis tools needed to process the data collected on
the elderly subjects, and to investigate specific hypotheses arising from the more realistic
dialogues, for example, Do people speak when they exchange an object?.

Phase 3. Ultimately, the interface will be evaluated with human subjects. Since the specifics of
the evaluation can be determined only after the system has been developed, we will submit
an amendment describing the evaluation at the appropriate time.

b. Eligibility Criteria
For data collection under Phase 2 and Phase 3 subjects need to be 18 years old or older.

c. Justification for inclusion of any special or vulnerable populations
Not Applicable

d. Plans for subject selection, recruitment, and documentation of informed
consent
Subjects will be recruited on campus, among undergraduate and graduate UIC students, and UIC
staff. An advertisement will be placed on the Announcement Board of the UIC website; an email
advertisement will be sent to appropriate mailing lists; flyers will be displayed in public areas at
UIC. All interested people will be asked to contact the PI or collaborators by email. When they
do so, time and date for the individual session will be negotiated by email. Every attempt will be
made to arrange the session at a mutually convenient time.

e. Description of procedures
Phase 2. The experiments will be conducted in one of the three Labs at UIC: the Computer Vision

and Robotics Laboratory (CVRL) and the Machine Vision Laboratory (MVL) in the Dept. of
Electrical and Computer Eng. department, and the Natural Language Processing Laboratory
(NLPL) in the Dept. of Computer Science. In each case, the PI or one of his delegates will
first explain the procedure, and obtain informed consent. Subjects will be asked to wear
data gloves, and microphones. Subjects will be videotaped either with a portable camera
(CVRL and NLPL) or via a multi-camera system (MVL). The portable camera to be used
in CVRL and in NLPL, and the multicamera system in the MVL, are all equipped with
microphones; if these microphones are sensitive enough, we may forego having subjects
wear additional microphones. Likewise, if the focus of inquiry in MVL and / or in NLPL
does not require haptic information, for those experiments we may forego having subjects
wear the datagloves.

The exact nature of the activities to be performed will depend on the laboratory:
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1. Haptics and manipulation data collection will mostly take place in CVRL. Subjects
will be asked to perform activities identified during Phase 1 as warranting further study.
Examples include moving a pot filled with water, either alone or with another person;
handing a plate to or receiving it from another person; or supporting another person
while walking.

2. Vision and gesture data collection will mostly take place in MVL. The subjects may be
asked to wear a colored piece of clothing (primarily gloves) to aid in image processing.
The subject will be again asked to perform various activities identified during Phase 1
such as pointing to a location or gesturing to a person to come or stop.

3. Speech and language data collection will be done mostly in NLPL. Activities of interest
may include asking a helper to retrieve an object referring to the object in a variety of
ways, e.g. only pointing, pointing plus a minimum of speech (e.g. using a pronoun),
no gestures but a full noun phrase (the blue glass on the top shelf), etc.

At the end of the session, the person will be thanked. Participants will be compensated with
a flat rate of $10 each and asked to sign a receipt.

Data will be collected with a Matlab program that was developed as part of the project. The
application collects time-stamped video and audio recordings, as well as recordings from all the
sensors on the data gloves. The application runs locally on a dedicated PC. A password is re-
quired to access the account under which the application can be run. Nobody except for the user
of that account can access the collected data. All the user accounts, including the account with
experimental data, are backed up on the laboratory server which is also password protected.

The existing 20 video and audio recordings are also stored on the laboratory server and they
are subject to the same data protection policies as those for the data to be collected. The files
have been assigned a random label and fixed qualifiers to identify the type of data. This label is
not directly linked to the subjects identity. The files are kept in a dedicated, protected directory
on robotics.ece.uic.edu, a server housed in the PIs laboratory. The laboratory is kept
locked at all times. Whereas all the students in the PIs group have keys to the laboratory, and
have password protected access to the server, only the project members have access to the specific
directory on the server which contains the research data.

f. Statistical Methods
The videotaped data previously collected was transcribed with the Anvil tool [12], and so will the
data still to be collected. All data will be annotated with an annotation scheme that will include
provisions to code for language episodes, physical actions, gestures and haptics. Whereas we can
rely on a wealth of coding schemes for language (e.g. [6, 8, 10]), and a number of coding schemes
for actions (e.g. [14]) and gestures (e.g. [16]), part of our research is to develop appropriate codes
for haptic interactions.

Once the data is annotated, we can run a variety of statistical methods. Part of the research
is to find out which statistical and data mining methods are more appropriate to derive the infor-
mation we need (data mining pertains to deriving full patterns of relationships between different
features, as opposed to traditional parametric and non parametric methods from statistics which
derive poorer models). The methods we will employ will include regressions of different sorts
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to explore correlations between features of the interactions and say, the time it took the dyad to
complete a certain action; and RISq (Recognition by Indexing and Sequencing), a data mining
method originally developed to recognize human activity by co-PI Ben-Arie [2, 3], and which was
awarded a US patent in May 08 [1]. RISq can infer patterns from audio, visual and haptics data.

g. Safety Monitoring and Assessment
Not Applicable

h. Data management
Data will be collected with a Matlab program that was developed as part of the project. The appli-
cation collects time-stamped video and audio recordings, as well as recordings from all the sensors
on the data gloves. The application runs locally on a dedicated PC. A password is required to
access the account under which the application can be run. Nobody except for the user of that ac-
count can access the collected data. All the user accounts, including the account with experimental
data, are backed up on the laboratory server which is also password protected.

To ensure privacy, every subject will be assigned an arbitrary label, and all data analysis and
discussion of results will be done with reference to that label. Video files will be stored as password
protected files, on password protected computers in the PI’s lab. Only project personnel will know
the passwords necessary to access the video files. The files containing data from all other sensors
will contain no identifying information, but they will also be password protected.

Five years after the study is completed, the consent forms will be destroyed.

4 Management Plan
For the objectives of this research, we formed an interdisciplinary team composed of experts in
Robotics, Nursing, Natural Language Processing and Computer Vision & Pattern Recognition.
Knowledge from these diverse areas will be fused for the development of a novel approach that
employs a combination of verbal communication, bodily gestures and physical interaction patterns.

We have been working on the joint project in four laboratories: at UIC, the Computer Vision
and Robotics Laboratory (CVRL) and the Machine Vision Laboratory (MVL) in the Electrical and
Computer Engineering Department, and the Natural Language Processing Lab (NLP Lab) in the
Computer Science Department; at Rush, Dr. Foreman’s laboratory in the College of Nursing.

The groups closely interact and combine their expertise to obtain best possible results. The
PI (Žefran) is responsible for overseeing the progress of the different groups and facilitate their
collaboration, including regular joint meetings.

Data for Phase 2 will be collected on subjects recruited among UIC students and staff at UIC in
the Computer Vision and Robotics Laboratory (CVRL) and the Machine Vision Laboratory (MVL)
in the Dept. of Electrical and Computer Eng., and the Natural Language Processing Laboratory
(NLPL) in the Dept. of Computer Science. These laboratories are research facilities primarily
equipped with desks and computers for student use, however they provide enough space for the
limited data collection needed to further develop and refine automated data analysis tools needed
to process the data collected on the elderly subjects, and to investigate specific hypotheses arising
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from the data. The collected data has been and will be transferred for analysis to all labs. Each lab
will analyze the data streams that fall within their purview. The NLP Lab is concerned with a high
level annotation of the interactions, pertaining to language episodes, gestures and actions. The
same video recordings will be used by MVL for visual analysis of bodily gestures. The gestures
have to be translated to sequences of body parts poses that will then serve as temporal sequences
of vectors that represent the poses of all the body parts that participate in the gesture (usually the
hands, arms and head). The force data is being obtained from the data gloves, and later, from
force sensors that will be mounted on the robots in CVRL. These signals will be digitized and then
translated to a temporal sequence of vectors. The recognition of sequences of different modalities
will be performed by MVL employing the RISq recognition method.
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Appendix B

IRB APPROVAL NOTICE

In this appendix we present the approval notice for our research protocol (#2011-0579). Here we

only include the approval notice for the latest period of this research’s activities. For earlier notices,

please refer to the project’s PI. To read the research protocol, please refer to Appendix A.









152

Appendix C

CONSENT DOCUMENT

The approved consent document is presented here in this appendix. Every participant was briefed

about the study before the experiment and signed and dated this document after he/she understood the

process. A copy of the signed consent document has been provided to the participant, as well. The

original signed consent documents have been stored in a secure place and is available for review upon

request. Please contact PI for any further inquiries.
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Appendix D

RECRUITMENT MATERIALS

The recruitment material that was used for this study is presented in this appendix. The recruitment

email was sent to the GRADLIST mailing list at UIC. All volunteers communicated with us through

emails. Only three volunteers were excluded, as they were not adults. Each participant received a

compensation of $10 at the end of the session and signed a receipt note. A sample of a blank receipt is

included in this appendix as well.
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Appendix E

THE QUESTIONNAIRE

The questionnaire included seven question on how participants assess the quality of their interaction.

The questions are:

1. How fast was the whole manipulation task?

2. How do you characterize your relative speeds?

3. How do you feel about the nature of your partner’s effort?

4. How fair do you feel the collaboration was?

5. How do you characterize the cooperative nature of this collaborative task?

6. How natural do you feel the motion trajectory was?

7. How much attention (mental workload) did the task demand, compared to doing the manipulation

on your own?

Possible answers for each question were arranged in a Visual Analogue Scale (VAS) format. The

questionnaire and the personal information form is attached in this appendix. Note that for personal

information, no measurement were taken and all information is self-declared and unverified.
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Do you like to participate in the follow-up experiment? ………………………. 

 

Gender: …………………………. Ethnicity: …………………………. 

Height: …………………………. Arm length: …………………………. 
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[Noohi and Žefran, 2017] Noohi, E. and Žefran, M.: Estimating human intention during a human–robot
cooperative task based on the internal forceinternal force model. In Trends in Control and
Decision-Making for Human–Robot Collaboration Systems, pages 83–109. Springer, 2017.

[Noori et al. , 2009] Noori, N., Noohi, E., Moradi, H., Bakhtiary, A., and Ahmadabadi, M. N.: A probabilistic
roadmap based planning algorithm for wheeled-tip robots manipulating polygonal objects. In 2009
IEEE/ASME International Conference on Advanced Intelligent Mechatronics, pages 1040–1046,
2009.

[Parastegari et al. , 2012] Parastegari, S., Ahmadabadi, M. N., Noohi, E., and Moradi, H.: Wheeled-tip object
manipulation: Modeling and motion planning of throwing an object. In Robotics and Biomimetics
(ROBIO), 2012 IEEE International Conference on, pages 1800–1805, Dec 2012.

[Parastegari et al. , 2016] Parastegari, S., Noohi, E., Abbasi, B., and Žefran, M.: A fail-safe object handover
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C13. E. Noohi and M. Žefran, “Modeling the Interaction Force During a Haptically-Coupled
Cooperative Manipulation”, 25th IEEE International Symposium on Robot and Human
Interactive Communication (RO-MAN), pages 119–124, Columbia University, NY, USA,
August 26-31, 2016.

C12. B. Abbasi, E. Noohi, S. Parastegari and M. Žefran, “Grasp Taxonomy Based on
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