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SUMMARY

Eye-tracking has emerged in recent years as a potentially powerful tool in the the biomedical

panorama. The rich amount of information it conveys about the subject’s physiological, neuro-

logical and physiological state makes it an attractive investigative resource. The immediacy of

eye movements for human beings can be successfully exploited to build intuitive communication

interfaces for the disabled and rehabilitative devices.

These characteristics make the application of eye-tracking techniques particularly suitable for oph-

thalmic clinical assessment. More specifically, it could prove crucial in the diagnosis and treatment

of oculomotor disorders. This group of pathologies is at the same time very common and danger-

ously underestimated – particularly in children – although it is possible to successfully treat them

(both surgically and with eye rehabilitation procedures).

The difficulty in the diagnosis, gravity evaluation and follow-up of oculomotor disorders arises from

a plethora of causes: the assessment is either completely subjective to the physician or based on

clinical evaluation scales that often prove difficult to use or inconsistent; the procedure itself is

time-consuming, difficult for the subject to comply with (especially for children), and often it is

difficult to obtain reliable measures.

To make up for the bulkiness and high cost of most wearable eye-tracking setups, the recent trend

towards miniaturization and integration can be exploited. In particular, one can take advantage of

the availability of cheap, light waveguides. The performances of these components in terms of image

quality and efficiency are constantly being improved, and represent now a competing alternative to

the traditional image and light transmission methods.
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SUMMARY (continued)

The purpose of this dissertation is to illustrate how a novel design for a new eye-tracking method-

ology has been tested for technical feasibility.

More in detail, the ability of an holographic waveguide to convey sufficiently good images for eye-

tracking was investigated. The images were processed off-line with a custom developed program

based on the Starburst algorithm, to extrapolate the parameters relevant to the pupil and corneal

reflex centers, in a semi-automatic procedure. The relation of the components of the vector con-

necting the above-mentioned points relative to eye rotation was analyzed.

Various setups have been experimented on, to try to increase the level of likeliness to reality.

Successive steps will be focused on improving the shortcomings found in this preliminary results

and to include also a part for measuring eye accommodation. The ultimate goal is the development

of a wearable, low-weight, low-cost oculometer, that will reduce time of testing, increase objectivity

and reliability of standard assessment for oculomotor diseases.

The dissertation is divided as follows:

1. in Chapter 1, it is given an overview on eye-tracking applications, advantages and disadvan-

tages, and classification, with specific regards to the pupil-corneal reflection method. Follow-

ing, a brief description of holographic waveguides and their applications. Then the reader will

be introduced on the clinical relevance and prominence of oculomotor diseases, and why the

current state-of-art methods for assessing such maladies are unsatisfactory. Finally, a short

discussion on the improvements that a waveguide-based oculometer could introduce is given.

2. in Chapter 2 the components used for the experiment are illustrated, and the procedure for

the experiments is described.

xi



SUMMARY (continued)

3. in Chapter 3 are listed the results of the experiments described in he previous chapter, along

with a brief description of the data processing.

4. in Chapter 4 a discussion on the previously obtained results is given. Finally further improve-

ments are proposed.
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CHAPTER 1

BACKGROUND

1.1 Eye-Tracking

The first studies of eye movements (EMs) are indeed quite old and date back to the 19th

century [14] (according to Duchowski [15], the first objective method appeared es early as 1901).

Nevertheless, it is only from the beginning of 1990s that first successful devices for eye and gaze

tracking start to appear [52].

Both the hardware and software related to eye-tracking have been going under a massive devel-

opment in recent years, and there is a growing interest in the possible applications of this technique.

As it can be easily imagined, being able to understand where a person is looking at is tremen-

dously useful under multiple points of view. It can give information about where the attention of

the subject is directed [4, 14, 23], and if the movements are supposed to follow certain patterns, it

can tell us about the health state of the person. Being a one of the first and most frequent gesture

carried out by human beings, EMs relate to health state, psychological condition, environment and

insights about our behaviour in different situations [4, 23,52].

As a consequence, eye-tracking devices have a huge number of applications, that can be divided

roughly in two categories [14,15,52]:

Clinical and scientific analysis of the EMs allows for a deeper comprehension of motor controls,

feedback sensory loops and, in general, of the functioning of the human body. But the possi-

bilities do not end here: eye-tracking is employed also in psychiatry, cognitive and behavioural

1
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studies, as EMs present patterns that are indicative of particular conditions [4,23]. From the

clinical point of view, being controlled by cranial nerves rather than spinal nerves, EMs are

least affected by spinal injuries or conditions like CP (cerebral palsy), and are usually the last

to resent from neurodegenerative diseases such as amyotrophic lateral sclerosis (ALS). This

makes them a powerful resources for assistive technologies [4,15,51]. On the other hand, the

ability to correctly focus the gaze on the target can be influenced by a variety of conditions

(e.g. trauma) other than strictly optical impairments. Therefore, being able to precisely

analyze EMs can prove an interesting diagnostic and rehabilitative tool.

Re-creative and commercial the ever-growing availability of miniaturized, wearable, wireless

devices allows for eye-tracking to be incorporated in VR (virtual reality) or AR (augmented

reality) applications, as well as being employed to create intuitive human-computer interfaces

(HCI) [4, 23]. Smartphone and video-games applications are a good example. Commercial

applications include marketing investigation for costumer preferences and similar [14]. An-

other interesting use of eye-tracking technology is the one of the so called e-Learning, i.e.

to help designing new methods to improve outcome and increase wellness in the learning

environment [4].

1.1.1 Advantages and Disadvantages of Eye-tracking Systems

Being one of the most natural and fast movements carried out by human beings, eye-tracking

based devices benefit from being intuitive and quick-responding [4]. Nevertheless, some complicated

tasks such as word synthesis can prove difficult to be translated in EM patterns, so that some

applications are only mastered after practising. Another major drawback of eye-tracking based
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communication is that is very hard to confirm the gaze intentionality, i.e. any input from the

user can be interpreted as command (this has been named “Mida’s touch’” defect [52]). Another

problem is that these systems require careful calibration [14,15] and often need restricted conditions

(e.g. on the subject position and lighting conditions) to properly work [15,19,63]. Another critical

point, up to some years ago, was the one of the weight and invasiveness of the head-mounted

devices [14,23,52], but has been partially relaxed thanks to new advancements in technologies (see

in the next section 1.2) and the development of new recognition algorithms for remote gaze-trackers.

The technological development is also tackling another issue often linked to eye-tracking devices

that is the high cost [4, 14,63].

1.1.2 Difference Between Eye-tracking and Gaze-tracking

It is appropriate to point out a subtle difference running between the two terms eye-tracking

and gaze-tracking [15, 52].

Eye-tracking refers to the measure of the movement of the eye ball in the socket with respect

to the head.

With gaze-tracking, one refers to a successive mapping of such eye position with respect to the

environment (the so-called “Point Of Gaze” (POG) [15,52]). The POG is the point in the scenario

that is imagined on the fovea 1 [23]. This information can be obtained only integrating proper

eye-tracking data with measures of head position or with data of the surrounding environment

[15, 52, 63]. Moreover, not all types of eye-trackers can also be used for gaze-tracking. The ones

that are best fit for this purpose are video-based techniques.

1The portion of the retina corresponding to highest visual acuity
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In literature and advertisement the two terms are increasingly used as interchangeable, due to

the fact that gaze-tracking is much more frequently used for practical applications.

Figure 1: Integration of head and eye movement, reprinted with permission [63].

1.1.3 Taxonomy

Multiple authors have provided a classification of eye-tracking techniques [4]. Despite the great

variety of methods (and new ones are constantly developed), a quite consistent division can be

proposed.

1.1.3.1 Wearable vs. Remote Tracker

The first classification is purely based on the placement of the device: we distinguish remote

trackers from head-mounted (or wearable) ones [14, 15, 23]. Wearable eye-trackers encompass a

support (whether resembling spectacles or with a helmet-like harness) to hold the equipment close
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to the subject’s eye. Possibly they also have instruments to measure head position and/or the

surrounding environment, to give gaze information. They are best suited for study of moving

subjects but not for continuous monitoring [14,23]. Remote devices are made up of one or multiple

cameras that record the subject and the scene and usually calculate the gaze with image-processing

techniques [14,23].

1.1.3.2 Eye Movement Estimation Method

The most interesting classification is on the method used to calculate the EMs.

Sensor-based trackers rely on electrodes (EOG, Electro-Oculo-Graphy) or corneal contact lenses.

EOG was the first method to be invented to monitor EMs, and – although outdated – is still

used today. As one can see in Figure 2, the method is quite invasive and only relative mo-

tion of the eye respect to the head can be recorded. EOG relies on the difference in electric

potential recorded from the retina to the cornea, that is measured as a bipolar vector by the

electrodes. [4, 15,52,63] The orientation of the vector is indicative of eye ball orientation.

Its applications are in ophtalmic physiology and study of the EMs during sleep [52].

Contacts covering the cornea1 (and actually the most of the front part of the sclera2 [63]),

on the other hand, can exploit some different mechanisms (reflective surfaces or conductive

wires for example) to measure EMs [15].

1The central frontal part of the outermost layer of the eyeball that covers the iris and pupil and admits
light to the interior being transparent. It has a slight different curvature than the rest of the surface and so
it can be felt and observed even with closed eyelids as a small bulge.

2commonly known as “white of the eye”, it is the protective outermost layer that wraps the eye ball. It
originates the cornea frontally and connects with the optic nerve sheath on the posterior side.
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Figure 2: Electro-Oculo-Graphy setup, reprinted with permission [46].

The placement of such device is shown in Figure 3. Although the most precise and sensitive

approach [15, 63], it has lost popularity today, mainly due to the discomfort it brings to the

subject. Also, it only gives information about eye orientation respect to the head.

Figure 3: Scleral contact lens for eye-tracking, reprinted with permission [15].
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Image processing-based trackers rely on pictures (and, increasingly, videos) of the eye under

specified illumination setting. They can also give POG information (if combined with other

measures [15, 63]) and are generally less invasive but also less precise [15]. They represent

today the most popular alternative for eye-tracking [15]. They are based either on image

recognition techniques – that use the appearance of the eye and or/face – or on prominent

features recognition (such as pupil, limbus1, or corneal reflex (CR)) [4, 15,63].

A further classification can be made on the type of light these device employ. If the light

is shone to the eye co-axially respect to the camera, the reflection from the back of the eye

is recorded and so the pupil appears brighter than the iris (“bright pupil” approach). If, on

the other hand, the light source and camera are not aligned respect to the eye, the pupil will

appear dark (“dark pupil” approach) [4, 27,52,63].

.

Figure 4: Difference between dark and bright pupil, reprinted with permission [4], ©[2013] IEEE.

1the junction where the sclera forms the cornea and the two curvatures meet forming a small groove
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Depending on the different contrast between pupil and iris, a dark pupil vs. a bright pupil

approach may be preferred. If, as in Asian and African subjects, the iris is very dark and

meddles with the pupil, a bright pupil strategy will be best suited for pupil isolation [37].

The light can be in the visible or IR range, but the latter is more commonly used since the

human eye is insensitive to it. This prevents the illumination source to cause the pupil to

constrict and make the measure hard, and avoids distracting the subject.

Appearance based-trackers may rely on complex processing algorithms (such as PCA, ANN,

SVM, classifiers. . . ) [4] and are mostly used in remote eye-trackers [14]. A comparison of

some other works on this topic is reported in Table I by Al-Rahayfeh and Faezipour [4].

.

Figure 5: How the apparent pupil size varies with eye orientation, reprinted with permission [15].
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TABLE I: TABLE COMPARING SOME IMAGE-BASED EYE-TRACKING TECHNIQUES,
REPRINTED WITH PERMISSION [4], ©[2013] IEEE.
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Figure 5 shows the drawing of an eye, taken at different orientation respect to the camera.

The apparent change in size and orientation of the pupil ellipsoid can be exploited by image

processing algorithms to infer eye-orientation respect to the camera. Knowing the position

of the camera, it is possible to estimate the POG.

The second type of trackers consist mostly in limbus (see Figure 6), pupil, and pupil-CR

trackers, that have been growing in popularity in the recent years [15,23,63]. A more detailed

description of such method is given in the following section.

As one can easily imagine, the methods relying on prominent features of the eye are most

reliable when considering multiple hints at a time [15]. For example, an eye-tracker relying

only on CR without having the reference of the pupil, would register eye rotation even simply

shifting the illuminator respect to the subject’s face, without the need for changing gaze

direction [63].

Sensor-based eye-trackers are only of wearable type, while image-based ones can be either.

1.1.4 Pupil-Corneal Reflection Trackers

This class of eye-trackers has become increasingly popular in the recent years, being now one

of the most used video-based methods, because of the relative superior precision and robustness of

the method respect to other image processing-based trackers. POG information can be obtained by

combining the information from the eye images with the one of the surrounding scene [15,23,63].

Purkinje images (a.k.a. Purkinje reflexes, Purkinje-Sanson images) are reflections from various

eye structures that can be observed from outside as “glints” on the eye ball surface. Usually at

least 4 are observed. They are named P1, P2 . . . and so on. The first reflection, also known as CR,
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Figure 6: A wearable limbus eye-tracker, reprinted with permission [15].

results from the interface of the cornea and air and it is the strongest one. The others derive from

the inner cornea discontinuity, outer and inner surface of the crystalline lens respectively [15,23,55].

The pupil is the aperture in the frontal part of the eye that allows light to enter and strike the

retina. It is delimited by an annular muscular structure (the iris), that regulates pupil diameter by

reducing and increasing its thickness.

The relative pupil center-CR distance remains almost constant if eye and head move consistently,

but change if the eye rotates in the socket instead. This holds for a very large range of rotation,

until the illumination falls off the cornea and lands beyond the limbus [15, 27, 63]. It is also to

be noted that the natural range of eye rotations is not as wide as the possible eye-tracking range:
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Figure 7: Schematic of the Purkinje images origin, image from [55].

according to Bahill et al. [7], human saccades1 hardly ever exceed 15° of rotation, and also Young

and Sheena [63] hold that if a rotation greater than 30° is needed, head rotation is involved.

Pupil-CR tracking can be performed both with white and IR light, and both with dark and

bright pupil approach in principle. In reality, it is restricted to IR lighting, because it needs clear

images of the pupil that can be obtained only with wearable eye-trackers, and in this case, a visible

light illumination would be disturbing for the subject [37].

1A quick, small and simultaneous movement of both eyes that is interspersed with fixation phases. It is
one of the fastest movements of the eye and is critical in increasing perceived images resolution.
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Figure 8: How the relative distance between CR and pupil varies with eye orientation, reprinted
with permission [15].

There is also evidence that using the first and fourth Purkinje images one can track EMs.

Anyway, since the fourth reflection is pretty weak and can be observed only with optimal lighting

conditions, and head stabilization may be needed, these “dual Purkinje images” trackers only

remained as proof-of-concept [15,63].

1.1.5 Eye-tracking Softwares

Automated procedure for calculation of the POG are most easily applied to image-based track-

ers, mainly through image processing techniques. This is in general true for image-based trackers,

but most of all for pupil-CR ones, since they have proven by far the preferred strategy in the current

panorama.
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The most consistent part of the eye-tracker’s software is – rather obviously – the parameter

extraction part. The procedure should be reliable, robust, quick enough to ensure real-time per-

formances, and not too computationally heavy. If the software is to be used in association with

a GUI, it should be intuitive and user-friendly. Of course, the ensemble of requirements is very

demanding and no perfect solution exists. Proof of this is the appalling number of new parameter

extraction-procedures that pop up in literature.

A complete revision of such procedures would go well beyond the scope of this dissertation and

will not be treated here, especially considering the complexity and extension of these solutions, and

the underlying non-trivial statistics and data processing concepts. The specific implementation of

the software used for this feasibility assessment will be discussed more in detail in 2.7 and in the

appendixes.

After the procedure for parameter extraction is validated, the mapping and calibration proce-

dures are performed. These will be discussed more in detail in successive paragraphs because they

will not be implemented in the algorithm.

There are literally a multitude of softwares taking care of parameter extraction, calibration and

mapping, as well as some other functions, depending on the specific case. The most refined ones

are provided by the tracker producer (as for examples, Tobii™) and are designed for the specific

application, but also a great number, open-source solutions are constantly being issued.

The well-known Starburst algorithm is an example, as are these other two Matlab® toolboxes

evaluated by Berger et al. [8] and Andreu et al. [5]. Fuhl et al. [19] present a review of some other

algorithms used mainly in the research environment.
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Figure 9: Visualization of the ExCuSe feature extraction algorithm, reprinted with permission [19].

1.1.5.1 Mapping

The eye-tracker software must be able to translate the information from the image (in the

case of pupil-CR tracker, the two components x and y of the vector connecting the centers of

the two regions) into the reference system of the specific program [15]. In the case of graphical

applications, the vector information must be translated in coordinates relative to the surrounding

scenario (usually recorded with a camera close to eye of the subject). If the eye-tracker is monocular,

only a mapping on a 2D plane will be possible, while if the two eyes are tracked, a 3D mapping is

possible (see Figure 10).

When working in 2D (the most common case), the mapping of the eye-tracker coordinate x,

ranging [x0, x1] to a new screen coordinate, X, ranging [X0, X1] is simply given by the linear

transform equation [15]:

X =
(x− x0)(X1 −X0)

(x1 − x0)
+X0 (1.1)
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Figure 10: Mapping on monocular vs. binocular eye-tracker, reprinted with permission [15].

and same goes for the other coordinate.

Mapping 3D coordinates is indeed a bit more complex, but not impossible to handle with, for

reference, see Duchowski [15].

More complex mapping procedures are the one relative to remote eye-trackers. For an intro-

duction on this topic, see Guestrin [23] and again Duchowski [15].

1.1.5.2 Calibration

Almost all eye-tracking setups require calibration to properly work for quantitative measurement

[15,22].

In general, calibration is a procedure by which some data with known correspondence to the

desired output is given to the system. The system used calibration data and the corresponding

output to refine some internal parameters and establish a input-output relationship. When new
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data is presented, the previously established relationship is used to guess the new corresponding

outputs. Generally, some previous knowledge about the input-output relationship is required.

These calibration points should span the whole expected dynamic range of the measure to be able

to capture the full picture. They also should be enough to capture intermediate dynamics variations,

but not too many in order to to make the procedure too time-consuming and computationally heavy.

For the specific case of gaze-trackers, calibration is performed by feeding the system a series

of inputs (eye images with components calculated by the procedure) that corresponds to known

points in the scenario. This is achieved by having the subject facing a screen with some markers,

and asking to gaze at each marker in turn. Usually 3, 5 or 9 points in square grids are used, at the

extreme gaze angles [15,22].

The calibration procedure has also the function to define the image characteristics for the

specific experiment (brightness, contrast of the frames) [15], as these parameters are crucial to

perform reliable image processing to obtain results. Also, this renders the specific experiment

tailored to subject’s individual characteristics [22] and so reduces unreliability caused by inter-

individual variability. For example, if the pupil is to be firstly identified by filtering the image

for dark spots, the threshold of such filter must be appropriately chosen. Of course, there are a

number of factors that can change the optimal threshold: lighting conditions, presence of spectacles,

make-up, droopy eyelids or very dark irises. . .

1.2 Holographic Waveguides

1.2.1 General Introduction

In general, an optical WG (Waveguide) is a device that is able to transmit light between two

points, i.e confining the propagation of the wave-fronts [2]. Optical WGs are commonly fabricated
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with dielectric material (mostly glass, plastics and semiconductors). The principle underlying

light confinement is most often TIR (Total Internal reflection) deriving from a refractive index

in-homogeneity but also other mechanisms (reflection, SPR) can be used [2].

Waveguides confining light propagation in a line are called channel waveguides (e.g. optical

fiber), while the ones confining it in a plane are called planar waveguides [2, 61].

Depending on the fabrication material, different fabrication techniques can be exploited: photo-

lithographic and micro-fabrication techniques can be used for integrated WGs with semiconductor

substrates, laser writing on crystal, glass substrates, lamination and stratification processes [2].

Many different classifications exists. They are relative to: mode distribution, refractive index

variation, geometry, etc. [2, 61]

Their ranges of applications is huge, but here only the one relative to see-through display will

be discussed.

1.2.2 Waveguides Applied to Augmented and Virtual Reality

Optical planar WGs are currently the most favourable candidate for the development of see-

through displays (fundamental for AR and VR applications), out-competing mirror-based ap-

proaches. Waveguide-based solutions are lighter, smaller and allow for more appealing form factors

than mirror-based ones. Mirror displays require mechanic and electronic compensation of distortion

and narrow FOV in front of the user, resulting in a higher relative cost and bulk, while all other

components can be conveniently placed on the side on the case of WGs [13,39]. The form of these

components is usually flat, and can be fabricated in various ways. The central body of the WGs

transmits light, while the in- and out-couplers gather light from the source and re-combine it in

front of the user respectively.
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Figure 11: Vuxiz™ (top) and Hololens™ (bottom), image from [17].

There are different types of optical WGs used for displaying purposes, mainly classified consid-

ering the types of in- and out-couplers [21,39]:

Diffractive a pattern of small groove is etched at the in- and out-coupler location (whether by

additive or subtractive techniques) and acts as a diffraction grating. Also known as “surface

relief” waveguides. The incoming light is decomposed in diffraction patterns at the entrance

and re-combined at the output. Its drawbacks are high color aberration (dispersion or com-

ponents) and reduced FOV.

The original design was patented by Nokia™ [17, 21, 60]. It is now licensed to Microsoft

Hololens™ and Vuzix™ [17, 21,39].
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Figure 12: Schematics of a diffractive WG, image from [17].

Holographic a holographic pattern1 is engraved in the thin-film photo-polymer in- and out-

couples with laser scanning. Represents a major innovation respect to diffractive waveguides,

since it is much more compact and efficient in terms of transmission and FOV [6,17,21,53].

Since only one specific wavelength is efficiently transmitted (i.e. one color), current research

efforts are in combining stratified WGs so that multiple wavelengths can be transmitted and

a colored image can be obtained trying to minimize the color-crosstalk [26,64,65]. The other

main research direction is in the increase of the efficiency [64, 65]. It used by Sony™ and

1A holographic pattern or hologram is a recording of the light interference field created by an image.
Contrarily to a photograph, it is not recognizable as image if not properly lit. When it is illuminated in
the right way, it creates an image that is virtually indiscernible from the original object it generates it, as
it contains visual cues pertaining to 3D perception such as depth and parallax. Originally it could only be
actuated by lasers, but now also special computer screens are capable of generating holographic images [58].
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Figure 13: Propagation of light in a HWG, image from [17].

Konica Minolta™ [60]. Also, switching or active HWGs (holographic waveguides) have been

produced [21,53,60].

Polarized exploits polarized reflectors and stratified plastic layers on glass. It is used by Lumus™

[60]. Has a large FOV but has a very low efficiency, its very complex to manufacture and

expensive [39]. It still resents color dispersion problems.

Reflective rely on semi-reflective mirrors, that have the advantage of nullifying color dispersion.

Also, it doesn’t rely on extravagant fabrication techniques, so it should be easy to produce.

The drawback is that the substrate needs to be very thick (1-2cm vs. few mm of other

approaches) and therefore it is not suitable for AR applications [39]. It is used by Google™

and Epson™ [39, 60].

According to what emerges from the previous considerations [13, 17, 21, 53], HWGs make cur-

rently the most attractive alternative for see-through displays, and one can easily verify the amount
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Figure 14: Pictures from a full color HWG, image from [17].

of efforts that is currently going into improving their performances [6, 26, 64, 65]. HWGs are for

the moment an optimal compromise between cost, ease of fabrication, efficiency and size effective-

ness [13,17,53] and there is hope that the advantage in using them will keep increasing as research

progresses [65].

1.3 Oculomotor Disorders

Oculomotor Disorders (ODs) or Binocular Vision Disorders (BVDs) encompass a broad category

of vision impairments that reduce the capability of the eye to move and focus the target on the

fovea [45]. They are distinct from other vision disorders because are not related to the refractive

properties of the eye component but to its mobility in a more general way.

ODs may affect [1, 3, 10–12,16,42,44,45,48,49]:
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• accommodation: the ability of the crystalline lens to deform and change its focal length, so

that the image of the target hits the retina even if the target itself changes position,

• vergence: dis-conjugate movement of the eyes that brings both of the eyes on the target,

• conjugated EMs such as saccades, pursuit movements, fixations,

• stereopsis, i.e. the ability to perceive the 3D features of a scenario,

• the synchronization between these components and between the eyes.

All these movements are of primary importance to be able to correctly visualize an object on the

retina, a fundamental task to correctly develop, gain independence and live everyday life [1]. Proof

of this is that often successful athletes are individuals with superior oculomotor capabilities [31].

This also applies to many other cases, and one can easily understand how ODs have huge impact

on the patients’ life quality, affecting they development, academic and athletic performance [1].

ODs have also been linked to learning and reading disabilities (such as disleyxa) [1, 12, 16, 42],

adverse academic behaviour [10], prolonged use of video-displays [40], trauma [54].

1.3.1 Clinical Prevalence

Binocular Vision Disorders are an extremely diffused clinical diagnosis. Many studies have as-

sessed that [49,54], and also have underlined the alarming percentages of prevalence respect to other

vision diseases especially for what concerns paediatric practice [11, 42, 44, 48, 49]. It is even more

worrying the fact that ODs are often under-detected [1, 32], due mainly to the severe limitations

of the state-of-art diagnostic procedures. Lara et at. [32] report that as little as 1% of children are

diagnosed with BVDs, against the higher prevalence found in other studies. According to Scheiman

et al. [48], accomodation and binocular impairments are far more diffused than refractive defects in
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children (from 8.5 to 9.7 times more frequent), and also underlies the lack of a data basis in order

to properly diagnose these conditions. Rouse et al. [44] and Borsting et al. [11] highlight the high

percentage of children in school age affected by BVDs, and the connection between accomodative

and vergence disfunctions.

This percentage of wrong evaluations is disturbing because affects severely prevention and early

diagnosis routines, that would reduce considerably the human and economic burden of ODs.

Furthermore, there is proof that treatments of BVDs can yield successful results [10,49].
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1.3.2 Why Current Clinical Assessments of ODs Are Not Satisfying

Routine tests for BVDs are prone to a substantial number of shortcomings:

• They are based on lengthy procedures (like the cover-uncover test1 [57]), that rely massively

on patients’ compliance. Aside from the low cost-effectiveness of the approach, it appears

evident that in the case of children, correctly understand the directions and maintaining the

required attention to carry out the instructions for a long time may be troublesome;

• The results are based on the physician’s subjective judgment (or even on non-expert one [24])

and are therefore prone to inter- and infra-observer variability2, even if they’re using a scale;

• The judgment scales employed may be complex to be used by non-experts or, even worse,

may give inconsistent results [25]. Objective measures are hardly ever employed, as the scales

are mostly semi-quantitative, see Figure 15;

• To allow for a comprehensive assessment of the impairment, all the oculomotor components

should be assessed together, to ensure the same testing conditions and be able to evaluated also

the interactions among them. Normally the accomodative, vergence, movement components

are separately examined.

1The test consist in having the patient stare at a target and covering/uncovering one of the eyes with a
screen, the modalities depend on the specific procedure. The deviation of the other eye when the first one
is covered/uncovered is observed.

2Inter-observer variability refers to the fact that two different people may give different responses when
examining the same result. Infra-observer variability refers to the fact that the same observer may give two
different responses on the same results in different times or situations.
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In the light of what said above, it is evident that a comprehensive assessment of binocular per-

formances should be carried out in an efficient and objective manner to properly address ODs

[10,11,42,44].

1.4 Why a Waveguide-based Eye-tracker?

1.4.1 Eye-Tracking in Medical Applications

Boardman et al. [4] state:

A search of the term “eye-tracking” in PubMed returns 3060 results that report its use
in a diverse range of applications including studies of typical development, intellectual
disability, pain, autism spectrum disorder (ASD), neurodegenerative diseases and use as
a teaching aid in emergency medicine.

This is indicative of the great prominence eye-tracking is gaining today in the biomedical field.

As pointed out in 1.1, eye-tracking not only it is proving a resource in the assistance of the motor-

impaired [4, 9, 51,52], but it has been exploited in very wide range of applications.

Eye-trackers have been used to:

• evaluate psychiatric disorders [20,29],

• early diagnosis, screening and following up of cognitive disorders such as dyslexia [41] and

atypical development of children, such as ASD [9,18],

• gain insights about consequences of trauma [47],

• investigate cognitive processes in adults and infants [43],

• research learning strategies and improve training methodologies [43].
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Figure 15: Example of a survey for convergence insufficiency delivered by physicians, reprinted
with permission [28].
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Figure 16: And old mirror and prism-based eye-tracker, reprinted with permission [63].

As also pointed out by Boardman at al [9], eye-trackers may prove a fundamental resource in

evaluating children in preverbial phase (before talking), under multiple points of view (physical,

cognitive, psychological). This need is particularly felt in the prospective of the efforts made in

early diagnosis of a multitude of diseases [9, 22].

The recent developments in reducing bulk and weight of wearable eye-trackers as well as ad-

vancements made in remote trackers are promising for what regards uses with children [9, 14, 22],

since is notorious that children do not put up well with being harnessed in bulky constraints to be

looked in the eyes.
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1.4.2 Advantages of a Holographic Waveguide-based Eye-tracker

The advantages associate with a wearable see-through HWG-based eye-tracker can be summa-

rized as:

• compactness and lightness: increased ease for positioning lenses in front of the patients to

test accommodation, and comfort in wearing (see Figure 16 and compare with Figure 11),

• reduction of the diagnostic exam length: ideally, only one repetition is needed, and the

parameter extraction is left to an automated image processing procedure, which is much

quicker than human evaluation,

• objectivity of the measurements: the EMs are evaluated in terms of rotations (degrees),

velocity (degrees/seconds), latency (in seconds) etc. . . , that is much more objective than the

semi-quantitative scales commonly used,

• possibility to test in daily life-situations, not only in lab environment.

Furthermore, HWG technology could be exploited to integrate a measurement of accommodation

in the device, so that the relevant parameters to evaluate ODs can be simultaneously assessed. In

Chapter 2 the reader will find some considerations on the accommodation part and why it was not

possible test it in these preliminary experiments.

In the light of what discussed in sections 1.1, 1.2, 1.3 and in the above paragraph, it is evident

now that exploiting current eye-tracking and HWGs technologies could solve the problems associ-

ated with the traditional evaluation of BVDs. The social and clinical impact of this improvement

would be consistent, considering the high prevalence of these impairments and the importance of
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prevention and early diagnosis. Moreover, the device could be exploited also by other clinicians

working in the ophtalmology field and experts in visual rehabilitation and eLearning.



CHAPTER 2

MATERIALS AND METHODS

Here are listed the part of the optical apparatus that was used to assess the feasibility of the

waveguide. Since various setups were tested, but not all of them were found suitable, only the

components that were used thoroughly have a complete description.

2.1 Holographic Waveguide

The waveguide was fabricated in Dr. Juan Liu laboratory, that is collaborating with ours for

the development of this prototype. It comprises a rectangular 20 x 60 mm glass substrate, 3 mm

thick, with photopolymeric film holographic in and out-couplers. An additional Fresnel lens (focal

length 40 mm) is built in front of the in-coupler to collimate the entering light.

.

Figure 17: The holographic waveguide used in the experiment (without holder).
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The maximum diffractive efficiency was estimated to be around 20% for green light (532 nm),

that is why the chosen LED has a peak wavelength of 530 nm.

Unfortunately, this calls for the use of a very powerful illumination, and moreover in the visible

range, that makes this prototype unsuitable for human experiments. In fact, in this design the WG

is not used – as it is common – to transmit images from a display in front of the view, but the

other way round, i.e. to transmit the reflect light from the illuminated eye to the camera. Since a

high power illumination in the visible range is required to obtain decent images, it is not possible

to try with a human subject at this point yet, as it would be extremely uncomfortable.

In principle, a fundus image1 of the eye could be registered, to monitor accommodation. Un-

fortunately, as one can read in 2.4, it was not possible to find or build a suitable model for accom-

modation in short time, therefore that part was not evaluated.

In order to use the WG in the various setups, a holder was designed and 3D printed. The holder

allows for moving the waveguide on the laboratory table and rotate it around its shorter side.

It is also worth pointing out that image quality depended greatly on the relative orientation of

the WG respect to the camera (and, to a lesser extent, respect to the model eye). In 2.6 the reader

can observe the difference between Table II and Table III, where the image quality consistently

improved when the WG was slightly askew respect to the camera.

1A photograph of the back structures of the eye, i.e. retina, vessels. . .
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Some other trials were performed to test some possible alternative setups. Since non of them

proved satisfactory, they’re only briefly discussed here without any mention in the following sections:

• Rotation about the longer WG axis was tested to try and improve image quality. Since the

tabletop poser only allowed for tilting the WG around its shorter axis, the setup was re-

arranged to have the WG with its longer side vertical respect to the poser. No significative

improvement of the images was observed however. Moreover, it appears that the WG elon-

gates images in the direction of its shorter axis. Consequently, the original setup with the WG

longer axis placed horizontally was preferred. This way, we ensured that horizontal rotation

of the eye model on the rotational stage was free of distortions. The vertical elongation is also

one of the reasons why a simultaneous vertical and horizontal rotation experiment showed

decreased accuracy and linearity.

• An attempt to use to WG at spectacle distance (12-14 mm) was made. The results did not

prove satisfactory as indeed was expected, since the focal length of the Fresnel lens at the in-

coupler is about 40 mm, the WG cannot correctly image objects so close without consistent

distortion. Additionally, the high power needed by the LED and the high brightness of

illumination already made clear that this prototype was not suited for a wearable setup.

• Finally, the transmission properties of the WG were tested by swapping positions of LED

and camera. the pictures proved too dark to be of any usefulness for eye-tracking. Moreover,

in this setup the camera is viewing the eye at an angle that would mar the symmetry of the

tracking range.
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2.2 LED and Camera

The camera used to acquire pictures is a commercially available webcam from Logitech™(C9020,

Logitech™, Lausanne, CH). More information can be found online. A inexpensive (about 80$) model

was chosen in order to be able to realize a cheap prototype. The focal length of the front lens was

estimated in previous experiments to be 3.67 mm.

The light source is a table mounted green LED from Thorlabs™ (M530L3, Thorlabs™, Newton,

NJ, US). Its peak emission wavelength is 530 nm, and consumes 350 mW power at its maximum

(a very bright illumination), mounted in a 30.5 mm � housing.

.

Figure 18: Mounted LED, from https://www.thorlabs.com

In order to collimate the beam, a cage holding a lens was mounted in front of the LED. It consists

of 2 matching frames and 4 rods, so that the cage holding the lens can slide with respect to the

https://www.thorlabs.com
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one fixated on the LED, also from Thorlabs™. See 2.6 and Figure 19. The lens was an achromatic

doublet with anti-reflective coating (AC254-060, Thorlabs™, Newton, NJ, US), mounted on a frame.

.

Figure 19: Example of a cage for mounting collimating lens, from https://www.thorlabs.com

2.3 Beamsplitter and Relay Lens System

The preliminary images indicated that a skewed illumination of the model eye caused great

asymmetry in the CR, reducing the range of reliable tracking, as described in 2.6. Consequently, a

pellicle beamsplitter (BP145B1, Thorlabs™, Newton, NJ, US) was added in order to have a frontal

illumination.

A beamsplitter is an optical component that works in the following way: when hit by a beam

of light on the splitting side, a certain amount of it (say 50%) is allowed to pass through, while

the rest is bounced back, in a direction depending on the incidence angle according to the laws

https://www.thorlabs.com
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of reflection. When the light hits the opposite side, the component acts as a beam composer, i.e.

the other way round. Beamsplitter are commonly classified according to their shape (cube, plate,

film. . . ).

Figure 20: Example of a plate beamsplitter, from [56].

The beamsplitter was initially placed between the WG and the model eye, approximately turned

45° respect to the optical axis, with the LED illuminating at a 90° angle. The schematics of the

arrangement is represented in Figure 35. The percentage of light the beamsplitter reflects on the

model eye is 45%.

Additionally, a set of de-magnifying relay lenses was added between the beamsplitter and the

WG in order to enlarge the FOV and to better accommodate the beamsplitter in front of the eye
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Figure 21: Pellicle beamsplitter, from https://www.thorlabs.com

(in fact, the presence of the beamsplitter made had to position the WG exactly at 40 mm in front

of model eye). For a more detailed treatise of the underlying optics, see Appendix B.

Firstly, a pair of mounted achromatic doublets with anti-reflective coating of 100mm (AC508

100) and 80mm (AC508 080) focal lengths was employed. Then the 80mm lens was replaced by a

30mm one (AC127 030) to obtain greater de-magnification: from 0.73 to 0.28.

The lenses were also from Thorlabs™. Note that since they’re thick lenses, not the focal length

but the working distance (WD) was considered in the calculations for magnification, see Figure 22.

By reducing the image size of the image, a better resolution could be attained, because the

strong reflection from the ceramic was weakened, and consequently the image was less saturated.

The range of tracking improved greatly, from ±20° to almost ±50° (see 2.6).

https://www.thorlabs.com
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Figure 22: Achromatic doublet diagram, from https://www.thorlabs.com

2.4 Eye Model

The model eye for eye-tracking was chosen among porcelain prostheses having an acceptably

sharp pupil vs. iris contrast and CR shape. The model eye was set onto a custom 3D printed

mount connected to a laboratory translational-rotational stage from Thorlabs™(XYR1, Thorlabs™,

Newton, NJ, US) to be able to quantify its rotations.

Careful adjustment of the poser into the stage is required to make sure the center of the latter

coincides with the physiological center of rotation of the eye (13.5mm behind the corneal apex).

https://www.thorlabs.com
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The model eye proved satisfactory for preliminary test, but presents a series of drawbacks that

make it difficult to perform a more comprehensive assessment:

• it is only an aesthetic replacement, i.e. it is manufactured to look like an eye from outside,

but lacks the internal part (no crystalline lens, no retina etc.). Consequently, no testing on

the accommodation or fundus can be performed,

• for the same reason as above, the correct physiologic parameters are not guaranteed to be

respected, i.e. even correctly placing the center of rotation behind the cornea may not ensure

a completely realistic performance,

• the cornea curvature is not perfectly spherical, and it is slightly asymmetrical, being more

elongated on the vertical axis. Consequently, the simultaneous vertical and horizontal rotation

is not reliable for testing, as also discussed in 2.6,

• for the same reason as above, the CR shows progressively stronger astigmatism (becomes

elongated instead of circular) as the eye rotates, and not a clear change in shape as is would

on a real eye when the illumination falls off the cornea.

Luckily, it appears from the experiments that the proportions are accurate enough that, with a

careful positioning, a realistic rotation can be simulated on the horizontal axis. As a consequence,

to simulate a vertical rotation, it was finally decided to use the eye model in the same position and

rotate the black rubber screen of the dummy eyelids.

As for the CR astigmatism, it is possible to partially compensate it with the image processing

algorithm, that is set to recognize the CR region and compute its center. As long as the aberration

is not excessive, we can assume the center of the CR ellipsoid approximates the one that would be
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Figure 23: Stage for the eye model, from https://www.thorlabs.com

calculated for a circular CR. For the physiologic ranges of eye rotations [7, 63], the approximation

can be considered valid.

2.4.1 Other Eye Models

Other eye models were tried in order to make up for the shortcomings of the prosthetic one,

mainly for the lack of the possibility to measure accommodation. Because of various reasons,

they proved not useful for accommodation measure and/or less suitable than the prosthetic one.

Anyway, to be thorough, they are briefly described below.

First Custom Built Eye Model a lens mimicking the cornea was glued with refractive index

matching Norland™ optical adhesive (NOA 61, Norland™, Crannbury, NJ, US) to the front of

an adjustable circular iris diaphragm and tube (also from Thorlabs™, ID8). The idea was that

the diaphragm would simulate the adjustable pupil aperture. On the back of the diaphragm,

https://www.thorlabs.com
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a threaded ring with attached a printed image of a fundus was placed. By adjusting the ring

position by screwing or unscrewing it on the diaphragm, we would simulate accommodation.

(a) (b) (c)

Figure 24: Pictures from the first alternative eye model.

Unfortunately, the model resulted unsatisfactory, as the low contrast and the strong reflection

from the metal mount of the diaphragm and the back part of the lens and glue front makes it

impossible to isolate pupil and CR. Moreover, the retinal pattern on the back was not visible,

so the accommodation part cannot be tested, as one can see in Figure 24. This is probably

due to the very small focal length of the lens (15 mm) that creates very large distortions in

the patterns. Unfortunately, this could not be solved as no components of comparable lengths

are available.
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Commercially Available OCT Eye Model the image quality is quite good but there are again

some strong reflections from the border and two corneal reflections probably originating from

the double plastic surfaces. This model cannot handle the accommodation part (no adjustable

components) but it may be decent for eye-tracking, although not as good as the prosthetic

one.

(a) (b) (c)

Figure 25: Pictures from the OCT eye model.

Second Custom Built Eye Model the pieces were designed with SolidWorks™ and 3D printed.

The dimensions and placement of components was suggested by Dr. Lei Liu, collaborating

with our lab for the creation of the prototype. The model comprises two shells mimicking the

bulb (the rear one in principle should have been hollow in order to allow for placement of a

laser pointer, to better trace eye movements on a screen. However, since the model that was
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built in the allotted time did non prove worthy of further trials, the laser pointer part was

neglected. The front part has a flat frontal section with a small hole (mimicking a pupil, with

no possibility of replicating changing pupil size). A round lens (the same of the first model)

was glued on the flat front part to simulate the cornea, while an absorbing filter with cut-on

wavelength at 1000 nm (FGL1000, Thorlabs™ Newton, NJ, US) was glued to the inner part

of the front flat section, to simulate pupil light absorption. As instructed, the shells were

printer in dark matte plastic to avoid unwanted reflections. A 2-piece holder was also printed

to ensure right rotation.

(a) Exploded view of eye model components (b) Eye model inside holder

Figure 26: Second custom built eye model and holder.
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Unfortunately, also this eye model was not good enough for eye-tracking, as the contrast

offered by the dark plastic respect to the background is not enough for image segmentation,

given the quite low efficiency of the WG. In turn, the clear plastic of the 3D printer caused

too much reflection, rendering CR identification impossible.

(a) (b) (c)

Figure 27: Pictures from the second alternative eye model.

It was concluded that for preliminary eye-tracking testing, the ceramic prosthetic eye could do

in the lack of best alternatives with quick turn around time. For the accommodation part (which is

out of the scope of this dissertation), it was suggested the purchase of a dedicated model for future

experiments. In short, constructing a model eye capable of handling accommodation and EMs at

once is extremely hard to do in laboratory facilities.
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2.5 Eyelids

As the image-processing procedure proved satisfactory for a preliminary testing, it was suggested

by Dr. Lei Liu that also eyelids should be simulated. In normal eye-tracking applications, the

presence of the eyelids is usually an inconvenience for extreme rotations, as they hide part of the

pupil, and that must be taken into account when trying an algorithm. Also, since much if the white

part of the eye was covered by the eyelids, the overall brightness of the image decreases. On the

other hand, stray reflections from the white ceramics can be avoided this way.

.

Figure 28: Dummy eyelids setup.
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Since eyelids move when the eye rotates, a black rubber square screen with a cut-out opening

was held by posers in front of the eye model, slightly covering it, so that the model eye was able to

push them on the side when rotating. As explained in 2.4, since the vertical axis of the prosthetic

model eye shows a larger curvature than the horizontal one, rendering the vertical rotation not

reliable, it was simulated rotating the screen instead.

The results with and without dummy eyelids are similar, and therefore in Chapter 3 only the

more accurate experiments with eyelids are reported, however, in some images it was necessary

either to re-trim the area of interest (to cut out strong reflection from the rubber) or to change

manually the threshold for image segmentation.

Additionally, a trial using a custom built 2D rotational stage was performed although it did not

prove completely satisfactory (as discussed in 2.6), is still reported in the Results section for sake

of completeness. In this case the eyelids could not be placed independently of the eye model and

needed to be taped on the holder.

2.6 Setups

2.6.1 Preliminary Adjustments

The most basic setup comprised only LED, camera, WG and eye model. The LED is approx-

imately at a 45° angle respect to the eye model, about 10 cm afar, at maximum intensity, see

Figure 29, and Figure 30. The images are acquired and saved with National Instruments™ data

acquisition software. With this configuration, it is possible to place the waveguide facing directly

the model with at the correct 40mm focal length.
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Figure 29: Preliminary setup picture.

Careful adjustment of the relative position of the components so that the camera could catch the

strongest collimated image from the output coupler was required (as multiple orders of diffracted

images are created at the out-coupler).

To investigate if changing the camera parameters could improve picture quality, six sets of

pictures were taken, each one varying one parameter between Brightness, Contrast, Sharpness,

Saturation and Backlight compensation respect to the first trial. The acquisition procedure is the

following: 5° steps, ranging from 20° to the left facing the eye model (negative degrees) to 20° to

the right (positive degrees).

These parameters do not seem to affect considerably picture quality, as it can be seen in Fig-

ure 32, so the default settings were used in all other trials. Minor adjustments of contrast and

brightness, if needed, were performed by image processing tools in Matlab™ or ImageJ OSS.
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Figure 30: Preliminary setup scheme.

Figure 31: Preliminary setup optical model.
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Figure 32: Influence of camera settings on image quality (all pictures are +10◦).

Next it was tested the influence of LED settings: intensity, focus dimension and orientation.

Images were acquired with the same previous procedure.

• Trial 1: reducing the intensity by 1/3, other parameters constant.

• Trial 2: light intensity at maximum, focus reduced so that it covers only iris and pupil part,

other parameters constant.

• Trial 3: both intensity reduced by 1/3 and focus reduced to iris area. Orientation constant.

• Trial 4: intensity at maximum, focus at widest, orientation was more frontal (approximately

30°) as much as permitted by waveguide casing.

• Trial 5: as trial 4 but with light intensity reduced by 1/3.
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• Trial 6: as trial 5 but with focus reduced to cover only iris and pupil area.

• Trial 7: as trial 4 but with focus reduced to iris area.

In the Figure 33, the reader can observe some comparative pictures of the various trials.

Figure 33: Influence of LED parameters on image quality (all pictures are +10◦).

Some considerations can be drawn:

• images obtained with more frontal illumination look definitely better (trials 4, 5, 6, 7), despite

a shadow from the waveguide covering partially the LED, as it can be expected with a more

symmetrical setup;

• reducing the light intensity is good for avoiding saturation of image (trials 1, 3, 5, 6);
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• reducing the focus size on the other hand does not seem to improve the results as much (trials

2, 3, 5, 7). Observing 1 vs. 2, 4 vs. 7 and 5 vs. 6, that the image looks slightly less blurred

with a more focused light source, but that this implies that the pupil almost disappears for

small rotations, for it goes out of illumination source.

Also, in all these trials, it is necessary to point out the strong astigmatism noticed for leftwise

rotations, due to the fact that the light source hits the eye model on the right side. The CR

is already weakly distinguishable for very small rotations (-10°), be it because of saturation of

the image or because the light is too askew, while for rightwise (positive) rotations, it can be

distinguished up to 20° in some trials, as it can be observed in Figure 34.

Furthermore, it can be observed that the clearly illuminated part of the image is restricted to

the iris and a bit of the sclera, even keeping the light beam at maximum width. Such a narrow

FOV is not enough for rotations greater than 20°.

(a) 15◦ rightwise rotation (b) 15◦ leftwise rotation

Figure 34: Effect of the skewed illumination.
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As a mean to fix these inconveniences, a beamsplitter was added in order to have frontal LED

illumination and mend asymmetric range, while a de-magnifying lenses system was employed to

enlarge FOV, reducing the saturation and enabling a wider range to be tracked.

2.6.2 Beamsplitter and Relay Lenses System

2.6.2.1 Beamsplitter

The arrangement of the system was already described in 2.3, and id depicted in Figure 35.

Figure 35: Scheme for the addition of the beamsplitter.
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The addition of the beamsplitter alone granted the asymmetry of the pictures but only slightly

improved the image quality, as the illuminated region stayed very narrow, as one can see in Fig-

ure 36. The loss of illumination due to the beamsplitter was acceptable, as it was previously

observed a trade-off between reduction of contrast (lower illumination power) and image saturation

(higher illumination power). To achieve a higher range of tracking positions, it was necessary to

add relay lenses.

(a) (b) (c)

Figure 36: Improvement of image quality after addition of beamsplitter (all pictures are 0◦).

2.6.2.2 First Set of Relay Lenses

In order to enlarge FOV, a de-magnifying lens system was added. Initially, the setup shown in

Figure 38 and Figure 39 accomplished a magnification of 0.72 (i.e. a de-magnificcation of about

25%).
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Figure 37: Scheme for the addition of relay lenses.

The improvement of the image quality was evident, as one can tell from Table II. However, the

images acquired with the relay system are reversed. This is actually no problem as it can be easily

fixed with image processing.
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Figure 38: First set of relay lenses optical model.

Figure 39: First set of relay lenses picture.
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TABLE II: TABLE COMPARING BEAMSPLITTER AND RELAY LENS SYSTEM EFFECT
ON IMAGE QUALITY.

2.6.2.3 Second Set of Relay Lenses

A further de-magnification (|M | = 0.28, a 70% de-magnification) was tested with the second

set of lenses depicted in Figure 41 and Figure 40.

The new setup allowed for recording images up to 45° of rotation in both directions, with a

good enough resolution despite the de-magnification, as it can be observed in Table III. The Table

compares the pictures taken with the two different setups at 0° an intermediate rotation and at

the two extremes of rotation, that is 20° for the first setup and 45° for the second. Observe also
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Figure 40: Second set of relay lenses picture.

Figure 41: Second set of relay lenses optical model.
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the different de-magnification entities. At this point the image quality was deemed appropriate to

start the creating of an image processing procedure, described in section 2.7.

TABLE III: TABLE COMPARING THE TWO DIFFERENT RELAY SYSTEMS.

Another important observation was the one already mentioned in 1.2, that is that the image

quality improves when the WG is put at an approximate 20° angle respect to the camera, as

schematized in Figure 41, Figure 33 and Figure 42. This may be partially due to the non perfect

alignment of the WG in the casing, and to the presence of and angle respect to the WG normal of

the principal order of diffraction.
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Figure 42: Detail of the angle between WG and camera.

An important note: in the perspective of creating a wearable setup, it is clear that the relay

lens system cannot be included. In the compact version of the system, however, the light source

will be almost frontal to the eye, there will be no need for the beamsplitter and the relay system

(which is hampering because reverses the image and make the whole system bulky), as one can see

in Figure 43. Also, by getting rid of the above said components, it will also be possible to better

exploit all the input light intensity to avoid the pupil being confused with the dark background

(due to losses through lenses and beamsplitter), as well as of other distortions that might be caused

by the lenses. Therefore, compactness of the possible finished product should not be an issue.

Additionally, a system that proves feasible with all the above said losses of light and distortions, it

will be probably even better performing without them in the finished design.
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Figure 43: Wearable setup scheme.

2.6.3 2D Rotations

To perform a thorough evaluation, a poser combining two rotational stages was created by

printing 3D custom mounts designed with SolidWorks™(as available 2D gimbals had a too narrow

range of rotations to be of interest). The horizontal stage hold such a mount in which a smaller

stage is held at a 90° angle, so to allow for simultaneous vertical and horizontal rotations. The

second stage holds a mount in which to place the model eye. See also Figure 44.
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(a) 2D rotational stage picture. (b) 2D rotational stage CAD model.

Figure 44: 2D custom built rotational stage

Unfortunately, due to:

• the asymmetry of the model eye,

• the fact that with this setup, the rotation center of the eye model is harder to pinpoint and

control and so it is not representative,

• the rotation of one of the two stages inevitably displaces the eye, so it exits the illuminated

zone for extreme rotations (obviously, this cannot be made up for by moving the LED to

illuminate again the eye model, as it would disrupt any linearity in the pupil center-CR

vector vs. eye rotation).
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The results of the image processing proved a worse performance than in the single rotation trials.

Additionally, the higher ranges of movement rendered it impossible to realize realistic dummy

eye-lids. The only option was to wrap the model eye in some black matte rubber with a cut out

opening, but is clearly not as faithful as the screen shown in 2.5.

Since this arrangement did not resemble faithfully physiological eye rotations, and eyelids move-

ments, it is not considered in the final discussion for feasibility, although still presented in Chapter

3 for completeness.

To summarize: in the final setup, the rotation on the vertical axis was simulated simply by

rotating the dummy eyelid screen so that the cut out opening had its longer dimension on the

vertical axis rather than on the horizontal one.

2.7 Image Processing Algorithm

2.7.1 The Starburst Procedure

The algorithm was developed by Li and Parkhurst as an Opens Source program in 2005 [35].

For the reader’s interest, the address of GitHub repository for original files is https://github.

com/thirtysixthspan/Starburst. It is based on the pupil center-CR vector change to infer the

gaze of the seer, and requires two videos, one of the eye of the user and one of the scene onto which

to plot the gaze.

It was initially met with a good enthusiasm and used by Li et al. [33,36], and later adapted by

Li and Parkhusrt for limbus tracking [34]. Apparently the procedure has not aged well, as Fuhl et

al. [19] show in their review of state-of-art eye-tracking algorithms. Despite this, the model idea

is still valid as merges both feature-based detection (i.e. based on the analysis of the pixels of

the image) and model-based techniques (i.e. seek the model of pupil that best fits the presented

https://github.com/thirtysixthspan/Starburst
https://github.com/thirtysixthspan/Starburst
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image. Usually this is accomplished iterating a fitting procedure and changing some parameters of

the mdoel with each cycle). Moreover, compared to other procedures, is still quite simple.

The procedure can be schematized as:

1. Image acquisition by extracting frames from eye video,

2. Gaussian filter to remove noise, the standard deviation of the smoothing can be decided by

user.

3. Windowing and adaptive threshold filtering to find CR: the image is filtered with a threshold

that is lowered with each repetition, increasing the number and area of bright spots. The

optimal threshold is determined when the ratio of area of the largest bright spot (the CR)

to the sum of the others starts decreasing (as in the beginning the CR will grow faster than

false reflections, until the threshold grows too low). This ensures the CR is located in its full

extension.

4. Removal of the CR by radial interpolation: the radius of the CR identified in the previous

step is multiplied by a factor (by default 2.5 assuming Gaussian profile). The central pixel is

set to the average of the intensities of the perimeter pixels and then each radius’ pixels are

swapped with the result of a linear interpolation between the central pixel and corresponding

perimeter pixel intensities.

5. Estimation of pupil contour by extending a number of rays from the pupil center best guess

with edge detection (threshold to be set by user). For each edge point candidate, a set of

additional rays is created and new edge points are identified. This procedure is repeated until

convergence (i.e. the new edge point at that iteration are below a certain threshold, also set
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by user), using each time as a start point the average of positions of the candidates. Figure 45

and Figure 46 show these steps.

Figure 45: Pupil contour using Starburst procedure. (a) the first set of rays is driven outwards and
finds pupil contour candidates, (b) and (c) compare the second set of rays emerging from a true
edge point vs. a false one. Reprinted with permission [36], ©[2005] IEEE.

6. Fitting of and ellipse to the edge points through a RANSAC (RANdom SAmple Consensus)

paradigm. This strategy is used when applying model fitting to a distribution containing

outliers in order to decide which points are acceptable and which ones would only mislead

the fitting. RANSAC is an iterative mechanisms that pics many sparse and random groups

of point from the main data set, uses each to fit a model, and keeps the fitting that agrees



65

Figure 46: Iteration of the pupil edge detection. Reprinted with permission [36], ©[2005] IEEE.

with the whole data set at best. The number of maximum iterations an also be set by the

user.

7. Model-based optimization of the ellipse found at the preceding point using Nelder-Mead

Simplex search for convergence.

8. Apply calibration to estimate gaze point in scene.
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Figure 47 summarizes the procedure.

Figure 47: The Starburst procedure: (a) Gaussian filtering, (b) CR removal, (c) Pupil edge de-
tection, (d) Normal least-square ellipse fitting (with outliers), (e,f) How RANSAC discriminates
in-liers (green) and out-liers (red), (g) Best fitting ellipse, exploiting in-liers identification from
RANSAC, (h) Model-based fitting. Reprinted with permission [36], ©[2005] IEEE.

Unfortunately, the original procedure proved very hard to employ for this specific application.

First of all, the code is very poorly commented, that makes understanding of the procedure very

hard. Secondly, it was written to be used on Linux OS, so that adapting to Windows™ platform was

required for some functions. Finally, it has not been updated for at least 7 years, that means that

many Matlab™ functions and also some shell commands do not work anymore or are deprecated

and end up in errors, crashes and weird results.
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Figure 48: Some images processed by updated Starburst.

Despite trying to fix the original Starburst for more than two weeks, the rate of correctly

processed images was still very low, despite having been able to correct the majority of errors (on

an average 5 on 21 images, 24% of the total, was incorrectly segmented), as shown in Figure 48.

This arises from the complexity of some parts of the procedure combined with the poor explanation

and comment on the code, that made the source of error impossible to track. Most probably, the

main source of errors at this point is the fact that the prosthetic model eye used for trying the

Starburst is not perfectly accurate (in particular the iris-pupil border is much blurrier than in real
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eye) and that it did not have dummy eyelids yet. Consequently, it was decide to create a new

procedure, described in the next paragraph.

2.7.2 The New Procedure

See the shortcoming of the Starburst in this application, a semi-automated procedure was

created relying on the Image Segmenter Tool from the Image Processing Toolbox in Matlab™.

Only the remove_corneal_reflection procedure from the original Starburst was kept almost

untouched respect to the original version. The other parts of the algorithm have been re-written,

added comments, and adapted for using newer versions of Matlab™ on newer Windows™ platforms,

to the point it can be considered a new procedure entirely, despite following the same general

outline as Starburst. Almost certainly this algorithm would not perform as well as the Starburst in

its best shape, but it easily customizeable and more handy for quick processing of laboratory data

experiments.

Here is outlined the working principle. For further information on the functions that are not

displayed here, see Appendix C.

2.7.2.1 Initialization, File Handling, Save

The first part of the code asks the user to select the working folder in which there are the images

to be processed. There is also another function (extract_images_from_video) in C that allows

to extract the pictures as frames from a video, as most eye-tracking applications are video-based

rather than picture based, although this was not the instance.

In the case the user has a video input, the folder named ’Eye’ is created by the function and

the frames are named ’Eye_00001.jpg’ and so on. the video should be in the same folder as the

algorithm files. In the other case, it is up to the user to properly name the folder and images.
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The procedure outputs:

• a .mat file storing the parameters extracted in the CR_matrix, Ellipse_matrix,

Diff_vector_matrix, named ’Results.mat’, gathering the respective vectors for each image

index,

• a set of pictures named ’Eye_res_00001’ and so on, on which the algorithm traces the CR

equivalent circle and the pupil ellipsoid.

These are placed in a folder called Results. The images are for the used to check if the algorithm

has effectively worked or not, and possibly fix the problems or discards useless data. The folder

and documents are created automatically by the procedure in this initialization part.

This part also contains some parameters the user can change, namely:

• CR_smoothing, that determines how many times the equivalent radius of the CR found in

regionprops has to be multiplied before removal. This essentially depends on the image

brightness and contrast and should be determined by the used trying the procedure on a

sample image,

• window_w, that determines the size of a window that cuts the original image into a new one

for processing (the original picture however is left untouched). This is showed in C.6 This

has a double function: to lower the computational load on the processor by handling smaller

sized pictures, and to cut out disturbing stray reflections that might lead to false recognition.

This step assumes that the eye is in the center of the picture, and depends on the picture

size, resolution, eye position in the scenario. For this it is essential that the eye doesn’t move

too much in the picture series.
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As the black rubber simulating the eyelids sometimes caused very strong reflection to be mis-

interpreted for CR, and to fix that, it was necessary to re-trim the images separately. In the

perspective of calculating the pupil center-CR vector it does not affect the reliability (as it is a dif-

ference vector it is immune to shifting of the image origin), but renders unreliable the positioning

of CR vector and pupil ellipse vector for those instances.

However, this should not be a problem in real situations because first of all true eyelids do

not cause such reflections, and, secondly, the physiological range of rotations is usually under 30°.

In any case, should be the need, an automatic procedure for windowing can be carried out by

preliminary recognition of the pupil with, for example:

• by asking the user to select a best guess position on some frames for the pupil and then use

this information to window the frame,

• using Hough’s transform, that seeks circles but can be also used for ellipses. This strategy

could also be used to improve pupil and CR recognition.

The body of the procedure is enclosed in a while frame_index <= last_frame that loops

through the identified frame ranges (from first_frame to last_frame). For each image the rel-

evant parameters are extracted and stored in vectors. Then a copy of the original color image is

created and the data of the CR centroid and pupil ellipsoid are used to plot the shapes in the

image. Then the image is saved in the Results folder. The matrices storing the vectors are added

the last entry and the counter for the image index is incremented for the new cycle.

Finally, when frame_index=last_frame, all the updated matrices are written in the ’Results.mat’

file and the procedure ends.
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2.7.2.2 Parameter Extraction

The procedure is not per se complicated, but relies heavily on the accurate choice of thresholds,

smoothing parameter and windowing. Of these parameters, the most critical ones for the automa-

tion are CR_Smoothing, as determines how the pupil will be well interpolated by the ellipse, and of

course thresholds.

As the adaptive threshold mechanism and RANSAC procedure in the original algorithm did

not prove reliable, in the new one they are not not implemented. Nevertheless, upon improving the

procedure for complete automation, they are certainly additions that would be worth considering.

Finally, it may be worth pondering an alternative interpolation procedure for the removal of

CR in the image, that may improve robustness of the subsequent pupil recognition.

The current procedure can be summarized as follows:

1. mask the image to extract the CR as the brightest spot,

2. remove the CR, storing it relevant parameters (x and y position of the centroid and equivalent

radius),

3. invert the image so that now the pupil is the brightest spot,

4. mask the image again to extract the pupil,

5. store the pupil relevant parameters (x and y position of the ellipsoid, lengths of major and

minor axis, orientation).

Figure 49 exemplifies these steps, while the corresponding code portion is illustrated in C.9.
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Figure 49: Parameter extraction procedure scheme (images at 30◦).
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2.7.2.3 Calibration

The Image Segmenter Tool allows for the user to define the threshold for filtering the image.

The value of these thresholds is crucial for determining the correctness of classification. The user

should try and load some images from the data set into the Image Segmenter GUI and select the

best thresholds, running the algorithm body step by step. Then in the Image Segmenter is possible

to save the mask created this way, generating a function that is to named appropriately and used

in the automatic run of the procedure.

In listings C.7 and C.8 are represented two examples of this auto-generated functions.

Also, automatic brightness and contrast of the images are possible using Matlab™ functions,

such as imadjust, if a satisfying compromise cannot be reached, and the code of the body of the

function can be updated with those.

In the calibration procedure are included CR_smoothing and window_w as well, as already

discussed in 2.7.2.1.



CHAPTER 3

RESULTS

Here are described in detail two experimental procedures and the results of the subsequent data

processing. In Appendix A a summary of some statistical concepts used in this chapter is given.

Some conventions are common to both experiments:

Rotations: positive horizontal rotations are intended for rightwise facing the stage (or upwards

for vertical ones) and negative rotations are intended for leftwise (on downwards). The

preliminary pictures were copied and re-named with their orientation, e.g. ’neg30deg.jpg’

etc. Because of the relay lenses, however, the images are reversed.

Pre-processing: ImageJ OSS was used to trim the pictures to a specified pixel size (400x400). The

pictures are copied and re-named to be used by the algorithm. Maps of the ’Eye_00001.jpg’

to the original naming were filled.

Matlab™ processing: the image processing algorithm was calibrated in Matlab™ until all the

pictures were properly corrected (if needed, some pictures were re-trimmed, and note was

taken of the displacement respect to the others), then run on the data set.

Also note that, depending on the slight shift between the light source and model eye position,

the location of the CR at neutral position (0deg) varies among different acquisitions, although this

in theory has the only effect of shifting the intercept of the interpolation line.
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3.1 Simultaneous 2D Rotation Experimental Procedure

An attempt of evaluating the two rotations in once was made with the aid of a custom-build

2D rotational stage, described in 2.6.

1. Acquisition of pictures: pictures spaced 10° in purely horizontal and vertical rotation, and in

“diagonal” rotations (with the same rotation on the vertical and horizontal axis). The range

was ±30°. Three separate folders of pictures, one for each session, were processed separately.

2. Trimming, re-naming and filling of the mapping tables, see Table IV.

3. Separate calibration and processing of the algorithm for the vertical and horizontal acquisition

and for fixations.

4. Post-processing: for each session of acquisition, the ’Results.mat’ was loaded in Matlab™.

Vertical and Horizontal Rotations: linear regression was calculated between the known

rotations and the array of horizontal or vertical component of pupil center and CR

(relevant to the rotation). Pearson correlation (R2) coefficient was calculated, and a

significance test to assess reliability of the linear hypothesis was performed. The values

of the component of vector difference vs. orientation were plotted against the line defined

by linear regression), see Figure 51, Figure 52. The interpolation error vector (actual

value of rotation minus value predicted by the interpolating line) was calculated. The

value of offsets, corresponding rotations, predicted value and errors were stored in a .csv

table.

Diagonal Rotation: linear regression was computed separately between the horizontal rota-

tions and horizontal component values of pupil center-CR vector and the corresponding
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vertical data. The rest of the analysis followed the same procedure as for pure vertical

or horizontal rotations, see Figure 53.

For this specific case, one picture (relative to 30_30deg.jpg, i.e. upward-right rotation of 30°)

did not have CR and so was not used in the processing. It was also necessary for the image

horizontal ’Eye_00006.jpg’, or ’neg_20.jpg’ to be re-trimmed to get rid of the strong reflection

from the dummy eyelids that was affecting the results.

TABLE IV: MAP OF EYE FRAME NUMBER TO ROTATION (SIMULTANEOUS 2D ROTA-
TION EXPERIMENT).
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(a) Picture excluded from
processing (30◦, 30◦).

(b) Representative pictures from horizontal
rotation experiment.

(c) Representative pictures from vertical ro-
tation experiment.

(d) Representative pictures from diagonal
rotation experiment.

Figure 50: Representative pictures of the simultaneous 2D rotation experiments
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Horizontal Rotation: the regression results were:

y = −0.7578x− 2.3536 (3.1)

Where

y = horizontal rotation of the eye,

x = horizontal component of the pupil center-CR vector.

The R2 test for linearity gave a result of R = −98.64%, with p-value for significance << 0.05.

Figure 51: Results of horizontal rotation experiment.
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Vertical Rotation: the regression results were:

y = 0.779x− 8.6909 (3.2)

The R2 test for linearity gave a result of R = 99.55%, with p-value for significance << 0.05.

.

Figure 52: Results of vertical rotation experiment.
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Diagonal Rotation: the regression results were:

y1 = 0.6111x1 − 6.4117 (3.3)

y2 = −0.7305x2 − 2.6640 (3.4)

Where

y1 = vertical rotation of the eye,

y2 = horizontal rotation of the eye,

x1 = vertical component of the pupil center-CR vector,

x2 = horizontal component of the pupil center-CR vector.

The R2 test for linearity gave a result of R = 98.34% (p-value 0.0004) and R = −97.46%

(p-value 0.001) respectively.

Figure 53: Results of diagonal rotation experiment.
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An example of Matlab™ script handling the post-processing is shown in C.15

3.2 Definitive Experimental Procedure

Seeing the shortcomings of the simultaneous 2D rotations procedure, it was decided to analyze

separately vertical and horizontal rotations. To simulate vertical rotations, given the asymmetry of

the eye model, it was decided to rotate by 90° the dummy eyelids screen only. Because of this, in

the post-processing steps, the pupil center-CR vector component analyzed is still the first one (i.e.

the horizontal one). Consequently the slope of the regression line is negative, as in the previous

experiment for horizontal rotations. The convention for rotation is the same, being rightwise

rotations equivalent to upward ones and lefts wise rotations equivalent for downward ones. As the

shape of the eyelids covers more on the vertical direction that in the horizontal, it was expected a

narrower range of reliable results in the vertical experiment.

A previous attempt at rotating the eye model as well was tried, but the linearity of the pupil

center-CR vector vs. rotation was lost for rotations of about 30°, as the curvature in that direction

was much larger. Also this vertical curvature is asymmetric (more pronounced on the upper part

of the model than in the lower part). Also this loss of linearity could be observed better in a single

rotation experiment, rather then simultaneous 2D rotations, because the more imprecise rotations

on that setup masked it.

1. Acquisition of pictures: pictures spaced 5° in the horizontal and vertical rotation are acquired,

ranging ±30°. Additionally, it was also acquired a set of 10 fixation pictures at significant

horizontal rotations (0°, ±5°, ±10°). Seven separate folders of pictures, one for each session,

were processed separately.Since for a range of ±10° both in the vertical and horizontal setup
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the iris is completely uncovered by eyelids, it was not deemed necessary also to take fixation

pictures for vertical rotations.

2. Trimming, re-naming and filling of the mapping tables, see Table V.

3. Separate calibration and processing of the algorithm for the vertical and horizontal acquisition

and for fixations.

4. Post-processing: for each session of acquisition, the ’Results.mat’ was loaded in Matlab™.

Vertical and Horizontal Rotations: linear regression was calculated between the known

rotations and the array of horizontal or vertical component of pupil center and CR

(relevant to the rotation). Pearson correlation (R2) coefficient was calculated, and a

significance test to assess reliability of the linear hypothesis was performed. The values

of the component of vector difference vs. orientation were plotted against the line defined

by linear regression. The interpolation error vector (actual value of rotation minus

value predicted by the interpolating line) was calculated, see Figure 55, Figure 56 and

Figure 57. The value of offsets, corresponding rotations, predicted value and errors were

stores in a .csv table.

Fixations: mean and standard deviation (SD) of the values of the said components were

calculated. The dispersion around the mean value (as Root Mean Square Error RMSE)

is representative of the total noise of the system (hardware and software), see Table VI. A

representative graph of such dispersion was plotted (e.g. see Figure 58). The dispersion

data is saved in a .csv table.
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Images ’Eye_00001.jpg’ and ’Eye_00013.jpg’ (’30deg.jpg’ and ’neg30deg.jpg’) of horizontal

rotation needed re-trimming in order to exclude the very bright reflection from the eyelids that

made tracking impossible. In some images of the vertical rotation experiment corresponding to

±20°, ±25° and ±30° (’Eye_00001’, ’Eye_00002’, ’Eye_00003’, ’Eye_00011’, ’Eye_00012’

and ’Eye_00013’) the pupil was covered by the eyelids (see Figure 54). The ±30° and ±25°

rotations could not be processed as the pupil was completely covered, and so were excluded from

the data set. The ±20° rotations could still be processed, but deemed unreliable, so a double fitting

was performed, one excluding ’Eye_00003’ and Eye_00011’, and one including them, represented

in Figure 56 and Figure 57 respectively.

Figure 54: Images that were excluded from vertical experiments or processing.
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(a) Representative images from the horizontal rotation experiments (top) and the corre-
sponding processed ones (bottom).

(b) Representative images from the vertical rotation experiments (top) and the corre-
sponding processed ones (bottom).
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TABLE V: MAP OF EYE FRAME NUMBER TO ROTATION (DEFINITIVE EXPERIMENT).
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Horizontal Rotation: the regression results were:

y = −0.6909x− 4.5604 (3.5)

The R2 test for linearity gave a result of R = −99.82%, with p-value for significance << 0.05.

Figure 55: Results of horizontal rotation experiment.
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Vertical Rotation: the regression results excluding ±20° pictures were:

y = −0.6365x− 7.2720 (3.6)

The R2 test for linearity gave a result of R = −99.56%, with p-value for significance << 0.05.

Figure 56: Results of vertical rotation experiment excluding ±20◦ pictures.
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The regression results including ±20° pictures were:

y = −0.7003x− 8.3578 (3.7)

The R2 test for linearity gave a result of R = −99.05%, with p-value for significance << 0.05.

Figure 57: Results of vertical rotation experiment including ±20◦ pictures.
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Fixations: Table VI summarizes the results of the fixation experiments.

Orientation Mean Standard Deviation (SD) Root Mean Square Error (RMSE)

-10° 8.8264 0.1476 0.1400

-5° -1.5299 0.5885 0.5583

0° -8.2612 0.2937 0.2786

5° -16.3478 0.4441 0.4213

10° -23.2507 0.2040 0.1935

TABLE VI: TABLE FOR FIXATION EXPERIMENTS RESULTS (ALL VALUES ARE IN PIX-
ELS).

An example of Matlab™ script handling the post-processing is shown in C.14. One of the

graphs resulting from the processing is shown in Figure 58.

Figure 58: Dispersion of fixation experiments for 0◦.



CHAPTER 4

CONCLUSIONS

4.1 Discussion on the Results

Difference between the two experiments results could be explained by:

• different rotation procedure (with the first experiment being less accurate),

• asymmetry of the eye model,

• different eyelids setup,

• coarser resolution of the first experiment.

The different slopes found in between the separate rotation experiments and the diagonal one

can be attributed to the less precise control on simultaneous rotations of the 2D stage. For this

reason (and the presence of the fixed eyelids) this experiment is deemed less significant than the

second one. Nonetheless, the linearity of the pupil center-CR vector components vs. the rotation

seems to be stable enough, as confirmed by the high determination coefficients and low p-values.

As expected in the second experiment, the reliable range for vertical tracking is reduced by the

eyelids. Also, the increased R value in the fitting performed without the ±20° pictures seems to

confirm that the best decision was to exclude those. Consistently with the setup, the slope value

found for both vertical and horizontal rotations is similar (about -0.6/0.7 pixels per degree). The

differences may be explained by the fact that the vertical experiment had less pictures to compute

fitting, because at extreme rotations the eyelids covered the pupil. In fact, for rotations over 25°,

90



91

the linearity of the relation start to degrade (as it would also happen with a real eye as the CR

would start to fall off the cornea), and the points become more “s-shaped” and increase the slope

of the interpolation line. Conversely, rotations around 0° have a better linear alignment with a

shallower slope.

Also in this case, determination coefficients are all near 100% and p-values are all near 0

(therefore much smaller than significance level).

As for the fixation experiments, they ensure a quite good noise immunity of the system, as the

RMSE is of sub-pixel magnitude in all cases (and in some as low as 0.2 pixels). Consequently, the

dispersion around the mean value can be considered small enough to ensure a robust measure. In

any case, it is worth pointing out that this test on noise was carried out in a relatively controlled

laboratory environment and that the setup was not worn by a person, therefore it does not apply

to other situations.

4.2 Final Remarks

Despite the low efficiency of the light transmission along the WG and the presence of an optical

system in between the eye and WG, the results are still satisfactory.

In fact, a rather simple semi-automatic image processing procedure found significant proof that

the linearity of the relation between pupil center-CR vector and eye rotation is reliable. Therefore

the pictures transmitted by the WG are good enough to be used for a preliminary eye-tracking, i.e.

the preliminary feasibility for the use of HWG in the field of eye-tracking is proved.

This opens new perspectives for new applications, with particular regards to ODs diagnostic

improvement.
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Below is summarized a list of the strengths of this novel approach:

• Lightweight and compact: WG-based solutions are much smaller and lighter than traditional

approaches to eye-tracking or VR applications. This also allows for potential testing in

every-day conditions, not only in laboratory environment. This is potentially very useful in

the perspective of continuous follow-up of patients and home-based care;

• Low cost (relatively to other VR solutions);

• The potential impact is very wide, as ODs are a widespread condition;

• Objective: normal test for BVDs and similar impairments rely heavily on the physician’s

judgment or on semi-quantitative scales. A wearable HWG device would be able to compute

eye-related measures in quantitative units (degrees, dioptres. . . );

• Easily automated: this affects both time efficiency of the assessment and the need to rely on

patient’s collaboration. A wearable HWG device would need only to be worn and calibrated

to give a reliable result in infinitely shorter time a with minimal patient compliance. The

large literature of open source material to create calibration and measuring protocols can be

exploited;

• Innovative: so far HWG were used as see-though displays, never for conveying pictures to a

camera.
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4.3 Further Developments

A number of improvements and further developments can be identified, in the more general

prospective of developing a wearable prototype for comprehensive assessment of oculo-motor per-

formances:

• Improving the HWG, firstly shifting efficiency and illumination to NIR, so to allow human

testing and secondly reducing the in-coupler focal length to spectacle distance (1.2-1.4cm);

• Improving the eye-tracking eye model by creating a more realistic model with an integrated

laser pointer, in order to shift from simple eye-tracking to gaze-tracking;

• Development or acquisition of an eye-model for accommodation;

• Designing a stage that allows for simultaneous vertical and horizontal rotation of the model

eye, or better yet a 3D gimbal;

• Improving and automating image processing algorithm for the eye-tracking part and devel-

oping the part relative to accommodation. Possibly, creation of an open-source application;

• Development of a calibration procedure;

• Integrating camera, WG, light source into a compact prototype for both EM and accommo-

dation measurements.
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Appendix A

STATISTICAL HINTS

In this Appendix are recalled the formulas used for data post-processing, as defined on Matlab™

website [38].

A.1 Mean, Standard Deviation, Root Mean Square

Given a collection of n experimental results for the variable X, i.e. {x1, x2, . . . , xn} and being

xi the ith element of this collection, then we define:

Mean: or expected value

E[x] = µx =
1

n

n∑
i=1

xi (A.1)

corresponding to mean command.

Standard Deviation:

σx = SD[x] =
√
σx2 (A.2)

Where σx
2 is the variance defined as:

σx
2 = var[x] =

1

n− 1

n∑
i=1

(xi − µx)2 (A.3)

corresponding to std and var command. The standard deviation is a measure of how much

a distribution is dispersed around its mean value (in the case of mono-disperse distributions).
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Appendix A (continued)

Note that this is meaningful only considering at the same time also the expected value and

range of the distribution.

Root Mean Square and Root Mean Square Error:

RMS[x] = xRMS =
√
E[x2i ] =

√√√√ 1

n

n∑
i=1

x2i (A.4)

corresponding to rms command.

RMSE[x] =
√
E[(x− E[x])2 =

√√√√ 1

n

n∑
i=1

(xi − µx)2 (A.5)

The values of RMS and RMSE are coincident in the the case of an unbiased measure (i.e.

µx = 0). The RMSE is a value commonly used to quantify the error between observed values

of a certain variable and the values predicted for the same value. In this case the predicted

value of x is its mean (assumed to be representative its true value because it is the best

predictor).

A.2 Linear Regression

A.2.1 Least Square Regression

In general, performing a linear regression between two sets of values means finding the coeffi-

cients of a line that best exemplifies the relation of the output (or explained or dependent) variable

Y on the input (or explanatory or independent) variable X. More simply, given two sets of ob-
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Appendix A (continued)

servations of the above said variables: {x1, x2, . . . , xn} and {y1, y2, . . . , ym, }, following relation is

hypothesized:

Y = αX + β (A.6)

And the regression reduces to find α and β. Of course, because of a number of reasons, the measure

values will not all fall on the line predicted by the model. In the case n = m, in other words, it

can happen that yi = αxi + β is not satisfied for every i.

In order to “best fit” the experimental data to the linear relation, the least square (LS) paradigm

is most often used. In the LS approach, the optimal guesses for the regression coefficients are the

ones that minimize the SSE (sum of square errors). The square prediction error e2i is defined as

(yi − ŷi)2, where ŷi is the predicted value of the dependent variable Y for each instance of X i.e.

ŷi = αxi +β for every i. This can be seen as asking for the regression line to be as close as possible

to all the experimental points as once, i.e. the distances between the points and the line must be

minimized.

The regression procedure then is equivalent to finding α and β such that:

SSEmin = argminα,β

n∑
i=1

(ei)
2 (A.7)

The explanation of the calculations necessary to find α and β are complex and beyond the scope

of this dissertation, but they can be performed automatically by many softwares such a Matlab™,

in various ways. In this specific case, the polyfit command was used.
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A.2.2 The R2 Coefficient of Determination

There are a number of figures that can be used to assess the “goodness-of-fit” of a regression.

The most popular one is the R coefficient. It represents a ratio of the “explained variance” (by the

prediction) to the “total variance” of the distribution.

R2 =

∑n
i=1(ŷi − µy)2∑n
i=1(yi − µy)2

= 1−
∑n

i=1(ei)
2∑n

i=1(yi − µy)2
(A.8)

The more R2 tends towards one or 100%, the more the model captures the variability of the

distribution. Customarily values above 90/95% are considered to be satisfactory. Note that this

figure of merit makes sense only when the assumption of linearity between X and Y is solid.

In the case of simple linear regression, R2 corresponds to the squared Pearson correlation

coefficient (PCC) between the two variables X and Y :

ρx,y =
cov(x, y)

σxσy
(A.9)

Where cov(x, y) is the covariance between X and Y , that expresses the joint variability of the two

variables:

cov(x, y) = E[(x− µx)(y − µy)] (A.10)

Note that ρx,y can be positive or negative: a positive correlation means that when x increases, so

does y, while negative correlation means that if x increases, then y decreases.

The squared Pearson correlation coefficient can be calculated with the corrcoef command,

that returns the value of R2 and also the p-value for testing the significance of this correlation.
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A.3 Hypothesis Testing

Hypothesis testing is a huge section of statistics the details of which are worth a whole separate

dissertation. In this section is described only how the results from an hypothesis test run with

Matlab™ should be interpreted.

In statistical field, a confirmatory hypothesis is usually a conjecture of certain relation between

two data distributions, e.g. “these two distributions have same mean and variance”. The hypothesis

we want to verify is usually presented as alternative hypothesis (H1) to the null hypothesis (H0)

that states that such conjecture is false. If we can reject the null hypothesis, then the conjecture

can be held true, as long as new data does not prove it wrong.

The significance level is the probability of making the wrong decision in case it is decided to

reject the null hypothesis, i.e. probability of H0 true and H0 rejected. Common values are 5% and

1%. The p-values are the values of the significance levels that should be chosen in order to accept

the null hypothesis. If the p-values are under the specified significance level, the null hypothesis

is rejected. For example, say that the chosen significance level is 5% (0.05). If the test results

in a p-value of 2%, the null hypothesis can be rejected with probability 2% of having made the

wrong decision (that is, H0 was true indeed). Conversely, with a significance level of 1% the null

hypothesis could not have been rejected.

There are a huge number of testing protocols, with more or less stringent hypothesis and pre-

requisites and assumption on the distributions that can be used, e.g. Student t-test, Kruskal-Wallis

test, z-test, Chi-square test. . .

In conclusion, being the null hypothesis H0 of the corrcoeff command is “the two variables are

linearly uncorrelated”, then p-values under a certain significance level (by default 0.05) mean that
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they null hypothesis is rejected with a high level of confidence (above 95% in this case): therefore

there is no evidence to hold the variables uncorrelated.
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Appendix B

LENS EQUATION

Here are given the basic principles of lens optics to provide a better understanding of the relay

lens system discussed in 2.3.

When a lens is put in front of an object, the image that is created presents characteristics that

depend on the lens and on the object distance from it. A lens is described primarily by its shape,

that defines how light rays are deviated by it, and by its focal length (f), that describes the distance

at which a parallel set of beams is collimated to a point. If a lens is convex (as in the following

figures), its focal length is positive (as the light is collimated beyond the lens respect to the direction

of the incident light. If it is concave, f is negative, as the beam actually diverges, so we assume f

is the intersection of the extension of the beams (that is on the same same as the incoming light).

The thin lens approximation holds when the thickness of the lens is much smaller than its diameter.

In the case of the relay lenses used in the experiment, is it a quite far reaching assumption for the

smaller lens, but with a bit of tinkering, a good image could be attained anyway.

As shown in Figure 1, in the case of thin lens, the relations between the distance and height of

the image that is formed can be derived by the thin lens equation:

1

f
=

1

S1
+

1

S2
(B.1)



102

Appendix B (continued)

.

Figure 1: Thin lens equation, from [59].

Where:

f is the focal length of the lens,

S1 is the distance of the object (o) from the lens, and

S2 is the distance of the image (i) from the lens.

Note that by convention, if the object distance is positive having the object on the left of the

lens (as in the figure), then the image distance is positive is the image is on the right side of it.

If both S1 and S2 are positive, the image and object are on the opposite sides of the lens, an the

image is said to be real. If S2 were negative, the image would be on the same side of the object and

it would be virtual. It is important to point out that only real images can be projected on sensors

(such as the camera), while virtual images can be the object themselves of an imaging lens, as it

happens when using a magnifying lens.
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Consider now the object has a certain height respect to the optical axis1, ho. Then the height of

the image (hi) is defined as:

hi
ho

= M (B.2)

Where M is the linear magnification factor. Note that the heights can have positive or negative

sign is they are above and below the optical axis respectively. It is easy to see that:

M > 0 means an upright image,

M < 0 means an inverted image,

|M | < 1 means a de-magnified image,

|M | > 1 means a magnified image.

By simple trigonometry, it is easily derived that:

M = −S2
S1

(B.3)

By combining two or more lenses, an object may be inverted, corrected, magnified or shrinked

to the needs. Also, combining more lenses has the function to extend the length of the optical

apparatus (as in periscopes). The respective distances from the lenses of the images can be found

by applying the lens law repeatedly starting from the object and proceeding right (referring to the

usual convention). The total magnification of the system can be found computing the product of

the magnifications of each image.

1Direction of a light ray that is not deviated by the lens
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.

Figure 2: Relay lens system, from [30].

On http://www.livephysics.com, one can find a tool for calculating the image distances and

magnification of two lenses systems.

In our specific application, the two lens de-magnify the image at the input and the WG is placed

40mm behind the back focal plane of the rear lens, where the (reversed) image is formed. This

way, the WG can correctly focus the image as if it were the eye model.

http://www.livephysics.com
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Appendix C

CODE SNIPPETS

Here are listed the functions that were not described in detail in 2.7 for the sake of brevity. In

any case, depending on you platform and Matlab™ version, it cannot be certain that copy-pasting

them will work. The present appendix is given just for sake of completeness and to illustrate the

procedure.

Listing C.1: Code for extracting video frames.

1 % Extract images from video

2

3 % This new version doesn ’t use shell commands nor external

4 % programs like ffmpeg , as in the oringinal version of the

5 % algorithm , so that it can be used with Matlab alone , and

6 % also should be less platform dependent.

7 % It uses snippets of code found for movie processing on

8 % Mathworks from Image Analyst , response to a question on

9 % Mathworks from Walter Roberson as well as pieces of original

10 % code. It creates the directories with the same path and name

11 % as original algorithm , so that the rest of it can be tested

12 % and broken down to need

13
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14 % Prompt user to select movie for eye

15 [EyeFileName , EyeFolderName] = uigetfile(’*.mp4’,’Eye movie file’

);

16 EyeFile = strcat(EyeFolderName , EyeFileName);

17

18 % Prompt user to select movie for scene

19 [SceneFileName , SceneFolderName] = uigetfile(’*.mp4’,’Scene movie

file’);

20 SceneFile = strcat(SceneFolderName , SceneFileName);

21

22 % Creates directorie to store frames

23 mkdir( fullfile(EyeFolderName , ’Eye’) );

24 mkdir( fullfile(SceneFolderName , ’Scene ’) );

25

26 % Stores name

27 EyeMovieFullFileName = fullfile(EyeFile);

28 SceneMovieFullFileName = fullfile(SceneFile);

29

30 % Processes Eye movie:

31 EyeVideoObject = VideoReader(EyeMovieFullFileName);

32
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33 % Determine how many frames there are and how many are

% written (it can be used to see if error

occured)

34 EyeNumberOfFrames = EyeVideoObject.NumberOfFrames;

35 EyeNumberOfFramesWritten = 0;

36

37 % Extract out the various parts of the eye filename.

38 [folder , ~, ~] = fileparts(EyeMovieFullFileName);

39

40 % Make up a special new output subfolder for all the

41 % separate movie frames that we’re going to extract and

42 % save to disk.

43 outputFolder = sprintf(’%s/Eye’, folder);

44

45 % Create the folder if it doesn ’t exist already.

46 if ~exist(outputFolder , ’dir’)

47 mkdir(outputFolder);

48 end

49 msgbox(’Do NOT close the figure while algorithm is running ’)

50

51 % Loop through the movie , writing all frames out.



108

Appendix C (continued)

52 for frame = 1 : EyeNumberOfFrames

53 % Each frame will be in separate file with unique name.

54

55 % Extract the frame from the movie structure.

56 thisFrame = read(EyeVideoObject , frame);

57

58 % Construct an output image file name.

59 outputBaseFileName = sprintf(’Eye_ %5.5d.jpg’, frame);

60 outputFullFileName = fullfile(outputFolder ,

outputBaseFileName);

61

62 % Stamp the name and frame number onto the image.

63 % At this point it’s just going into the overlay ,

64 % not actually getting written into the pixel values.

65 text(5, 15, outputBaseFileName , ’FontSize ’, 20);

66

67 % Extract the image with the text "burned into" it.

68 frameWithText = getframe(gca);

69 % frameWithText.cdata is the image with the text

70 % actually written into the pixel values.

71
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72 % Write it out to disk.

73 imwrite(frameWithText.cdata , outputFullFileName , ’jpg’);

74 progressIndication = sprintf(’Wrote frame %5d of %d.’,

frame , EyeNumberOfFrames);

75 disp(progressIndication);

76 % Increment frame count (should eventually =

% numberOfFrames unless an error happens).

77 EyeNumberOfFramesWritten = EyeNumberOfFramesWritten + 1;

78 end

79

80 finishedMessage = sprintf(’Done! It wrote %d frames to

folder\n"%s"’, EyeNumberOfFramesWritten , outputFolder);

81 disp(finishedMessage); % Write to command window.

82 uiwait(msgbox(finishedMessage)); % Also pop up a message box.

83 close all

84

85 % Same goes for scene movie

86 SceneVideoObject = VideoReader(SceneMovieFullFileName);

87

88 % Determine how many frames there are and the written ones

89 SceneNumberOfFrames = SceneVideoObject.NumberOfFrames;
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90 SceneNumberOfFramesWritten = 0;

91

92 % Extract out the various parts of the eye filename.

93 [folder , baseFileName , extentions] = fileparts(

SceneMovieFullFileName);

94

95 % Make up a special new output subfolder for all the

96 % separate movie frames that we ’re going to extract and

% save to disk.

97 outputFolder = sprintf(’%s/Scene’, folder);

98

99 % Create the folder if it doesn ’t exist already.

100 if ~exist(outputFolder , ’dir’)

101 mkdir(outputFolder);

102 end

103 msgbox(’Do NOT close the figure while algorithm is running ’)

104

105 % Loop through the movie , writing all frames out.

106 for frame = 1 : SceneNumberOfFrames

107 % Each frame will be in a separate file with unique name.

108 % Extract the frame from the movie structure.
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109 thisFrame = read(SceneVideoObject , frame);

110

111 % Construct an output image file name.

112 outputBaseFileName = sprintf(’Scene_ %5.5d.jpg’, frame);

113 outputFullFileName = fullfile(outputFolder ,

outputBaseFileName);

114

115 % Stamp the name and frame number onto the image.

116 % At this point it ’s just going into the overlay ,

117 % not actually getting written into the pixel values.

118 text(5, 15, outputBaseFileName , ’FontSize ’, 20);

119

120 % Extract the image with the text "burned into" it.

121 frameWithText = getframe(gca);

122 % frameWithText.cdata is the image with the text

123 % actually written into the pixel values.

124

125 % Write it out to disk.

126 imwrite(frameWithText.cdata , outputFullFileName , ’jpg’);

127 progressIndication = sprintf(’Wrote frame %5d of %d.’,

frame , EyeNumberOfFrames);
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128 disp(progressIndication);

129

130

131 % Increment frame count (should eventually =

132 % unless an error happens).

133 SceneNumberOfFramesWritten = SceneNumberOfFramesWritten +

1;

134 end

135

136 finishedMessage = sprintf(’Done! It wrote %d frames to

folder\n"%s"’, SceneNumberOfFramesWritten , outputFolder);

137 disp(finishedMessage); % Write to command window.

138 uiwait(msgbox(finishedMessage)); % Also pop up a message box.

139 close all
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Listing C.2: Code for identifying the frame range.

1 function frame = get_first_or_last_frame_num(path_name ,

file_prefix , index_len , first_or_last)

2

3 % This function get last frame number automatically

4 % NOTE about the imput: in the Eye and Scene folders the frames

5 % should be numbered as Scene_12345 and Eye_12345

6 % Input:

7 % path_name = the directory path in which we have the Eye and

8 % Scene folders where we store the frames from videos , give as

9 % string

10 % file_prefix = the prefix of file name that contains the index

11 % number

12 % (’Eye ’ or ’Scene ’)

13 % index_len = the length of frame index , (5)

14 % first_or_last = indicator;

15 % ’first ’ (default) - get first frame num;

16 % ’last ’ - get last frame num

17 %

18 % Output:

19 % frame = the index number of last frame , given as number
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20

21

22 prefix_len = length(file_prefix);

23

24 if exist(’first_or_last ’)

25

26 files1 = [];

27 files = ls(path_name);

28

29 % This is necessary because the ls command on Windows

30 % platform gives a matrix of strings , while for the strfind

31 % command needs a character vector or string (it does not matter

% that flies1 variable makes no sense to read , if you need to

32 % read the whole name list access files).

33 % Otherwise it gives a "index exceeds matrix dimensions" error

34

35 for file = 1:size(files ,1)

36 name = files(file , :);

37 files1 = [files1 , name];

38 end

39
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40 n = strfind(files1 , file_prefix);

41

42 if strcmp(first_or_last , ’first’)

43 % gets the 5digit number from the 1st occurrence of ’Eye ’ in list

44 number = files1(n(1)+prefix_len:n(1)+prefix_len+index_len

-1);

45 elseif strcmp(first_or_last , ’last’)

46 % gets the 5digit number from the last occurrence of ’Eye ’

47 number = files1(n(end)+prefix_len:n(end)+prefix_len+

index_len -1);

48 else

49 fprintf(1, ’ERROR! The input of ’’first_or_last ’’ is

wrong’);

50 return

51 end

52

53 end

54

55 frame = uint16(str2num(number));
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Listing C.3: Initialization code.

1 dir_name = uigetdir(pwd ,’Select working folder , must be the same

for algorithm and Eye folder ’);

2 mkdir(fullfile(dir_name , ’Results ’))

3 res_name = strcat(dir_name , ’/Results/’);

4 eye_file_name = sprintf(’%s/Eye/Eye_’, dir_name);

5

6 first_frame = get_first_or_last_frame_num(sprintf(’%s/Eye/’,

dir_name), ’Eye_’, 5, ’first ’);

7 last_frame = get_first_or_last_frame_num(sprintf(’%s/Eye/’,

dir_name), ’Eye_’, 5, ’last’);

8 frame_range = last_frame -first_frame +1;

9 CR_matrix = zeros(frame_range , 3);

10 Ellipse_matrix = zeros(frame_range , 5);

11 Diff_vector_matrix = zeros(frame_range , 2);

12 frame_index = first_frame;

13 smoothing_CR = 2;

14 window_w = 181;
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Listing C.4: Code for importing a grayscale image.

1 function [I] = read_gray_image(file , index);

2 I = im2double(rgb2gray(imread(sprintf(’%s%05d.jpg’, file , index))

));

Listing C.5: Code for importing a colored image.

1 function [I] = read_image(file , index);

2 I = im2double(imread(sprintf(’%s%05d.jpg’, file , index)));

Listing C.6: Windowing code.

1 I1 = read_gray_image(eye_file_name , frame_index);

2 I1 = im2uint8(I1);

3 CX = floor(size(I1 ,1) /2);

4 CY = floor(size(I1 ,2) /2);
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5 offset_x = CX-floor(window_w /2);

6 offset_y = CY-floor(window_w /2);

7 Iw1 = I1(CX -floor(window_w /2):CX+floor(window_w /2), CY -floor(

window_w /2):CY+floor(window_w /2));

Listing C.7: CR mask code.

1 function [BW,maskedImage] = segmentImage_CR(im)

2 %segmentImage segments image using auto -generated code from

3 % imageSegmenter App

4 % [BW ,MASKEDIMAGE] = segmentImage(IM) segments image IM using

5 % auto -generated code from the imageSegmenter App. The final

6 % segmentation is returned in BW and a masked image is

7 % returned in MASKEDIMAGE.

8

9 % Auto -generated by imageSegmenter app on 07-Nov -2017

10 %----------------------------------------------------

11
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12

13 % Initialize segmentation with threshold

14 mask = im >200;

15

16 % Suppress components connected to image border

17 BW = imclearborder(mask);

18

19 % Fill holes

20 BW = imfill(BW, ’holes’);

21

22 % Form masked image from input image and segmented image.

23 maskedImage = im;

24 maskedImage (~BW) = 0;

25 end
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Listing C.8: Pupil mask code.

1 function [BW,maskedImage] = segmentImage_pupil(im)

2 %segmentImage segments image using auto -generated code from

3 % imageSegmenter App

4 %[BW ,MASKEDIMAGE] = segmentImage(IM) segments image IM using

5 % auto -generated code from the imageSegmenter App. The final

6 % segmentation is returned in BW and a masked image is

7 % returned in MASKEDIMAGE.

8

9 % Auto -generated by imageSegmenter app on 07-Nov -2017

10 %----------------------------------------------------

11

12

13 % Initialize segmentation with threshold

14 mask = im >200;

15

16 % Suppress components connected to image border

17 BW = imclearborder(mask);

18

19 % Filter components by area

20 BW = bwareafilt(BW , [369 Inf]);
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21

22 % Form masked image from input image and segmented image.

23 maskedImage = im;

24 maskedImage (~BW) = 0;

25 end

Listing C.9: Parameter extraction code.

1 % segment image to find CR => ONLY ONE REGION SHOULD BE LARGEST

2 [bw1 , Imask1] = segmentImage_CR_1(Iw1);

3 % imshow(Imask1)

4 % => uncomment look if okay otherwise fix segmentation

5

6 [labeled1 ,numObjects1 ]= bwlabel(Imask1 ,8);

7 props_CR = regionprops(labeled1 ,’Area’,’Centroid ’,’

EquivDiameter ’);

8 areas = [props_CR.Area];

9 max_area_index = find(areas == max(max(areas)));
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10 CRr = props_CR(max_area_index (1)).EquivDiameter /2;

11 CRx = props_CR(max_area_index (1)).Centroid (1);

12 CRy = props_CR(max_area_index (1)).Centroid (2);

13

14 % remove CR

15 Iw1 = remove_corneal_reflection(Iw1 , CRx , CRy , CRr*

smoothing_CR);

16

17 % imshow(I1) % => uncomment and check if it’s ok otherwise

fix smoothing

18

19 % invert image to find pupil

20 Iw2 = imcomplement(Iw1);

21 [bw2 , Imask2] = segmentImage_pupil_1(Iw2);

22

23 % imshow(Imask2) % => uncomment and look if okay otherwise

fix segmentation

24

25 [labeled2 ,numObjects2] = bwlabel(Imask2 ,8);
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26 props_pupil = regionprops(labeled2 ,’Area’,’Centroid ’,’

Eccentricity ’, ’MajorAxisLength ’, ’MinorAxisLength ’, ’

Orientation ’);

27

28 % construct the pupil ellipse vector

29 % [a b cx cy theta]

30 % a - the ellipse axis of x direction

31 % b - the ellipse axis of y direction

32 % cx - the x coordinate of ellipse center

33 % cy - the y coordinate of ellipse center

34 % theta - orientation of ellipse in deg respect to x axis

35 areas = [props_pupil.Area];

36 max_area_index = find(areas == max(max(areas)));

37 a = props_pupil(max_area_index (1)).MajorAxisLength;

38 b = props_pupil(max_area_index (1)).MinorAxisLength;

39 cx = props_pupil(max_area_index (1)).Centroid (1)+offset_x;

40 cy = props_pupil(max_area_index (1)).Centroid (2)+offset_y;

41 theta = props_pupil(max_area_index (1)).Orientation;

42 pupil_ellipse = [a, b, cx, cy, theta ];

43 CRx = CRx+offset_x;

44 CRy = CRy+offset_y;
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Listing C.10: Code for removing corneal reflection.

1 function [I] = remove_corneal_reflection(I, crx , cry , crr)

2 % Removes corneal reflection from input image using radial

3 % interpolation

4 % Input:

5 % I = input image

6 % [crx cry] = corneal reflection center

7 % crr = corneal reflection radius

8 % Output:

9 % I = output image with the corneal reflection removed

10 % NOTE - the original version had also and angle step size as %

inpt , but it seems it is not used also in the original code , %

so it was removed

11

12 if crx ==0 || cry ==0 || crr <=0

13 return;

14 end

15

16 [height , width] = size(I);

17
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18 if crx -crr < 1 || crx+crr > width || cry -crr < 1 || cry+crr >

height

19 fprintf(1, ’Error! Corneal reflection is too near the image

border\n’);

20 return;

21 end

22

23 % creates vector for angles

24 theta =(0:pi /360:2* pi);

25

26 % horizontally stacks theta vector (theta is taken as row and %

rows are stacked one onto the other crr times) => angular

27 % coodinates: for each radius value there is a theta vector of

28 % angles to consider

29 crr = ceil(crr);

30 tmat = repmat(theta ’,[1 crr]);

31

32 % vertically stacks 1:crr vector (1:crr vector is taken as

33 % column and column are lined one beside the other

34 % lenght(theta) times) => radial coordinates: for each theta

35 % angle there are the (1:crr) radius values to consider
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36 rmat = repmat ([1: crr],[length(theta) 1]);

37

38 % transforms radial coordinates into cartesian

39 [xmat ,ymat]= pol2cart(tmat ,rmat);

40

41 % reshape ymat and xmat into row vectors , the xv, yv pairs

42 % creates a map of all the points in the corneal reflex area

43 % in cartesian coordinates

44 xv=reshape(xmat ,[1 numel(xmat)]);

45 yv=reshape(ymat ,[1 numel(ymat)]);

46

47 % creates average gray value of all the points on the border

48 avgmat=ones(size(rmat))*mean(I(round(ymat(:,end)+cry)+( round(xmat

(:,end)+crx) -1)*height));

49 permat=repmat(I(round(ymat(:,end)+cry)+( round(xmat(:,end)+crx) -1)

*height) ,[1 crr]);

50 permat = double(permat);

51 % weight matrix

52 wmat=repmat ((1: crr)/crr ,[ length(theta) 1]);

53 imat=-avgmat .*(wmat -1) + permat .*( wmat);

54 I(round(yv+cry)+(round(xv+crx -1).* height))=imat;
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Listing C.11: Code for plotting CR and pupil ellipse on image.

1 handle = figure(’visible ’, ’off’);

2 Image = read_image(eye_file_name , frame_index);

3 imshow(Image);

4 hold on

5

6 % plot ellipse on image from regionprops

7 t = linspace (0,2*pi ,50);

8 phi = deg2rad(-theta);

9 x = cx + (a/2)*cos(t)*cos(phi) - (b/2)*sin(t)*sin(phi);

10 y = cy + (a/2)*cos(t)*sin(phi) + (b/2)*sin(t)*cos(phi);

11 plot(x,y,’b’,’Linewidth ’ ,5)

12 scatter(cx , cy , ’c*’)

13

14 % plot CR on image

15 th = 0:pi /50:2* pi;

16 xunit = CRr * cos(th) + CRx;

17 yunit = CRr * sin(th) + CRy;

18 plot(xunit , yunit , ’r’);

19 scatter(CRx , CRy , 20, ’r+’);

20 hold off
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21

22 % save image

23 save_image(res_name , frame_index);

24

25 % close figure handle

26 close(figure)

27

28 % udpate matrices

29 CR_matrix(frame_index , :) = [CRx , CRy , CRr];

30 Ellipse_matrix(frame_index , :) = pupil_ellipse;

31 Diff_vector_matrix(frame_index , 1) = cx-CRx;

32 Diff_vector_matrix(frame_index , 2) = cy-CRy;

33 frame_index = frame_index + 1;
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Listing C.12: Code for saving resulting color image.

1 function save_image(res_name , frame_index)

2 % image must be existsing already , so that one can choose if

3 % it will be visible or not

4

5 F = getframe ;

6 res_filename = strcat(res_name , sprintf(’Eye_res_ %5.5d.jpg’,

frame_index));

7 imwrite(F.cdata , res_filename)

8 return

Listing C.13: Code for saving extracted data.

1 results_data_name = sprintf(’%s/Results.mat’, res_name);

2 save(results_data_name , ’first_frame ’, ’last_frame ’, ’CR_matrix ’,

’Ellipse_matrix ’, ’Diff_vector_matrix ’)
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Listing C.14: Results processing code for fixations.

1 % Results processing

2 file = ’C:\ Users\chawanmayur\Documents\MATLAB_1

3 \fixation_results.xls’;

4 x_offsets = Diff_vector_matrix (:, 1);

5 trials = (1:10) ’;

6

7 % de -trending the data and SD and RMSE computation

8 (RMSE is take respect to

9 % the mean value)

10 mu = mean(x_offsets);

11 SD = std(x_offsets);

12 x_detrend = x_offsets - mu;

13 % SD =

14 %

15 % 0.2937

16 RMS = sqrt(mean(( x_offsets - mu).^2));

17 % RMS =

18 %

19 % 0.2786

20
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21

22 % plotting the results

23 figure(’visible ’, ’on’)

24 scatter(trials , x_offsets)

25 xlabel ’trials ’

26 ylabel ’horizontal offset ’

27 grid on

28 hold on

29 XL = xlim();

30 plot( XL , [mu , mu], ’r’)

31 plot( XL , [mu+SD , mu+SD], ’b’)

32 plot( XL , [mu -SD , mu -SD], ’b’)

33 legend(’Experimental points ’, ’mean’, ’standard deviation ’)

34

35 % visualizing fitting errors

36 T = table(trials , x_offsets , x_detrend ,’VariableNames ’,{’Trial ’,’

Offset ’,’Deviation_from_Mean ’});

37 writetable(T, ’Table.csv’)

38

39 res = {’horizontal offsets ’, -8.3373 -8.2712 -7.5653

-8.2899 -8.3257 ...
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40 -8.5448 -8.0744 -8.1779 -8.3863 -8.6396;

41 ’trials ’, 1 2 3 4 5 6 7 8

9 10};

42 xlswrite(file , res)

Listing C.15: Results processing code for vertical rotation.

1 % Results processing

2 file = ’C:\ Users\chawanmayur\Documents\MATLAB_1\Backup\

vertical_results.xls’

3 y_offsets = Diff_vector_matrix (:, 2) ’;

4 angles = [30: -10: -30];

5

6 % fitting linear model to data

7 [line , err] = polyfit(y_offsets , angles , 1);

8

9 % line =

10 %
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11 % 0.7779 -8.6909

12

13 % err =

14 %

15 % R: [2x2 double]

16 % df: 5

17 % normr: 5.0345

18

19 interpolated = polyval(line , y_offsets);

20

21 % plotting the results

22 figure(’visible ’, ’on’)

23 scatter(y_offsets , angles)

24 xlabel ’vertical offsets between CR center and pupil center , in

pixels ’

25 ylabel ’vertical rotation of eye bulb’

26 grid on

27 hold on

28 plot(y_offsets , interpolated)

29 legend(’Experimental points ’, ’Intepolating line’)

30
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31 % visualizing fitting errors

32 T = table(y_offsets ’,angles ’,interpolated ’,(angles -interpolated)

’,’VariableNames ’,{’y_offsets ’,’Angles ’,’Fitted_values ’,’Error

’});

33 writetable(T, ’Table.csv’)

34

35 res = {’vertical offsets ’, 45.8888 36.7634 26.7172 13.6224

-1.4198 -12.7326 -30.6321;...

36 ’vertical rotation angles ’, -30 -20 -10 0 10

20 30};

37 xlswrite(file , res)

38

39

40 % evaluating coefficient of determination R

41 [R, p] = corrcoef(y_offsets , angles);

42 % R =

43 %

44 % 1.0000 0.9955

45 % 0.9955 1.0000

46 %

47 %
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48 % p =

49 %

50 % 1.0000 0.0000

51 % 0.0000 1.0000
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22. Gredebäck, G., Johnson, S., and Hofsten, C.: Eye tracking in infancy research. Dev Psychol,
35:1–19, 01 2010.

https://creativecommons.org/licenses/by/3.0/
https://creativecommons.org/licenses/by/3.0/
https://uploadvr.com/waveguides-smartglasses/
https://uploadvr.com/waveguides-smartglasses/


163

CITED LITERATURE (continued)

23. Guestrin, E. D. and Eizenman, M.: General theory of remote gaze estimation using the pupil
center and corneal reflections. IEEE T Bio-Med Eng, 53(6):1124–1133, 2006.

24. Haggerty, H., Richardson, S., Hrisos, S., Strong, N. P., and Clarke, M. P.: The Newcastle
Control Score: a new method of grading the severity of intermittent distance exotropia.
Br J Ophthalmol, 88(2):233235, 02 2004.

25. Hatt, S. R., Liebermann, L., Leske, D. A., Mohney, B. G., and Holmes, J. M.: Improved assess-
ment of control in intermittent exotropia using multiple measures. Am J Ophthalmol,
152(5):872876, 11 2011.

26. Hiroshi, M., Katsuyuki, A., Ikuo, M., Satoshi, N., Takuji, Y., Mieko, K., Kazuma, A., and
Masataka, O.: 8.4: Distinguished paper: A full color eyewear display using holographic
planar waveguides. SID Symposium Digest of Technical Papers, 39(1):89–92, 2005.

27. Holmqvist, K., Nyström, M., Andersson, R., Dewhurst, R., Jarodzka, H., and van de Weijer, J.:
Eye Tracking: A Comprehensive Guide To Methods And Measures. Oxford University
Press, 01 2011.

28. Horwood, A. M., Toor, S., and Riddell, P. M.: Screening for convergence insufficiency using
the ciss is not indicated in young adults. Br J Ophthalmol, 98(5):679–683, 2014.

29. Itti, L.: New eye-tracking techniques may revolutionize mental health screening. Neuron,
88(3):442 – 444, 2015.

30. Kingslake, R. and Thompson, B. J.: Optics. Available at https://www.britannica.com/

science/optics#ref420083, online, accessed Aug 29 2018 and reproduced under the
terms of use for students in dissertations, available at http://corporate.britannica.
com/termsofuse.html.

31. Laby, D. M., Rosenbaum, A. L., Kirschen, D. G., Davidson, J. L., Rosenbaum, L. J., Strasser,
C., and Mellman, M. F.: The visual function of professional baseball players. Am J
Ophthalmol, 122(4):476–85, 1996.
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