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SUMMARY 

 

 Shortly after the invention of the laser, spectroscopists began evaluating its potential uses.  

Early experiments showed that a laser could create a plasma, and that the light given off by this 

plasma could be used for analytical detection.  This founded the basis for laser-induced 

breakdown spectroscopy (LIBS), but the fundamental processes occurring, such as absorption, 

ablation, and a variety of complex plasma processes, are still under experimental scrutiny today.  

The LIBS technique is an important analytical tool used in a variety of analytical applications in 

industries such as hazardous chemicals detection, art, environmental, metallurgy, and it has even 

been used on the 2009 Mars rover.   The development of intense, sub-picosecond lasers has 

created a new realm of study concerning the interaction of light and matter.  The basic 

characteristics of this interaction include the rapid ionization of matter, resulting in plasma 

formation, the interaction of the laser with this plasma, and the deposition of energy into a 

material on a timescale shorter than the thermal relaxation of the system.  In this thesis, a 

theoretical discussion is first presented to familiarize the reader with the fundamental properties 

of the interaction of light and matter.  The subsequent experimental sections include collection of 

studies attempting to elucidate some of the mechanisms for the phenomena that occur during this 

interaction under the extreme conditions of a ~50 fs laser pulse, with an intensity ranging from 

10
13

-10
16

 W/cm
2
, by spectroscopically analyzing the light given off by the plasma.  Further 

attention is given to the interaction of the light with the laser-generated plasma itself, which 

dictates the development of many of the different processes.   

In the first experiment, the light emitted from the plasma, either in the form of discrete electronic 

transitions, or a continuum background, is analyzed to determine the mechanism for 
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SUMMARY (continued) 

the partial polarization of the continuum emission.  It is found that the continuum background is 

polarized up to ~20% depending on the intensity and angle of incidence of the incident laser, 

along with wavelength and detection geometry of the emitted light.  This polarization is shown to 

be due to a reflection of a fraction of the plasma emission at the liquid surface of the target, 

following the Fresnel formulae, which predict a preferential reflection of s-polarized light, 

dependent on the aforementioned parameters. 

The next experiment deals exclusively with the interaction of the laser with the plasma.  

In this experiment, the laser pulse is split into two sub-pulses, separated in time by a variable 

delay up to ~100 ps, such that the second pulse is able to interact with a plasma at different 

stages of its development.  The second harmonic of the fundamental laser radiation is monitored  

as a function of pulse delay and intensity to determine the optimum plasma conditions for the 

generation of this second harmonic emission.  It is found that two such maxima exist, 

corresponding to two different mechanisms for the second harmonic generation, preferring very 

different electron densities, providing a means of studying the evolution of the plasma. 

 Finally, the last set of experiments focuses on the ablation efficiency and plasma 

emission signal intensity, to determine the mechanism for dual-pulse material ablation, again 

using temporally-delayed pulses, up to ~100 ps.  It is found that the signal intensity increases 

significantly as the time between the pulses is increased, but that this is not a result of an increase 

in ablated material.  Instead, the increase in signal intensity is explained by the second pulse 

interacting with and “reheating” the plasma, resulting in an increase in the number density of 

excited species, and an increase in the temperature of the plasma allowing a longer lifetime of 

emission.   
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1.       Introduction to the Interaction of Light and Matter 

1.1 Introduction 

The idea of light, its properties, and its interaction with the world around us, have 

intrigued countless scientific minds.  From the beginning of recorded history, people have strived 

to understand exactly what light is.  The ancient Greeks initiated the study of geometrical optics, 

explaining the reflection of light and the casting of shadows in terms of rays.  Much later, in the 

seventeenth century, Snell’s deduction of the law of refraction and Newton’s demonstration of 

the dispersion of different frequencies of light founded the basis of geometrical optics.  The 

debate then turned to whether light should be described in terms of the corpuscular theory, 

proposed by Pierre Gassendi and developed by Newton, in which light is made of tiny discrete 

particles, or if light should be considered a wave as theorized by Huygens.  Coulomb’s law for 

point charges and magnetic dipoles was established in the eighteenth century, as well as the idea 

that electric current was due to the movement of electric charges.  The nineteenth century was a 

period of great discoveries concerning light, starting with Thomas Young’s proposal of the 

principles of interference and diffraction based on the wave theory of light.  Malus and Brewster 

developed the ideas of polarization by reflection, and Fresnel completed a more comprehensive 

theory of diffraction.  At this point, when the wave theory had been firmly established, light was 

still thought to be a longitudinal wave, and it was not until 1817, when Thomas Young proposed 

that light was made up of purely transverse waves, that the different theories started to fit 

together.  Shortly after, the works of Oersted, Ampere, and Faraday helped to connect the 

phenomena of electricity, magnetism, and optics, which were rigorously expressed in 

mathematical terms by Maxwell [1, 2].  
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The discovery of the electron in 1897 by J. J. Thomson, and Lorentz’s subsequent 

development of the theory of electromagnetism, based on the microscopic properties of atoms 

containing elastically bound electrons, completed the classical description of light.  The work of 

Planck, Einstein, Compton, as well as many others, helped to develop the quantum theory of 

light, including its wave-particle duality, which describes the current understanding of light we 

have today.  

In the twentieth century, the different branches of scientific study concerning light grew 

rapidly.  Two of these branches are of particular interest to this thesis.  The first is the interaction 

of intense electromagnetic radiation with matter, exemplified by experiments like those of 

Volkov [3], who used the idea of a “dressed state” to describe the inertia of an electron 

oscillating in an electromagnetic field, or Schwinger [4], who analyzed the radiation produced by 

electrons accelerated in a synchrotron.  The second, and more pertinent branch, is related to the 

study of plasmas.  

Irving Langmuir compared the fluid in the blood left over after removal of corpuscular 

material, known as plasma, to the entraining medium of the particles within an ionized gas, 

hence coining the term.  Unfortunately, this name was a misnomer since no actual substance 

exists other than the electrons, ions, and neutral atoms of this ionized gas.  Research in the field 

of plasma science was motivated by the propagation of radio waves in the ionospheric plasma as 

well as the gaseous electron tubes used in electronics.  The theory of hydromagnetic waves was 

proposed by Hannes Alfven [5] in the 1940s, and work by researchers such as Akheizer, Polovin, 

Dawson, and Davidson provided the fundamental basis for the interaction of high-intensity 

electromagnetic waves in plasmas and the behavior of large-amplitude electrostatic plasma 

waves.  After the invention of the laser in the 1960’s, the ability to create and study plasmas and 
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their interaction with light became much more available, and research in the field became even 

more diverse.  One of the driving forces for these studies was the idea of inertially confined 

fusion, proposed by Nuckolls in 1972 [6], which suggested that fusion could be accomplished by 

the compression of micrometer-sized pellets of deuterium and tritium, using ultra-intense laser 

beams focused symmetrically onto its surface.  Forty years later, scientists are still trying to 

make this technology commercially practical, and they remain optimistic that it can become a 

viable energy source. 

The invention of ultrashort pulse lasers, usually defined as having a time span on the 

order of femtoseconds (10
-15

 s), renewed interest in the field of plasma science, due to the fact 

that these pulses can create a plasma with electron densities near that of a solid and interact with 

this plasma before it has significant time to expand.  The interaction of light with matter, the 

creation of plasmas, and the subsequent interaction of light with that plasma has provided an 

abundance of scientific explorations in a wide variety of applications that span all types of fields 

including, industry, medicine, military, astronomy, energy production, as well as a diverse 

assortment of fundamental scientific projects [7].   

The previous discussion is in no way meant to provide a comprehensive history of the 

study of light or plasmas, as such a description would fill many volumes, just as the books 

containing these findings could fill nearly endless shelves.  Instead, this thesis intends to 

concentrate on a concise collection of phenomena all related by the concepts of plasma science.  

The remainder of the first chapter of this thesis will serve as an attempt to introduce the 

fundamental concepts involved in the interaction of intense, ultrashort light and matter, and the 

properties of a laser-produced plasma.  The subsequent, experimentally-based, chapters will 

focus on explaining some of the specific areas encountered in this complex field.  Chapter 2 
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explores the properties of light emitted from plasmas, concentrating on the characterization of its 

spectral and polarization features.  The third chapter focuses on the interaction of light with an 

expanding plasma and the ability to generate second harmonic radiation from the fundamental 

beam.  Finally, Chapter 4 attempts to further understand the mechanisms of dual-pulse laser 

ablation and the role of plasma formation in this process.  

1.2 Creating Intense Femtosecond Pulses 

Before delving into the complex processes that occur when intense, ultrashort 

electromagnetic radiation interacts with matter, it is instructive to present a brief description of 

how this light is generated.  The basic theoretical considerations for the laser were outlined by 

Einstein [8] in 1917, where he described the process as being based on the probability 

coefficients (Einstein coefficients) of absorption, spontaneous emission, and stimulated emission 

of electromagnetic radiation.  In short, the absorption of light by an atomic system is governed 

by some probability that is characteristic of the system.  Absorption of the radiation can cause an 

electronic transition, promoting an electron to an excited state,   .  The excited atom can then 

decay spontaneously to a lower level,   , emitting a photon with energy equal to the difference 

in the energy of the two states (     ).  This process results in emission of a photon with 

frequency,    , corresponding to the transition (          ).  The photons created through 

this process have no definite relationship of phase or direction with one another.  The atom can 

also decay non-radiatively, with the energy of the transition being lost in some other way (e.g. 

transferring kinetic energy to another atom by collision).  Alternatively, an excited atom can be 

stimulated to decay by a photon with a frequency,    , resulting in the emission of a pair of 

photons that are identical to the incident one in phase, frequency, and direction.  The ability to 
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amplify the light emission, i.e. creating a laser, is dependent on having a larger number of atoms 

in the excited state rather than in the lower state, known as a population inversion.   

Laser technology has come a long way since Einstein’s theoretical predictions,  its 

successful demonstration by Maiman in 1960 [9], and the development of Ti:Sapphire ultrashort 

pulse lasers by Moulton in 1986 [10].  The Ti:Sapphire femtosecond laser system used in this 

thesis actually consists of a number of lasers and amplification systems used to achieve the 

intense, ultrashort pulses we desire.  The first part of the laser system is the Spectra Physics 

Millenia Vs 
TM

, which employs the output from a diode laser to pump (excite) Nd
3+

 ions doped 

in a yttrium vanadate crystalline matrix (Nd:YVO4).   The Nd
3+ 

ion has principal absorption 

bands in the red and near infrared.  Once the electrons are pumped to the initial excited state they 

quickly decay to a metastable state,   , the upper level of the lasing transition, where they 

remain for a relatively long time (~60 μs).  The electron then drops to a lower excited level,   , 

which quickly decays to the ground state.  The ability of the excited electrons to remain in the 

higher state,   , for a time much longer than the electrons in   , provides the population 

inversion necessary for lasing.  To sustain lasing action, the gain medium (Nd:YVO4) must be 

placed in a resonant cavity where the light can be repeatedly transmitted through the crystal.  

This is done by placing the Nd:YVO4 crystal between two parallel mirrors, where only photons 

emitted parallel to the resonant cavity axis will remain in the cavity and be able to interact with 

the medium.  One of the mirrors transmits a fraction of this radiation and this becomes the output 

beam of the laser.  The resulting 1064 nm laser output is then converted into visible wavelengths 

(532 nm) via frequency doubling in a temperature-tuned, lithium triborate (LBO), nonlinear 

crystal.   
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The Millenia Vs 
TM

 is able to supply up to 5W of optical pumping power at 532 nm to the 

next stage of the laser system, the femtosecond oscillator, Spectra Physics Tsunami
TM

.  Within 

the Tsunami
TM

 is a Ti:sapphire crystalline material produced by substituting Ti
3+

 ions for a small 

percentage of the Al
3+ 

ions within sapphire (Al2O3).  These Ti
3+

 ions have a broad range of 

absorption wavelengths from 400 to 600 nm that can be pumped by the 532 nm output of the 

Millenia Vs 
TM

.  The usable fluorescence band for lasing extends from 670 to 1100 nm.  Lasing 

is achieved by placing the Ti:sapphire rod in a resonant cavity, but because this is a mode-locked 

laser, as opposed to the continuous wave (cw) source of the Millenia Vs 
TM

, some special 

equipment is necessary.  In the laser cavity, the electric field of the oscillating optical frequencies 

must repeat itself after one round trip within the cavity to survive.  This restriction dictates that 

the oscillating wavelengths must satisfy the condition of a standing wave, such that an integral 

number of half-wavelengths must exactly fit between the two end mirrors.  The frequencies that 

satisfy this condition are known as the longitudinal modes of the laser.  To create a single pulse, 

it is necessary to “lock” the longitudinal modes in phase such that the waves interfere 

constructively at one point and destructively elsewhere.  In the Tsunami this is accomplished by 

the use of an acousto-optic modulator (AOM).  The AOM consists of a high optical quality 

quartz crystal with two highly polished surfaces, parallel to the direction of light propagation, 

one of which is attached to a piezoelectric transducer driven at radio frequencies.  A standing 

acoustic wave is established within the material inducing a time-dependent refractive index 

grating perpendicular to the axis of light propagation.  As the light interacts with this grating, a 

portion of it is diffracted and shifted in frequency, keeping the different modes locked in phase.  

Since light is diffracted out of the cavity only when the acoustic grating is present, driving the 
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AOM at the laser repetition rate (   ⁄ ), where L is the laser cavity length, results in output 

pulses with a repetition rate of 80-82 MHz.   

These output pulses have a central wavelength of ~800 nm, and a pulse duration of ~35 

fs.  The ability to create pulses with such a short duration relies on the fact that the usable 

fluorescence band for lasing from Ti
3+

 in sapphire is very broad.  According to the time-energy 

uncertainty relationship, decreasing the duration of the pulse results in a spreading of the energy 

spectrum.  This is due to the principle that the Fourier-transform-limited pulse duration is 

inversely proportional to its spectral width.  When pulse durations,   ,  in the femtosecond 

regime are considered, this requires the photon frequency,  , (    ) to have a large 

bandwidth,   , such that the product      is larger than some fundamental value.  This value is 

dependent on the exact shape of the pulse.  In our case we use Gaussian shaped pulses, and a 

Fourier analysis determines that the product      must be larger than 0.441.  For 35 fs pulses 

this results in a laser bandwidth requirement of ~28 nm measured at the full-width at half-

maximum (FWHM) of the pulse.  A pulse with         is said to be transform-limited.  In our 

system, the bandwidth of the laser is ~40 nm, so the 35 fs pulse is only nearly transform-limited. 

The femtosecond laser pulses at this point are of relatively low energy, on the order of a 

few nanojoules.  The last stage of the laser system, Spectra Physics Spitfire
TM

, allows the 

production of pulses with much higher energy.  The difficulty in amplifying these short pulses is 

that at even low energies they have relatively high intensities, capable of causing non-linear 

effects, which can destroy the beam quality as well as cause damage to the optical equipment.  

This problem was circumvented by the use of the chirped pulse amplification (CPA) technique, 

developed in 1960 for the amplification of radar signals [11], and then transformed for laser 
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technology by Strickland and Mourou in the 1980’s [12].  The general idea of the CPA technique 

is to stretch the duration of the pulse, reducing its peak intensity, so that it can be amplified and 

then recompressed to near its original shape.  In our system, the stretching of the pulse is 

accomplished by means of a diffraction grating configured so that the higher frequencies must 

travel a longer distance through the stretching component’s optical path than the lower 

frequencies.  This longer pulse, on the order of hundreds of picoseconds, is then amplified by a 

regenerative amplifier.  The amplifier is able to pick out a single pulse through the use of a 

Pockel’s cell, quarter-wave plate, and polarizer combination.  The Pockel’s cell is able to change 

the polarization state of the pulse due to Pockel’s effect, which causes a birefringence change in 

an electro-optic crystal when a voltage is applied.  In this configuration, the Pockel’s cell acts as 

an optical shutter, which can be controlled to allow only one pulse into the amplifier cavity.  This 

single pulse is directed through a Ti:sapphire rod, which has been optically excited by a Nd:YLF 

laser and allowed to pass through the gain medium many times, resulting in an amplification 

factor of ~10
6
.  The pulse is then recompressed by a second diffraction grating, performing the 

exact opposite function of the stretching grating, resulting in a pulse with a duration of ~55 fs, 

and an energy of over 1 mJ.   

1.3 Single-Particle Interaction with Electromagnetic Waves 

 It is now imperative to discuss exactly how the laser light pulse will interact with the 

target.  First, one must understand how the light will affect the motion of electrons, which move 

much more freely in the electromagnetic field than the heavier ions.  Consider an 

electromagnetic wave with an amplitude of   , traveling in the   -direction, with an angular 

frequency    and wave vector  .  According to the wave equation, the electric field,  , of this 

wave follows the simple equation                 .  The intensity of this field is given by 
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the relation    
   

 
| | , where,   , is the vacuum permittivity, and c is the speed of light. The 

magnetic field produced by this wave follows the same relation, replacing    with   , where 

  

  
  , and following the condition that the electric and magnetic fields lie in planes 

perpendicular to each other.  The motion of a charged particle in an electromagnetic field is 

governed by the Lorentz force  

 ⃑   [ ⃑⃑  
 

 
  ⃑   ⃑⃑ ],            (1.1) 

where q is the charge of the particle and   is its velocity.  Since the mass of an ion is so much 

larger than that of an electron, it is usually found that the motion of ions in an electromagnetic 

field is negligible.  Therefore, we will concentrate on the motion of electrons.  

At the intensities used in our experiments (    10
13

-10
16

 W/cm
2
), the velocity of an 

electron is non-relativistic, and the  ⃑   ⃑⃑ term can be neglected.  This results in a simplified 

equation of motion for an electron 

  
   ⃑    

   
            ,                (1.2) 

where     and   are the electron mass and charge, respectively, and   ⃑⃑ ⃑    is the time dependent 

position of the electron.  It is clear that this motion represents an oscillation of the electron in the 

time domain.  The maximum oscillation distance, known as the quiver amplitude, is given by 

     
   

    
 ,              (1.3)  

and the quiver velocity is given by 

           
   

    
,        (1.4) 
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which are found by successive integration of Eq. 1.2 and finding the maximum value.  For our 

laser operating at an intensity of 1x10
16

 W/cm
2 

and a wavelength    
   

  
,  the quiver properties 

can be written as     [  ]      √        
  and     [  ⁄ ]        √       , where     is 

the laser intensity in units of 10
16

 W/cm
2
 and    is in  m.  The cycle-averaged kinetic energy 

gained by the quivering electron, known as the ponderomotive energy (  ), is given by  

   
 

 
      

  
    

 

     
 .        (1.5) 

 All of the previous equations were derived under the plane wave approximation, but for 

fs pulses, focused to small spot sizes on the order of a few micrometers, this description is 

inadequate.  Due to the inhomogeneity in the electric field, the spatial distribution of the laser 

intensity is characterized by a strong gradient.  In this type of field the electron is also subject to 

a nonlinear drift force known as the ponderomotive force,   .  The magnitude of this force is 

given by  

 ⃑   
  

     
   ⃑⃑

       (1.6) 

which causes electrons to drift toward the weaker field area, resulting in electrons being pushed 

away from the laser axis.   

1.4  Ionization of Matter Using Electromagnetic Radiation 

 To put the intensities used in this thesis in perspective, one can look at the electric field of 

the H nucleus on its electron.  Assuming the distance between the proton and electron is the Bohr 

radius (    5.3x10
-11

 m), the electric field, according to Coulomb’s law, is 
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   5.1x10

9 
V/m.  This corresponds to an intensity of     3.51x10

16
 W/cm

2
 known 

as the atomic intensity.  A laser with this intensity will overcome the Coulombic field of the 

atom, resulting in the electron being released into the continuum.  While    represents the high-

end limit of the intensities in this thesis, there are a number of ionization processes that occur at 

much lower intensities, circumventing the need to directly overcome the Coulomb barrier.  These 

mechanisms depend strongly on the type of target material, as well as the parameters of the laser. 

 The first step in ionizing bulk matter is the production of free electrons.  While metals 

usually have a sufficient number of free electrons in the conduction band at room temperature, 

semiconductors and dielectrics do not.  Therefore, it is necessary to generate these electrons 

through optical field ionization (OFI).  There are four main OFI processes relevant to our 

intensity range.  The first is multi-photon ionization (MPI), which relies on the fact that the 

energy difference between the valence and conduction bands, known as the band gap, of most 

materials is larger than the energy of our laser photons.  With a wavelength of 800 nm, 

corresponding to a photon energy of 1.54 eV, single photons from our Ti:sapphire laser are not 

typically capable of promoting an electron from the valence to the conduction band.  Instead, it is 

possible for a material to absorb multiple photons simultaneously, resulting in a total energy high 

enough to promote a bound valence electron into the conduction band.  The first experimental 

evidence for this process was found in the 1960’s with gas phase atoms [13, 14].  Perturbation 

theory can adequately describe the rate of multi-photon absorption by, 

         
 ,                     (1.7) 

 where   is the cross-section for the process, and n is the number of photons required to 

overcome the band gap.  The leftover energy of the process is converted into kinetic energy of 
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the free electron, such that               , where    is the ionization potential.  This 

process was found to become important at intensities greater than 10
13

-10
14

 W/cm
2
. 

 The second OFI process is closely related to MPI.  As the available intensity of lasers 

increased, researchers found electrons whose kinetic energy was greater than that of electrons 

created by MPI and were separated at intervals of     [15, 16, 17].  Since, as required by the 

conservation of energy and momentum, it is not possible for a free electron to absorb a photon, 

the accepted explanation for this observation is that the electron’s ion is acting as the necessary 

“momentum reservoir” for the absorption of photons by the electron.  This process results in 

absorption of more photons than strictly necessary to free the electron, which is suggested by the 

name of this ionization process, “above-threshold ionization” (ATI).  While it seems like ATI is 

merely a continuation of the MPI process, experiments suggest that this is a non-perturbative 

process and the ionization rates found for MPI no longer apply [18].  The intensity range where 

ATI becomes significant, though, is similar to that for MPI. 

 Perturbative analysis of ionization by an electromagnetic field begins to breakdown as the 

laser intensity approaches the atomic intensity,   .  In this regime the electric field of the laser 

can sufficiently distort the atomic Coulomb potential such that the barrier between the continuum 

and bound state is significantly reduced, increasing the probability of the electron to tunnel 

through it.  The electric field of the laser will cause the height and inclination of the barrier to 

oscillate at the frequency of the laser, therefore, the electron must tunnel through the barrier 

before the polarity of the field is reversed.  Since the laser intensity essentially controls the 

change in the height and width of the barrier, and its frequency determines the available time for 

tunneling, they both become important factors controlling the ionization process known as tunnel 

ionization (TI).  To define the boundary between the MPI and TI regimes, Keldysh [19] 
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developed a theory based on the characteristics of the laser electric field and ionization potential 

of the atom.  This theory resulted in the introduction of the Keldysh parameter, 

  √
  

   
 

  √     

   
,          (1.8)  

where    is the ionization energy.  MPI processes are favored for    , and TI for    .  

Essentially, TI prefers strong electromagnetic fields with lower frequencies.  In terms of laser 

intensity and wavelength it is found that TI is more efficient than MPI for   [    ⁄ ]       

      [  ]

  [  ]  
 .  For the intensity range and wavelength in this thesis (10

13
-10

16
 W/cm

2
 and 800 

nm), it is found that the TI regime is preferred at the peak intensity, but this does not rule out the 

MPI process occurring at the leading edge of the pulse. 

 The final OFI process is a natural extension of the tunneling process.  If the intensity of 

the pulse is high enough, it can suppress the Coulomb barrier below the ionization energy so that 

the electron can escape spontaneously.  This process is known as over-the-barrier ionization 

(OTBI) or barrier suppression ionization (BSI).  Consider the potential experienced by an 

electron in this situation, 

        
   

 
       .     (1.9) 

The first term represents the Coulomb field, and the second is due to the field imparted by the 

sinusoidally oscillating electric field of the laser.  To determine the required intensity of the 

electromagnetic wave, we find the maximum of        and set it equal to   .  This results in a 

threshold intensity for OTBI for ions created with a charge Z of, 
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        .     (1.10) 

For the hydrogen atom (  =13.6 eV), this corresponds to a minimum intensity of ~10
14

 W/cm
2
.  

Experimental evidence supporting this explanation was found using 1 ps pulses with intensities 

up to 10
16

 W/cm
2
 [20, 21]. 

 OFI only constitutes the beginning of the ionization processes that occur when intense 

electromagnetic radiation interacts with bulk matter.  At moderate intensities and pulse widths 

(  <10
15 

W/cm
2
 and   >50 fs) the OFI processes only provide seed electrons which can directly 

interact with the laser field.  These electrons will then follow the equations of motion described 

in section (1.3).  Specifically, the electromagnetic wave will cause the electrons to oscillate in a 

sinusoidal motion.  The energy gained by the electromagnetic wave is only transient, and will be 

lost by the electrons unless they find a way to convert this energy into some other form.  The 

mechanism for this conversion is collisional absorption, in which an energetic electron collides 

with and imparts enough energy to another atom to ionize it, a process known as electron impact 

ionization, resulting in two free electrons.  These electrons can then be heated by the laser 

photons, via a free-free absorption process known as “inverse bremsstrahlung”, and go on to free 

more electrons.  This process occurs at a geometric rate during the laser pulse, resulting in an 

“avalanche” of electron production [22]. 

1.5  Plasma Generation 

 Through a combination of the initial ionization processes, a dense cloud of electrons is 

formed at the target surface during the leading edge of the pulse.  This dense cloud of electrons 

and the resulting background of positive ions constitute a plasma.  A necessary condition for a 
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collection of electrons and ions to constitute a plasma is that its dynamics are predominantly 

characterized by collective processes.  Two important parameters are necessary to describe 

plasma behavior.  The first parameter is the Debye length,    , which defines the radius of a 

“sphere of influence”, known as the Debye sphere.  A charged particle within the Debye sphere 

is shielded by electric fields originating outside of this sphere.  To understand this concept, first 

consider a particle with charge q, placed at rest within a uniform electron density,   , and 

assume that the ions exist as a fixed, neutralizing background.  The highly mobile electrons will 

then redistribute to reach a thermally equilibrated electron density    described by the 

Boltzmann distribution,  

      
      ⁄ ,     (1.11)   

where e is the electron charge,    is the Boltzmann constant,    is the electron temperature, and 

  is the electric potential determined by solving Poisson’s equation, giving 

  
 

 
      ⁄ ,             (1.12) 

where the Debye length is given by 

              
 ⁄  .    (1.13) 

This is the distance over which the redistribution of electrons occurs. 

 The second fundamental parameter governing plasma behavior is the plasma frequency, 

  .  An exact formula for this behavior is obtained by analyzing the motion of the electrons 

when they have been moved from their original equilibrium position.  The Coulomb force acts as 

a restoring force, pulling the electrons back.  The inertia of the electrons will cause them to 



16 
 

 

overshoot their equilibrium position, causing them to oscillate around their equilibrium position.   

In the approximation of a cold plasma, in which thermal motions of the electrons can be ignored 

and ions exist as a stationary positive background, we can consider the plasma frequency as 

being the frequency at which the electrons oscillate when they are disturbed from their 

equilibrium positions.  It can be shown from the equation of motion of the electrons that this 

fluctuation in charge distribution will oscillate at the frequency, 

   √
      

  
 .     (1.14) 

To be considered a plasma the collection of charged particles must meet several criteria.  

Firstly, the size of the plasma must exceed its characteristic Debye length.  Since it is only within 

the Debye sphere that significant charge separation can occur, it is necessary that the plasma be 

large enough that these small changes in charge distribution do not affect the overall assumption 

of quasi-neutrality within the plasma.  Secondly, the plasma should have a lifetime greater than 

the characteristic plasma time scale (   ⁄ ).  This is the time scale governing the response time 

of the plasma in which any relevant plasma dynamics occur.  Since the Debye shielding effect 

assumes a Boltzmann distribution of charged particles, it is also necessary that the Debye sphere 

has enough particles within it for the distribution function to be statistically valid [23, 24].  The 

number of particles can be approximated by estimating the parameters in the laser-created 

plasma.   For a laser with an intensity of 10
16

 W/cm
2
, typical values for the plasma are   =10

22
 

cm
-3

 and   =500 eV [22].  Using Eq. 1.13, this gives a Debye length of 1.7 nm.  The number of 

particles within a Debye sphere is  

   
 

 
      

 ,      (1.15) 
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which for our parameters yield         easily satisfies the requirement that     . The final 

condition is that the plasma is not overly dominated by collisions between oppositely charged 

species.  The collision frequency,    , is classically calculated using the Spitzer formula [23, 25] 

    
        

       ⁄   
   

  ⁄
        ⁄

              
   ⁄         (1.16) 

where       is the Coulomb logarithm with   
    

    
, where      and      are the maximum 

and minimum impact parameters normally defined as the Debye length and the classical point of 

closest approach, respectively.  This gives a value of  

  
       

  ⁄

         ⁄    
   

 
.    (1.17) 

For the previous plasma parameters the collision frequency is 1.2 x 10
14 

s
-1

.  Eq. 1.16 shows that 

the collision frequency is actually a decreasing function of temperature, due to the fact that the 

collisions between electrons and ions are facilitated by their mutual Coulombic attraction, which 

can be mitigated when the particles have high thermal velocities.  It also shows the more obvious 

result that collisions increase with higher electron densities. 

 

1.6  Plasma Hydrodynamics 

The physical parameters describing the plasma are the electron density, temperature, and 

pressure, which are related by an equation of state.  The hydrodynamic evolution of the plasma is 

typically described by the Vlasov equation, which is a phase space distribution function.  Vlasov 

introduced this equation to deal with the difficulties faced in using the standard kinetic approach, 

based on the Boltzmann equations, when applied to systems with long range Coulombic 
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interactions [26].  Vlasov started with the continuity equation, neglecting collisional processes, 

given by, 

   

  
 

 

  
 (

  

  
  )  

 

  
 (

  

  
  )   ,          (1.18) 

 where           is the spatial distribution function of the plasma characterizing the location of 

species j in phase space      .  From the laws of motion, we have 
  

  
   and 

 
  

  
 

  

  
       .  Substituting 

  

  
 and 

  

  
 into Eq. 1.18 we arrive at the Vlasov equation: 

   

  
   

   

  
 

  

  
        

   

  
  .          (1.19) 

Instead of using the collision-based kinetic description of a plasma, Vlasov used a collective 

field created by the charged particles.  By taking successive velocity moments of the Vlasov 

equation, where the     moment of    is found by integrating      over velocity, one may obtain 

the equations of motion for the plasma [23].  By taking the first moment, the continuity equation 

for the number density of species j is derived, 

   

  
 

 

  
 (    )   ,           (1.20) 

 which describes the time evolution of the density,   , where    is the mean velocity.  The second 

moment of the Vlasov equation, known as the force equation, describes the time-dependence of 

the velocity, 

   (
   

  
    

   

  
)  

    

  
(      )  

 

  

   

  
,             (1.21) 
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where    and    are the mass and charge of the particle j, and    is the pressure.  The pressure 

can be determined from an isothermal equation of state for processes with the characteristic 

frequency ( ) and wave number ( ) when   ⁄    ,  which gives 

           .               (1.22)  

Instead, when   ⁄    , we must use an adiabatic equation of state 

  
  

  
                (1.23) 

where   
   

 
 and N is the number of degrees of freedom.  It is common to use a two-fluid 

model which treats the ions and electrons separately in these equations.  In order to account for 

inelastic events, we add a collision term to the right hand side of the Vlasov equation, resulting 

in 

   
   

  
   

   

  
 

 

 

   

  
 ∑ (

    

  
)
 

 ,          (1.24) 

where (
    

  
)
 
 represents the rate of change of    due to collisions with a charged species  .  

Solving the fluid equations and assuming free, isothermal expansion results in an exponential 

density profile for the plasma, such that 

                 ⁄ ,     (1.25) 

where      is solid electron density (10
23

 cm
-3

), and   is the scale length, given by      , 

where   is time, and              ⁄⁄ , is the ion acoustic speed of an ion with mass M and 
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charge Z, and    is the electron temperature   The spatial coordinate,  , is zero at the target 

surface and increases in the normal direction. 

1.7  Plasma Absorption Mechanisms 

 Since the leading edge of the pulse is sufficiently intense to create a dense plasma at the 

target surface, it is important to explore how the rest of the pulse interacts with this plasma.  To 

understand how light interacts with the plasma, it is necessary that we determine the plasma 

dielectric function.  To do this we must first determine the motion of the electron within the 

plasma, which can be described under the same formulation as the Drude model for an electron 

gas in a metal.  For a metal, the Drude model assumes that electrons in the conduction band 

behave like a gas carrying heat and current, and that the movement of electrons is slowed by 

stochastic collisions with the ions.  In the presence of an electromagnetic field, the electron 

motion can be treated as a damped one-dimensional harmonic oscillator, 

                   
   

   
  

  

  
                (1.26) 

The damping constant can be evaluated in the limit of zero acceleration and is defined as   
  

   
, 

where        
  , is the collisional relaxation time constant.  The conductivity of the material,  , 

is related to    , by   
   

    

  
 [22].    For a sinusoidally varying electromagnetic field with a 

frequency   , a trial solution for Eq. 1.26 is      
    , which yields 

  
 

   
 

 
  

   
    

.      (1.27) 

The dielectric constant is defined as, 
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,     (1.28) 

where    is the electric susceptibility,    is the permittivity, and   is the polarization, given by 

       .  Substituting Eq. 1.27 into the value for   in Eq. 1.28, and using Eq. 1.14, gives an 

expression for the dielectric constant, 

    
  

 

  
   

  
   

   
  

 (  
   

  
   

)

  
  

  
 

   
 

.                 (1.29) 

The complex index of refraction is given by              ⁄ , where    is the real part of 

the refractive index and   is the extinction coefficient, describing absorption by the material.  

Assuming that the frequency of the light is much higher than the damping frequency (      

 ), and decomposing this function into its real and imaginary components, we obtain an 

expression for the real part of the dielectric function 

     
  

 

  
 ,          (1.30) 

resulting in the real part of the refractive index    (  
  

 

  
 )

  ⁄

.  Eq. 1.30 gives a dispersion 

relation for the light in the plasma, 

       
     

    
 ,     (1.31) 

where   is the wave vector of the light in the plasma, whose magnitude is given by | |  
  

 
.  

From this expression we see that when the frequency of the light is larger than the plasma 
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frequency,   is real and the plasma is transparent.  Instead, when      ,   is imaginary and 

the plasma is completely absorbing.  At      ,    , and the light wave is totally reflected. 

 Since the plasma frequency is solely dependent on   , we are able to determine the 

electron density at which      .  By rearranging Eq. 1.14, this density, known as the critical 

density, is given by 

   
    

 

    
.          (1.32) 

At densities greater than    the plasma is considered to be overdense, and it is underdense for 

densities less than the critical density.  For our Ti:sapphire pulses, operating at a wavelength of 

800 nm, the critical density is             , which is typically 1-2 orders of magnitude less 

than the solid electron density of the target material.  Using the definition of     and    it is 

possible to redefine the real part of the refractive index as           ⁄    ⁄ . 

 The basis for collisional absorption in a plasma is outlined in sections 1.4 and 1.5.  The 

Spitzer formula (Eq. 1.16) sufficiently describes the collision frequency within a plasma.  

Because the collision frequency is proportional to the electron density, and since light cannot 

penetrate past the critical density, the maximum of collisional absorption should occur at    [23].  

Consider a plane wave propagating in the z-direction, into a plasma with an electron density that 

decreases linearly with          ⁄  . The wave equation for the electric field is   

   

    
  

 

         .      (1.33) 

Neglecting the dependence of     on the electron density and approximating its value by its value 

at the critical density (   
 ), the dielectric function from Eq. 1.29 follows as 
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 (   
 

   
   

)

.          (1.34) 

where the assumption that   
        

    ⁄  (found by substituting        ⁄  into Eq. 

1.14) and the definition of    from Eq. 1.32, are used to simplify the expression.  Substituting 

this expression back into Eq. 1.33, and using an appropriate change of variables, the solution of 

the wave equation is an Airy function, which can be evaluated at the asymptotic limit to find the 

amplitude of the absorbed wave.  This gives a fractional absorption for the collisional process of 

[23] 

               ( 
  

     
 ),          (1.35) 

which can be modified for oblique incidence, at an angle  , by multiplying the exponent by a 

factor of      .  

 As mentioned previously, collisional absorption becomes less effective at higher 

temperatures.  This is actually due to two factors.  First is the reduction in the collision 

frequency, which scales as   
   ⁄

.  Numerical simulation of the heat transport equation has 

shown that    scales roughly as   
  ⁄   

  ⁄
, so that the collision frequency scales as   

   ⁄   
   ⁄

 

[22].  Also, as the electron quiver velocity,     , becomes comparable to the electron thermal 

velocity,             
  ⁄⁄ , the collision frequency is reduced, resulting in an effective 

collision frequency of [22] 

        
   
 

(   
      

 )
  ⁄ .          (1.36) 



24 
 

 

The consequence of these effects is that collisional absorption becomes ineffective for intensities 

greater than ~10
15

 W/cm
2
. 

 Fortunately, absorption of light at higher intensities is facilitated by a number of other 

mechanisms.  One of the most prevalent and widely established mechanisms is that of resonant 

absorption.  For the case of an obliquely incident light wave, the electric field can be resolved 

into a superposition of two waves with a polarization vector that lies either parallel or 

perpendicular to the plane of incidence, known as p- or s-polarized components, respectively.  

For all waves that are not completely s-polarized, a portion of the electric field vector lies normal 

to the surface, in the direction of the plasma density gradient, and causes electrons to oscillate 

along this gradient.  This oscillation results in fluctuations of the charge density, ultimately 

resulting in the generation of a longitudinal electrostatic wave (plasma wave) at the same 

frequency as the electromagnetic wave [23].   

 Consider a plasma with a density gradient varying only in the z-direction, with a light 

wave incident obliquely, lying in the y-z plane.  The angle of incidence,  , is defined as the angle 

between the propagation wave vector,  ,  and the z-axis.  Since this wave now varies with both 

the y- and z-coordinates, the wave equation shown in Eq. 1.33 can then be adapted as  

   

    
   

    
  

 

         .     (1.37) 

Since the dielectric function is purely dependent on z, the wave vector,   , must be conserved.  

For s-polarized light this gives the equation for the electromagnetic field 

           (
        

 
),          (1.38) 
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which, when substituted back into Eq. 1.37, yields 

      

   
 

  

  
                   .                       (1.39) 

Neglecting collisions, the dielectric function can be approximated by Eq. 1.30 as        

  
    

  
 .  For a normally incident beam this predicts that the wave will be reflected at the critical 

density, where      , but for obliquely incident light the reflection point is shifted to a lower 

density, occurring when           , or consequently when          . 

 For p-polarized light it is simpler to first deal with the wave equation in terms of the 

magnetic field using Maxwell’s equations.  Here the magnetic field will be  

           (
        

 
),     (1.40) 

From this representation we obtain 

      

    
  

  
                 

 

    

  

  

     

  
  ,    (1.41) 

where the third term now contains a spatial derivative of the magnetic field as well as the 

dielectric function.  Using Maxwell’s equations again, this can be transformed into a wave 

equation for p-polarized light in the plasma,  

      

   
 

  

  
(          )     

 

  
(  

         

  
)   .   (1.42). 

The third term is the source for the charge separation, exclusive to p-polarized light, which is 

responsible for the generation of the electrostatic plasma wave.  This term is negligible, except 

near the critical density where the factor of 
 

    
 becomes infinite, due to the fact that the resonant 

condition dictates      .   
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Technically, since the third term is negligible, the reflection point for p-polarized light is 

nearly the same as that for s-polarized light, but the electric field can penetrate past this point in 

the form of an exponentially decaying, evanescent wave.  This wave tunnels up to the critical 

surface, generating charge density fluctuations at the same frequency at which the plasma 

resonantly responds, exciting a plasma wave [23].  To determine the amount of absorption this 

process is responsible for, it is necessary to calculate the magnitude of the electric field that 

reaches the critical density.  To do this, we first assume a linearly varying plasma density 

gradient with a scale length much larger than the laser wavelength.  Using the electric field at the 

turning point, estimated from an Airy function solution to Eq. 1.39 for s-polarized light, and 

using the fact that the wave will decay exponentially after the turning point, we can obtain an 

equation for the driving field of the resonance  

   
   

√     ⁄
    ,      (1.43) 

where     is the electric field in free space,       ⁄    ⁄     , and 

                   ⁄  .  Here   is defined as the plasma density gradient scale length as 

    
 

  

   

  
.  Eq. 1.43 establishes an optimum angle for resonant absorption, which is given as 

          [       ⁄    ⁄ ].  The physical origin of this dependence arises from two 

competing factors.  At small angles of incidence only a small component of the incident field lies 

in the direction of the density gradient, and hence does not have a significant ability to transfer 

energy to the plasma oscillations.  For larger angles of incidence the distance between the 

reflection point and the critical density region is so large that the exponential decay of the wave 

results in a significantly reduced electric field at the critical density.  The fractional absorption, 
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defined as the ratio of the absorbed energy to the total energy of the light, of the incident 

electromagnetic wave into the plasma electrostatic wave can be estimated by determining the 

absorbed energy flux due to the driving electric field,   , resulting in a fractional absorption, 

            ⁄ .      (1.44) 

Numerical simulations, using a linear density profile, have shown that the maximum absorption 

for this mechanism can be as high as 50% [27, 28, 29]. 

 While the resonant excitation of plasma waves results in a direct increase in the energy 

within the plasma, these waves are eventually damped by transferring their energy to the other 

plasma particles.  The waves that are generated by resonant absorption are known as Langmuir 

waves, named after the discoverer [30].  The dispersion relation for waves in a plasma given in 

Eq. 1.31 is derived under the assumption of a “cold” plasma, in which electron thermal motions 

are ignored.  In the laser-produced plasmas this condition is not satisfied, and to understand how 

plasma waves behave, a modified dispersion relation is necessary.  By including the thermal 

velocity of the electrons,     √
    

  
, the dispersion relation for these waves can be described 

by [23] 

  
    

        
 .      (1.45) 

 In the lower intensity regime (           ⁄ ), the oscillating electrons in the wave can 

collide with ions translating the coherent motion of the wave into random thermal energy.  A 

second, collisionless damping mechanism was first proposed by Landau [31] and is known as 

Landau damping.  Landau damping occurs when electrons with velocities slightly less than the 

phase velocity of the wave,    
  

 
, interact with the wave.  The plasma wave accelerates these 
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particles, trying to match their velocity with its own phase velocity.  A physical interpretation of 

this mechanism is similar to waves in water.  If an object is moving slightly slower than a wave, 

the wave will push on the object and cause it to accelerate.  If the velocity of the object is 

negligible compared to that of the wave, the object will simply bob up and down as the wave 

passes over, gaining little energy from the wave.  A third mechanism for damping of plasma 

electrostatic waves is wave breaking, which only occurs at intensities greater than 

         ⁄ .  If the amplitude of the plasma wave is large enough, it is possible to bring any 

particle into resonance with it, which results in a strong nonlinear damping.  The amplitude of an 

electrostatic wave is known to be limited by wave breaking, which occurs when the electron 

quiver velocity exceeds the phase velocity,         .  In the “cold” plasma approximation, 

this gives a limit for the amplitude of the electrostatic wave,     
     

 
 [32].   

 When the scale length of the plasma,  , is very small (      ), resonance absorption is 

very inefficient, due to the fact that the electron quiver amplitude is larger than the spatial 

dimensions of the plasma, and plasma waves cannot be generated.  Technically, Equations 1.43 

and 1.44 are not even valid for    ⁄      , but the fractional absorption due to the resonance 

absorption mechanism has been shown to be significant even for plasmas with spatial 

dimensions on the order of    ⁄      [29].  In the steeper regime of    ⁄     , a new 

mechanism for absorption begins to dominate.  An electron near the plasma-vacuum boundary, 

interacting with the p-polarized component of the incident electromagnetic wave, can be pulled 

out of the plasma at a distance greater than the Debye length, and, during the next half cycle, 

accelerated back into the plasma.  This mechanism was first proposed by Brunel in 1987 [33], 

and is known as either Brunel heating or vacuum heating.  Although the laser is only able to 

penetrate up to the skin depth,       ⁄ , of these overdense plasmas, the distance that electrons 
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are driven back into the plasma can far exceed this depth, so that they are able to interact 

collisionally with a much denser region of the plasma.  This results in a direct heating of the 

plasma.  The driving field of these electrons is 

          ,      (1.46) 

which results in an electron velocity of          .  Brunel determined the fractional absorption 

of this mechanism to be [33]  

       (
 

   
) (

 

        
)

  
 

  
 ,     (1.47) 

where                  ⁄  .  Eq. 1.47 must be modified appropriately at higher intensities 

to account for relativistic velocities of the electrons and imperfect reflectivity, reducing the 

driving field [22].  For very steep density gradients (   ⁄      ), vacuum heating is efficient at 

intensities as low as 10
13

-10
14

 W/cm
2
 [34, 35, 36].  For the more modest density gradients, 

(   ⁄     ), typically encountered under the conditions in this thesis, vacuum heating was found 

to be most efficient in the range of 10
15

-10
16

 W/cm
2
, with a fractional absorption maximum of 

~60% [34].  Interestingly, although Eq. 1.47 predicts that this mechanism should be maximized 

at grazing angles of incidence, numerical simulations show that an angle of incidence of 45° is 

preferred by this mechanism [34, 37].  The reason for this is that Brunel’s model neglected the 

DC current set up along the surface of the target, which generates a magnetic field that would 

deflect returning electrons away from the plasma. 

 The final absorption mechanism relevant to our intensity regime is known as the 

anomalous skin effect (ASE).  The normal skin effect is simply the process of collisional 

absorption which occurs within the skin depth,   .  When the electron mean free path,      
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      ⁄ , exceeds the skin depth, electrons heated by the laser can penetrate beyond   , effectively 

increasing the skin depth.  To calculate the enhanced absorption due to this mechanism one must 

first determine the effective collision frequency, modified for this enlarged skin layer [22].  

Using the formalism of Weibel [38], who first developed the theory of ASE in plasmas, the 

effective collision frequency is given by  

          ⁄ ,         (1.48) 

where    is the modified skin layer approximated as 

   (
     

    
 )

  ⁄

.         (1.49) 

This process dominates over the normal skin effect at intensities greater than 10
17

 W/cm
2
, but it 

has been shown to account for ~10% absorption at intensities slightly less than this value [39].  

Assuming a Maxwellian electron distribution and lower intensity regime (        ), the 

fractional absorption can be estimated as [40] 

          (
  

  
)
  ⁄

(
   

 
)
  ⁄

.    (1.50) 

 This value is sensitive to the angle of incidence, laser polarization, and anisotropy of the 

electron velocity distribution, favoring grazing incidence, p-polarized light, and a highly 

anisotropic velocity distribution [39]. 

1.8  Thermal Processes 

After the laser pulse has completed its interaction with the target, a hot, dense plasma is 

established, with a highly non-equilibrium temperature distribution.  Femtosecond lasers make 
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creation of this state possible, without further interaction with the laser.  The first process to 

occur in this state is thermalization of the electrons.  This is accomplished by electron-electron 

scattering, until an equilibrium electron temperature is reached within the plasma.  This 

equilibrium is reached fairly quickly, on the order of tens to a few hundreds of femtoseconds 

[41].  After the electrons have reached a common equilibrium temperature, energy transport is 

dominated by electron-ion relaxation via phonon generation.  A phonon is simply a collective 

excitation of the lattice vibrational modes.  Through the electron-phonon scattering process, the 

energy of the electrons is transferred to the lattice ions.  This process is typically described by the 

“Two-Temperature Model”, in which the temperature of the electrons,   , and the lattice ions,   , 

are treated separately in a set of coupled differential equations, taking the form 

      
   

  
                        ,    (1.51) 

  
   

  
             ,     (1.52) 

where              , is the laser heating term, with an absorption fraction  , the absorption 

coefficient is  , and   is in the direction of the target normal.     and    are volumetric heat 

capacities of the electrons and ions,    is the thermal conductivity of the electrons, and       is 

the electron phonon coupling constant.  Although electron-electron and electron-phonon 

scattering occur concurrently, the emitted phonons carry little energy, and therefore the electron-

ion relaxation process requires many scattering processes, usually taking several picoseconds 

before the lattice and electrons reach equilibrium [41].  For example the relaxation time for the 

electrons in Al is,                  ⁄ , and for the ions it is           ⁄       [42]. 

Although, at this point, the electrons and the lattice are in equilibrium, there are more free 

ions and electrons than allowed by the conditions of thermal equilibrium.  These excess particles 
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are removed either by recombination of electrons and ions, or by diffusion into the rest of the 

material.  When an electron and ion recombine, they can do so radiatively, in which the excess 

energy of the electron is given up to create a photon, or they can go through non-radiative 

processes such as Auger recombination, where the excess electron energy is used to promote a 

bound electron into a higher state.  Contrastingly, diffusion of ions and electrons away from the 

excited region also occurs, but this does not actually reduce their number, and instead just 

redistributes them driven by the propensity to restore an equilibrium distribution.   

The quick and extreme heating of the target causes rapid vaporization and expansion, 

resulting in ablation of the target, beginning on the order of tens of picoseconds and lasting for 

tens of nanoseconds [43, 44].  The temperature of the lattice ions, is estimated by [45] 

   
   

  
         ,                 (1.53) 

where        , is the absorbed fluence.  Significant evaporation of the target begins when 

       , where   is the density and   is the specific heat of evaporation per unit mass.  Using 

Eq. 1.53, the ablation depth per pulse follows a logarithmic dependence given by [45] 

               ⁄  ,             (1.54) 

where        ⁄ .  The material removed in this process constitutes the ablation plume, full of 

excited atoms that can decay radiatively, emitting light from electronic transitions characteristic 

of the atomic species.  This light forms the basis for plasma spectroscopy.
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2. Mechanism for Continuum Polarization in Laser-Induced Breakdown Spectroscopy 

of Si(111) 

2.1 Introduction   

 Laser-induced breakdown spectroscopy (LIBS) is a powerful analytical technique that 

uses an intense laser pulse as a means of simultaneously ablating, atomizing, and exciting a 

sample material.  Since only the small area that the focused laser ablates is affected, the 

technique is considered minimally destructive.  Moreover, this ability permits the study of 

different regions of the same sample, enabling spatial resolution of chemical analysis.   LIBS 

also requires very little to no sample preparation since it is a completely optical technique.  The 

flexibility of LIBS makes it suitable for many applications such as hazardous material 

identification, biomedical, space exploration, and use in other environments where on-site human 

control may not be possible [46, 47, 48].   

The LIBS technique begins with the ablation of the sample material.  The ablation 

process results in a plasma plume emerging from the irradiated zone containing excited atomic 

and ionic species.  At very early times the plasma emits a continuum of radiation that is usually 

attributed to two processes.  The first is electron-ion recombination, in which free electrons are 

captured into a vacant orbital of an ion.  A photon is then emitted having an energy that is the 

sum of the initial electronic kinetic energy and the binding energy of the bound state.    The 

second process is known as bremsstrahlung and is due to the interaction of electrons and atomic 

nuclei causing a deceleration of the charged particle.  The total energy of the system is conserved 

by emitting a photon of energy equal to the loss of kinetic energy of the decelerated charged 

particle.   Also, electronically excited neutral and ionic species de-excite by emitting discrete 

radiation, characteristic of the material.  These processes result in LIB spectra, which generally 

consist of sharp peaks riding on a continuous background [7, 49].  The continuum emission is 
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not spectroscopically useful for determining chemical composition and is usually suppressed by 

using a time-gated detector, effectively waiting for the short-lived continuum emission to 

diminish, allowing a larger signal/background ratio for detection of the discrete signal. 

 A novel technique for reducing the continuum background signal was introduced several 

years ago by Liu et al. [50]  They found that ablation of Si(111) by 45 fs, 800 nm, pulses 

generated by a Ti:Sapphire laser system produced a plasma with a continuum background that 

was strongly polarized, while the discrete emission was at most weakly polarized.  The 

polarization of the continuum emission was found to be strongest at their shortest detectable 

wavelengths, increasing to over 90% below 350 nm.  They explained the polarization as a result 

of an anisotropic velocity distribution of the recombining electrons in the plasma.  Their idea was 

to use a polarizer to block the polarized continuum emission, which would not affect the 

unpolarized discrete signal.  Further studies generalized the phenomenon, indicating that 

polarized continuum emission occurred for metals [51, 52] and dielectrics [52].  Later, it was 

found that the polarized continuum could be generated by nanosecond (Nd:YAG laser, 532 nm) 

pulses as well [53, 54].  Asgill et al. [55] found contradicting results using 10 ns, 1.064 μm, 

pulses at a fluence of 1,020 J/cm
2
.  In their studies they ablated a Cu sample and found only a 

small amount of polarization (<5%) of the plasma emission.  Their explanation of the mechanism 

of the polarized emission was preferential reflection of s-polarized light in accordance with the 

Fresnel equations.  Penczak et al. [56] attempted to reconcile the differences in the experiments 

by examining the fluence dependence of the polarization with an Al sample.  They found in the 

fluence range of ~5-500 J/cm
2
 that the magnitude of the polarization decreased monotonically 

with fluence and claimed that the results from all the experiments could be correct because the 

phenomenon was dependent on the fluence used. 
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 While the results seemed consistent, the explanation of the mechanism for continuum 

polarization was not.  The experiments at lower fluences showed considerably larger 

polarizations that cannot be explained by the Fresnel reflection effect proposed by Asgill.  

Furthermore, experiments performed by the Gordon group [50, 51, 52, 53, 56] found that the 

polarization vector of the continuum emission followed that of a dipole emission in which p- or 

s-polarized incident light would result in p- or s-polarized continuum, respectively, while 

intermediate polarizations would follow a simple projection onto the observation plane.  They 

also found that the light was confined to a cone around the direction of specular reflection (i.e. 

equal incidence and reflection angles), but their observation of increasing polarization at shorter 

wavelengths seemed to rule out a simple reflection or scattering mechanism.  Instead they 

proposed multiple explanations involving either some sort of alignment within the plasma or a 

frequency up-conversion of the incident laser.  Although Majd et al. [54] found similar 

polarization values, they asserted that the polarization was only s-polarized, irrespective of the 

incident laser polarization.  They also proposed that this effect was caused by some kind of 

alignment occurring within the plasma. 

 The purpose of our latest study is to determine the mechanism for the polarization of the 

continuum light.  We believe that if the plasma alignment or frequency up-conversion 

mechanisms are correct, then their effect must be very short-lived, presumably on a time scale 

comparable to the duration of the laser pulse.  This hypothesis was tested using an ultrafast 

streak camera to quantify the time-dependence of the polarized emission.  If the Fresnel 

mechanism is correct, we should see a polarized emission reflecting the predictions of the 

Fresnel equations. 
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2.2 Experimental Methods 

Three sets of experiments were performed, each with its own apparatus.  In all the 

experiments, Si(111) wafers were ablated in air with single laser shots, and the emitted light was 

collected and analyzed with a spectrograph. The first set of experiments was performed at the 

University of Illinois at Chicago (UIC), using the apparatus depicted in Figure 1.  Laser pulses of 

~65 fs duration were generated by a Ti:Sapphire laser (Spectra Physics Tsunami oscillator and 

Spitfire amplifier).  The output of the regenerative amplifier had a peak intensity at 805 nm and a 

bandwidth of 24 nm (full width at half maximum), falling to 1% at 770 and 830 nm.  A half-

wave plate and polarizer were used to reduce the pulse energy, E, to within the range of 10 - 100 

J, with a shot-to-shot variation of less than 3%.  The polarization state of the laser was varied 

using a second half-wave plate.  The laser beam was focused onto the sample with a microscope 

objective (10x, NA=0.25). The radius of the focused beam, 0 , was measured with a scanning 

knife edge and was found to have a value of 2.08.1  μm.  This quantity is the Gaussian radius 

of the electric field, corresponding to an irradiance of 

                                                                
      

 ⁄ ,                   (2.1) 

and a peak fluence of 

                          
 ,          (2.2) 

where in  is the angle of incidence. A polished Si(111) wafer was mounted on an automated sub-

µm precision xyz translation stage.  The stage advanced 100 μm between laser shots to expose a 

fresh surface for each pulse, with an average of 20 shots taken for each data point.  The angles of 

incidence and detection  det  were manually adjusted by moving the translation stage and laser 

beam optics.  A notch filter (Chroma Technology, E690SPUV6) was used to block scattered 
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laser light.  The filter transmitted >85% of the emitted light between 390 nm and 595 nm and 

rejected the laser light with transmittances of 1x10
-6

, 2.3x10
-6

, and 2.3x10
-5 

at 770, 800, and 830 

nm, respectively.  

 

 

 

 

 

 

Figure 1 Schematic drawing of the apparatus used at UIC, including half wave plates (/2), 

polarizers (P1 and P2), lenses (L1, L2, and L3), and interference filter (F). 
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The ablating pulse generated a plume, consisting of electrons, ground state and 

electronically excited atoms and ions, molecules, and particulates. Light emission from this 

plume was focused onto the 600 μm entrance slit of a spectrograph (Spectrapro 2300i, Princeton 

Instruments), in which the spectrum was dispersed by a 300 lines/mm grating blazed at 500 nm, 

and was recorded with a non-gated, thermoelectrically cooled CCD (PIXIS 400, Princeton 

Instruments) camera.  A Glan-Thompson polarizer (Red Optronics, GMP-6015), mounted on a 

motorized rotation stage, was inserted in front of the entrance slit of the spectrograph to measure 

the polarization of the plasma emission.  

The second set of experiments was performed at the Center for Nanoscale Materials at 

Argonne National Laboratory (ANL).  The primary difference between the apparatus at ANL and 

UIC is that the ANL setup used an ultrafast streak camera (Hamamatsu C5680) mounted on a 

spectrograph (Acton SP2150) to measure the emitted light as a function of time, with a resolution 

of 1.5% of the temporal gate (e.g. 750 ps for a time window of 50 ns, and a maximum resolution 

of 3 ps for a 140 ps window) and a slit width of 60 μm.  As before, a Ti:Sapphire laser (Spectra-

Physics MaiTai oscillator and Spitfire Pro amplifier, 35 fs pulse width) was used to ablate the 

sample.  The laser was triggered at a rate of 18 Hz, while the sample was translated continuously 

at a speed great enough to ensure that the irradiated spots were separated by a minimum of 100 

μm.  The pulse energy was set between 50 and 100 μJ by means of a variable neutral density 

filter.  The same notch filter and sample controller were used as in the UIC setup. 

The third set of experiments, performed at UIC, used the second harmonic of a Nd:YAG 

laser (Continuum Surelite, 532 nm, 4 ns pulse width) to ablate the sample.  A variable neutral 

density filter was placed before the focusing optics to set the pulse energy of the beam between 9 

μJ and 4 mJ.   The laser was focused onto the sample by a 100 mm focal length convex lens.  
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The focused laser beam had a radius of  6.220 1.4 μm, which was measured with a scanning 

knife edge.  An interference filter (Thorlabs, FES0500) was mounted directly in front of the 

entrance slit to block scattered laser light.  This filter has a transmission range of 380 to 500 nm 

and a transmittance of 1.3x10
-5 

at 532 nm.  The sample controller and spectrograph were the 

same as in the first apparatus, except that the slit width of the spectrograph was decreased to 200 

μm. 

Special precautions were taken to ensure that the signal was not contaminated by artifacts 

such as scattered laser light or polarization contributed by the detection optics.  The polarization 

preference of the spectrometer grating was calibrated using an unpolarized white light source, 

such that we could account for any effects caused by differences in diffraction efficiencies of s- 

and p-polarization.  As an additional precaution, an experiment was performed using a 2 m long, 

single-mode fiber (Ocean Optics, QP600-2-UV-VIS) placed in the optical path between the 

polarizer and spectrometer to act as a depolarizer.  The degree of linear polarization of the laser 

source was 99.8%.  We found that our particular fiber optics geometry resulted in the 

depolarization of the laser source by ~93%.  The polarization of the emitted light was then 

measured with the fiber placed between the polarizer and spectrograph. We obtained nearly 

identical results as those using the grating calibration without the fiber, thereby ruling out the 

possibility that the monochromator/detector affected the polarization measurements.   We also 

carefully checked the polarization properties of the optics (lenses and filter) in the detection path 

to confirm that they did not have any polarization preference.  The entrance slit of the 

spectrometer was widened to 600 m so that any misalignment of the polarizer would not result 

in part of the signal being lost on the edge of the slit.  We also verified the results using a 



40 
 

 

photomultiplier tube (Hammamatsu R212), utilizing interference filters for different wavelength 

selections in the same range as the CCD measurements.     

2.3 Results 

 Figures 2 and 3 show typical LIB spectra of Si recorded at UIC using a Ti:Sapphire or 

Nd:YAG laser, respectively.  In both figures either an s-polarized (upper panel) or p-polarized 

(lower panel) incident laser was used.  The two spectra in each panel represent the signal 

acquired with the use of a polarizer set to transmit only s-polarized light (upper trace) or p-

polarized light (lower trace).  It is evident from these spectra that s-polarized light is 

preferentially emitted from the plasma regardless of the 5 orders of magnitude difference in pulse 

duration.  The identification of the most prominent peaks determined from the NIST atomic 

spectra database [57] is provided in Table I.  

 Features ‘a’, ‘b’, and ‘d’ are easily discernible in both spectra and are unequivocally 

assigned.  Interestingly, the relative peak heights are very different for the two different laser 

systems.  In the case of fs ablation, peak ‘b’ is nearly twice as intense as ‘a’, while in the ns 

spectra they are nearly equal.  Also, peak ‘d’ is the dominant feature in the ns ablation spectra, 

while it is not nearly as prominent in the fs spectra.  These differences can be qualitatively 

explained by the vast difference in pulse duration, which alters the energy absorption and 

excitation mechanisms within the ablation plume.  Peaks ‘f’ and ‘g’ found only in the fs spectra 

are also known transitions that do not appear in the ns spectra simply because the filter used to 

block the fundamental light also blocks these wavelengths. 
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Figure 2 Laser-induced breakdown spectra obtained with an (a) s-polarized and (b) p-

polarized fs laser at a fluence of 505.4 J/cm
2
 and an angle of incidence of 30°.  

The upper (red) and lower (black) curves correspond to spectra taken with the 

polarizer set to admit s-polarized or p-polarized light, respectively.  The peaks 

were assigned to neutral and ionic transitions (given in Table I), using the NIST 

atomic line database. 
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Figure 3 Laser-induced breakdown spectra obtained with an (a) s-polarized and (b) p- 

polarized ns laser at a fluence of 27.0 J/cm
2
 and an angle of incidence of 30°.  The 

upper (red) and lower (black) curves correspond to spectra taken with the 

polarizer set to admit s-polarized or p-polarized light, respectively.  The peaks 

were assigned to neutral and ionic transitions (given in Table I), using the NIST 

atomic line database. 

 

 

 

TABLE I ELECTRONIC TRANSITIONS OF SILICON 

Label λ(nm) Assignment Label λ(nm) Assignment 

a 385.6 Si I 3s3p
2
-3s4p e 462.1 Si II 3s

2
4d-3s

2
7f 

b 390.6 Si I 3s
2
3p

2
-3s

2
3p4s f 500.6 Si I 3s

2
3p4s-3s

2
3p6p 

c 400 Second Harmonic of 

Ti:Sapphire laser 

g 505.6 Si II 3s
2
4p-3s

2
4d 

d 413.1 Si II 3s
2
3d-3s

2
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Feature ‘c’, located near a wavelength of 400 nm, is not so easily assignable.  More 

extensive studies designed to identify this peak revealed that for fs ablation it is the second 

harmonic of the fundamental laser frequency.  The experimental findings will be discussed in 

Chapter 3.  The ns spectra show a shoulder which we have also assigned as ‘c’ but cannot be 

explained by second harmonic generation.  The most likely explanation is that it is due to the 

several weak Si
+
 lines that coincidentally lie in this region. 

Peaks ‘e’, seen only in the fs spectra, and ‘h’, seen only in the ns spectra, are also more 

difficult to identify.  Although peak ‘e’ does have an assigned transition according to the NIST 

database, it is not immediately clear as to why it is absent in the ns spectrum.  This emission is 

due to a transition of a highly excited Si
+
 state, lying at 122,655 cm

-1
.  In order to populate this 

state, ten 800 nm photons or seven 532 nm photons are required.  The fs laser has an irradiance 6 

orders of magnitude higher than the ns laser, providing a much higher photon density and 

significantly increasing the probability of exciting this state.  The assignment of peak ‘h’ is even 

more elusive.  The NIST database does have a transition in that region with a large Einstein 

coefficient, but the energy of the upper level (175,336 cm
-1

) is even higher than the one 

responsible for the transition for peak ‘e’.  Using the previous argument, it is unlikely that this 

feature would be excited with the ns laser and not with the fs laser.  A recent study performed by 

Ojha, Bajpai, and Gopal [58] found several new electronic states of the silicon dimer which were 

populated by 532 nm ablation of Si.  In their findings, the most intense peak recorded matches 

our peak at 455 nm.  Although we do not have a definite explanation as to why this occurs only 

with the ns excitation, it is known that the clustering process within the ablation plume are highly 

sensitive to the temporal properties of the pulse [59, 60].   
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The polarization of the plasma emission was carefully investigated by using a polarizer 

placed in front of the spectrometer.  Spectra were recorded with the polarizer rotated in 20° 

intervals.  The intensities at each wavelength were fitted to the Malus function, 

                   (2.3) 

where α is the polarizer angle, αo is the angle of the polarization vector in the detection frame, 

and A and B are fitting parameters corresponding to the unpolarized and polarized signal, 

respectively.  A typical result of this fitting is shown in Figure 4.  It was found that a value of αo 

= 44° corresponds to s-polarization, using the laser to calibrate the polarizer.  The polarization, P, 

is calculated as 

                                         (2.4) 

where      and      are the maximum and minimum signal intensities.  Using the fitted value of 

the Malus function, P is given by         .  With this analysis, the resulting values of P and 

αo are plotted in Figures 5 and 6 for fs and ns excitation, respectively.     
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Figure 4 A typical plot of the emission intensity as a function of polarizer angle, using the 

UIC apparatus.  The signal was recorded at 460 nm, using an s-polarized laser 

with a fluence of 503.6 J/cm
2
, an angle of incidence of 30°, and with the detector 

positioned perpendicular to the incident beam.  The curve is a least squares fit of 

the Malus function. 
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Figure 5 Polarization (panel (a)) and polarization angle (panel (b)) spectra showing the 

magnitude and angle of the polarization measured at each wavelength under the 

same conditions as in Figure 2 for fs excitation.  The labels a-d in panel (a) mark 

the postion of the peaks assigned in Figure 2.  The horizontal line in panel (b) 

corresponds to s-polarized emission. 
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Figure 6   Polarization (panel (a)) and polarization angle (panel (b)) spectra recorded under 

the same conditions as Figure 3 for ns excitation.  The labels a-d, h in panel (a) 

mark the positions of the peaks assigned in Figure 3.  The horizontal line in panel 

(b) corresponds to s-polarized emission. 
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For fs excitation the spectra show that the continuum emission is polarized between 12 

and 20%, increasing with wavelength.  The small difference between s and p-polarized excitation 

is not statistically significant and varied in repeated experiments with an uncertainty of ±1.5%.  

There are also structural features superposed on the background corresponding to the most 

intense transitions seen in the normal LIB spectra.  The slight change in the polarization of these 

lines shows that some other mechanism is responsible for the discrete transitions.  The strong 

feature at ‘c’ gives further evidence to our assignment of this peak as being due to the second 

harmonic.  Second harmonic generation is found to be strongly polarized, and in our experiments 

this polarization preserves that of the incident laser.  For s-polarized excitation the second 

harmonic adds to the s-polarized background while the opposite is true for the second harmonic 

generated by a p-polarized laser, resulting in the peak or dip features in the polarization spectra.  

Figure 5b shows the polarization angle spectrum calculated from the fitting to the Malus 

function.  It is seen that αo lies within a few degrees of the s-plane, gradually decreasing with 

increasing wavelength.  Some of the spectral structure is also evident, especially at the position 

of the second harmonic signal. 

For ns excitation the same general trend in polarization is seen.  The polarization of the 

continuum emission varies from 12 to15%, slightly increasing with wavelength.  The 

polarization angle is also found to lie within a few degrees of the s-plane.  The labeled features 

within the spectra again correspond to the peaks in the LIB spectra.  The larger variation in the 

polarization and polarization angle spectra at these features is attributed to the larger discrete 

signal compared to the background continuum emission.  As opposed to fs excitation, peak ‘c’ is 

found to contribute very little to the polarization spectra, further confirming that in the case of ns 

excitation this peak is merely a weak discreet Si transition.  Closer examination reveals 
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asymmetric profiles in both the P and αo spectra, with the inflection point centered at the 

maximum intesity of the transition.  A hint of this asymmetry is also evident in the fs spectra, but 

the poorer signal-to-noise ratio makes it difficult to discern.  The explanation for this asymmetry 

is still unclear. 

 Figure 7 displays time-resolved measurements of the emission intensity, polarization, and 

polarization angle obtained with a streak camera at ANL.  These data are a representative portion 

of the continuum signal, centered at 480 nm.  In Figure 7a the continuum emission intensity rises 

sharply to a maximum within 2.9 ns falling to 1/e of that value approximately 1.0 ns later.  The 

middle panel shows the polarization remaining fairly constant (5-10%) for the first 8 ns and then 

slowly rising to a maximum value (15-25%) at 45 ns.  The polarization angle, shown in Figure 

7c, is shown to vary within ±5° of the s-plane throughout the entire range of the experiment.  The 

variation in the polarization angle is only a measure of the noise in the measurement and does 

not represent any actual temporal trend. 
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Figure 7 Time-resolved polarization data taken with the ANL fs laser at a fluence of 1700 

J/cm
2
 and an angle of incidence of 30°.  The data are for a wavelength of 480 nm.  

The panels show (a) the signal intensity, (b) the magnitude of the polarization, 

and (c) the polarization angle.   The inset in (b) is a higher resolution scan of the 

polarization for the first 2 ns of the emission.  The horizontal line in panel (c) 

corresponds to s-polarized emission. 
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Using the ns laser at UIC, the dependence of the polarization on laser fluence was tested.    

It was found that at low fluences in the range of ~1-30 J/cm
2
 the polarization remained fairly 

constant, but that at higher fluences the polarization dropped monotonically.  Figure 8 shows a 

representative sample of the amount of polarization recorded at a wavelength of 460 nm.  Here 

the polarization remains near 15% in the low fluence range and drops to ~5-7% at the highest 

fluence of 432 J/cm
2
.  This result agrees well with the amount of polarization found in previous 

studies at similar fluence and wavelength ranges performed by Majd et al. and Asgill et al. [54, 

55]. 

 

 

 

 

 

 

 

 

 

Figure 8 Fluence dependence of the polarization using either an s- (black squares) or p-

polarized (red circles) ns laser.  The data were recorded at an angle of incidence 

of 30°, with the detector positioned perpendicular to the incident laser beam.  The 

error bars are a single standard deviation of the polarization measurement. 
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2.4  Dicussion 

There are a number of mechanisms that may lead to polarized emission from a plasma.  

One of the more likely, albeit trivial, mechanisms would be scattering of the fundamental beam.  

While the notch filter most likely is enough to block all scattered laser light, there are two 

additional reasons why this is unlikely to be the explanation.  Polarized light due to laser scatter 

would only be evident on the timescale of the incident pulse, whereas the time-resolved 

measurements performed at ANL show that the polarization is long-lived (>45 ns), and actually 

increases with time.  Also, the polarization state of the light would be expected to follow that of 

the laser, while instead it was found that the polarized component of the emission is always in 

the s-polarized direction.  Another possibility is frequency up-conversion of the fundamental 

beam, conceivably due to self-phase modulation, but this mechanism can also be ruled out by the 

previous time dependence and polarization state arguments.  The third mechanism is based on 

the anisotropic velocity distribution of electrons in the plasma.  When these electrons recombine 

with ions, their directed motion can result in polarized emission [61].  Our finding that the 

polarization lasts for so long and, more importantly, increases with time makes it difficult to 

invoke this plasma alignment mechanism.  It is unlikely that this alignment could be sustained 

for the observed duration without some external means.   

This leaves the mechanism due to selective reflection of the plasma emission from the 

sample surface.  Time-resolved microscopy experiments have revealed the formation of a highly 

reflective liquid phase that persists for nanoseconds [62].  Other experiments utilizing a pump-

probe technique yielded time-resolved measurements of the reflectance of semiconductors in the 

melting and ablative regime [63, 64, 65, 66, 67].  The development of a highly reflective surface 

would result in the preferential reflection of s-polarized light in accordance with the Fresnel 
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formulae.  In our model, we assume that the recorded signal is a combination of the light emitted 

directly from the plasma as well as the light that first strikes the sample surface and is reflected 

towards the detector.  The geometrical considerations are displayed in Figure 9. 

 

 

 

 

 

 

Figure 9 Schematic drawing of the light emitted from the plasma plume and detected at an 

angle θdet.  Rays R1 and R2 represent light emitted directly from the plasma 

without reflection and light emitted from the plasma and subsequently reflected 

by the liquid Si surface layer, respectively.  Electric field orientation vectors are 

shown for rays R1 and R2 to illustrate either unpolarized (R1) or s-polarized (R2) 

character of the respective rays, the latter caused by the Fresnel effect upon 

reflection.  The positions of lenses L1 and L2 correspond to the same optical 

setup illustrated in Figure. 1. 
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 Using Maxwell’s equations, one can determine the composition of a reflected and 

transmitted wave with respect to the incident wave.  The boundary conditions derived from these 

equations dictate that the normal and parallel components of these waves must be continuous 

across the boundary.  With these considerations and introducing the complex index of refraction, 

       , where    is the real refractive index and κ the extinction index, the Fresnel 

equations give the coefficients of reflection for s- and p-polarized light, 

   
             

             
           (2.5) 

and 

   
             

             
,                     (2.6) 

where   and   are the angles of incidence and refraction, respectively, of the plasma emission 

[68].  The subscripts 1 and 2 apply to the medium of the incident wave and the 

absorbing/reflecting surface, respectively.  The reflectance coefficients, Rs and Rp, are equal to 

the square of the magnitude of    or   . 

As is well known, for a transparent material the Fresnel equations predict that the 

reflectance of p-polarized light actually reaches zero at a certain angle     , called the 

Brewster angle.  By setting the numerator of Eq. 2.6 to zero and applying Snell’s law it is 

possible to show that       
  

  
.  For absorbing materials such as metals and semiconductors, 

the extinction index, κ, can no longer be assumed to be zero, and instead Rp reaches a minimum 

at this angle.  Since the difference between Rs and Rp is not a constant, the amount of polarization 

of the reflected wave should change with the angle of incidence.  Equations 2.5 and 2.6, along 
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with Snell’s law, indicate that the reflected wave will always have a dominating s-polarized 

component.    

 Assuming the initial plasma emission is unpolarized, we can substitute the reflectance Rs 

and Rp into Eq. 2.4 as the maximum and minimum intensity signals, respectively, yielding a 

reflected wave with polarization 

  
     

     
.        (2.7) 

 As indicated in Figure 9, the signal measured by the detector is a combination of the light 

reflected from the sample surface as well as the light that reaches the detector directly from the 

plasma.  Therefore, the total signal can be broken up into the two components    and   , arising 

from reflected and direct paths, respectively, where        .  If we assume that the fraction 

   is unpolarized and remains constant with incident angle, the maximum signal is just    

      and the minimum signal is         .  Plugging this into Eq. 2.4 yields the observed 

polarization 

   
         

             
.                          (2.8) 

Here we assume that the coherent interference of the direct and reflected rays averages to zero 

such that their intensities can be simply added together.  This assumption is justified because of 

spatial averaging of the emission originating from adjacent regions of the plume.  

Since we assume that the plasma plume always expands normal to the surface, it is not 

possible to control the angle of incidence directly.  Instead, with the knowledge that the light is 

specularly reflected, we may choose to observe light at different incidence angles by changing 
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the angle of detection,     .  Using the ns apparatus, we measured the polarization while varying 

     from 0 to 90° with respect to the sample normal.  Figure 10 shows the results as well as the 

calculated values of Rs, Rp, P, and   .  Here we assumed that direct and reflected light reached 

the detector in equal proportions, (i.e.          ).  The values of Rs and Rp were calculated 

using the complex index of refraction of liquid Si at 488 nm (n = 2.89 + 4.98i) [69].  While the 

quantitative agreement between the measured and calculated polarization values is most likely 

fortuitous, due to the arbitrary choice of    and   , and the assumption that    does not vary with 

time, the agreement of the trend is nevertheless obvious.  A minimum in the polarization is 

observed at     = 0°, where Rs and Rp are equal, whereas a maximum is found near the Brewster 

angle of ~80°, where the reflectance of p-polarized light drops to less than half of that of s-

polarized light.  The complex refractive index of liquid Si varies with the wavelength of the light.  

This dependence is shown in Figure 11 as well as the measured polarization spectrum recorded 

at the Brewster angle using the ns apparatus.  The calculated and measured polarization both 

show a gradual increase as the wavelength of the light is increased.  
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Figure   10 Polarization of the 488 nm emission as a function of detection angle measured 

with the ns apparatus, using either an s- (black symbols) or p-polarized (red 

symbols) laser.  Data are recorded at a fluence of 21.6 J/cm
2
 and an angle of 

incidence of 40°.  The detection angle is measured with respect to the surface 

normal.  Vertical error bars are a single standard deviation of the polarization 

measurement, and the horizontal error bars are an estimate of the experimental 

uncertainty in the measurement.  The curves are calculated using the complex 

index of refraction from reference [69] and Equations 2.5-2.8.  

 

 

 

 

 

 

 

 

0 30 60 90

0

20

40

60

80

100

P'

P

Rp

 

 

P
e
rc

e
n
ta

g
e

Detection Angle (degrees)

Rs



58 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 11 Polarization spectrum measured with ns apparatus with the same conditions as 

Figure 3 but with      = 80°.  The smooth curve is the calculated value of    
using an equal fraction of reflected and directly detected light. 

 

 

 

The Fresnel formulae show how the angle of incidence and the complex index of 

refraction dictate the characteristics of the reflection of light at an interface.  Specifically, the 

theory shows that s-polarized light has a higher reflectance than p-polarized light.  Also, since 

the reflectance is dependent on the angle of incidence, the ratio between the reflected s- and p-

polarized components will vary as the angle of incidence is changed.  Furthermore, since the 

complex index of refraction is dependent on the wavelength of light, this ratio will vary also with 

wavelength.  The strong agreement of the data and the Fresnel predictions for the polarization of 

380 400 420 440 460 480

0.100

0.125

0.150

0.175

0.200

0.225

 

 

P
o
la

ri
z
a
ti
o

n

Wavelength (nm)



59 
 

 

the continuum as well as its dependence on the angle of incidence and the index of refraction 

strongly support the Fresnel mechanism. 

The results for ns and fs excitation are consistent as there is no explicit dependence on 

laser wavelength dictated by the Fresnel equations other than time dependent considerations of 

the complex refractive index of the liquid phase.  While the exact mechanism for the drop in 

polarization with increasing fluence is uncertain, it is possible that the fraction of reflected light 

reaching the detector is decreased at higher fluence.  This could be a result of the formation of a 

denser plasma which then blocks the surface-reflected light more efficiently.  Another possibility 

could be that the more intense incident beam could disrupt the liquid layer, causing the light to 

be scattered non-specularly.  This explanation resolves the discrepancies between the amount of 

polarization measured in the high fluence regime by Asgill et al. [55] and that measured in our 

lower fluence regime. 

The structure in our polarization spectra at discrete transitions is very similar to that 

observed by Majd et al [54].  It is possible that the light from these electronic transitions is 

created at a different place in the plasma and that the ratio between the reflected and directly 

detected light is affected.  It is also very likely that the evolution of the plasma and the liquid 

surface layer results in different conditions when each of these processes occurs.  It is well 

known that the continuum emission is short-lived, on the order of tens of nanoseconds, whereas 

the discrete electronic emission lasts for a much longer time.  On these timescales the reflectivity 

of the surface as well as the density of the plasma will change dramatically.  While this explains 

a difference in the polarization compared to that of the continuum emission, it does not explain 

the asymmetry in the polarization and polarization angle profiles.  This phenomenon and the 

evolution of the polarized emission in time are still ripe for experimental investigation.  An 
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explanation of these processes may give a much better understanding of what is occurring in the 

plasma and in the target during laser-induced breakdown conditions. 
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  3. Investigation of Second Harmonic Generation in Laser Produced Plasmas Using 

Dual Femtosecond Pulses 

3.1  Introduction 

Harmonic generation (HG) from laser-induced plasmas has been studied for over thirty 

years.  Some of the first measurements were made by Burnett et al. [70] and Carman et al. [71, 

72] with nanosecond CO2 lasers.  With the development of ultrashort lasers and the Chirped 

Pulse Amplification (CPA) technique, a new realm of plasma formation is available, in which 

lasers can interact with a plasma before it has time to expand.  The ability to create extremely 

dense plasmas with electron densities approaching solid density (~10
23

 cm
-1

) not only allows 

studies of HG in plasmas with steep electron density gradients but also provides the opportunity 

to probe the effects of different stages of hydrodynamic plasma expansion on HG.  Early 

experiments with femtosecond lasers have shown that the interaction of ultrashort laser pulses 

with an expanding plasma involves an abundance of complex processes on a sub-picosecond 

timescale [73, 74].  Interest in HG in plasmas is driven by the desire to create ultrashort, high-

order harmonics in the UV to X-ray regime [22, 75, 76], attosecond pulses [77, 78], and 

diagnostic tools for studying plasma properties [79, 80, 81, 82]. 

In the non-relativistic intensity regime (I < 10
18

 W/cm
2
) there are two potentially 

significant mechanisms for second harmonic generation (SHG) in plasmas.  Using the continuity 

and force equations, derived in Section 1.6 (Equations 1.20 and 1.21), to describe the plasma 

motion during the interaction with light, we can use successive approximations of the electron 

density and velocity to obtain a dependence of the second order current density responsible for 

second harmonic (SH) emission.  Expanding the electron density and velocity as      
   

 

  
   

   and  ⃑   ⃑     ⃑     , where   
   

and  ⃑    are the ith order approximations, 
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respectively, and using the fact that the current density  ⃑        ⃑, the second order current 

density can be approximated by [83], 

   ⃑     (  
   

 ⃑      
   

 ⃑   ).                      (3.1) 

Substituting  ⃑   back into equations 1.20 and 1.21 and using Maxwell’s equations, one can 

obtain  ⃑   as a function of the electric field, given by 

 ⃑    
   

   
  

   
   

   ( ⃑⃑   ⃑⃑)  
   

  
   

 (
   

   
  ⃑⃑

   
  

 

  
 

)  ⃑⃑,            (3.2) 

where
   

    
is the unperturbed electron density, and    

   
 is the longitudinal electron density 

gradient [84].  The second order current density,  ⃑  , now acts as source for second harmonic 

generation in the plasma.  The first term of Eq. 3.2 originates from the gradient of the intensity of 

the electric field.  The second term describes the component of the SH current parallel to the 

local electric field and is proportional to     ⃑⃑.  Since SHG is found to occur predominantly at 

the critical density (ncr) where       , the second term is expected to dominate.  This equation 

represents the resonant absorption (RA) mechanism for SHG, where a transverse electromagnetic 

wave can mix with a longitudinal plasma wave at the critical density, generating the nonlinear 

current  ⃑  .  Additionally, while the main portion of this SH wave is reflected, a portion of it can 

travel up the plasma density profile, exciting longitudinal plasma waves at 4ncr, which can mix to 

create a 3
rd

 harmonic wave.  This process can continue up to the maximum density of the plasma, 

thereby creating higher-order harmonics. 
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 The second mechanism for harmonic generation is effective in a plasma having very 

steep density gradients of      < 0.1, where L is the plasma scale length, and    is the laser 

wavelength.  These plasmas are well-approximated by a simple step profile and are assumed to 

be overdense (     ), such that they act as a mirror reflecting incident light.  The interaction 

of this plasma with light generates a periodic motion of the plasma mirror.  A generalized model 

for this motion, known as the oscillating mirror model, was described by Bulanov et al. [85].  

The model assumes that ions can be treated as a stationary background because they are much 

heavier, and the duration of the light pulse is sufficiently short.  Furthermore, the electrons that 

are pushed and pulled by the electromagnetic force generate a collective motion of the reflecting 

surface constituting an oscillating mirror.  Although the mirror motion is highly complex, for 

simplicity we consider a harmonic motion for the position of the mirror as               [86].  

The reflected electric field is therefore emitted from this harmonically moving surface, and, 

omitting constant phase factors, can be approximated by 

                 ,      (3.3) 

where        
    

 
 is the retarded time at the observation point.  Substituting for     , we find 

         (    
  

 
        ),     (3.4)  

which shows the characteristic anharmonic wave form.  Analysis of this field allows one to 

compute the harmonic spectrum, which can be expressed in terms of Bessel functions, consisting 

of harmonics at multiples of the oscillator driving frequency.  For obliquely incident p-polarized 

light, it can be shown that this electron boundary is driven at ω and 2ω resulting in even and odd 

harmonics.  For s-polarized light, oscillations are driven only in multiples of 2ω generating only 
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odd harmonics [87].  S-polarized light can still generate even harmonics through a mechanism 

unrelated to phase modulation but instead due to the charge distribution set up by the oscillating 

electron boundary in the presence of a static ion background.  In this case an electric dipole sheet 

is formed in which obliquely incident s-polarized light can drive oscillations at 2ω that will 

radiate SH light [87]. 

 While there are a considerable number of experiments exploring laser-induced HG from 

solid targets, many of the results are conflicting.  Some of these inconsistencies are a result of the 

differences in the experimental parameters such as pulse duration and intensity, while others 

remain unexplained.  One of the more extensively studied problems is the effect of a preformed 

plasma on HG efficiency.  This preplasma is generated by either an intrinsic prepulse of the laser 

system or by a controlled pulse, split from the original beam.  A general consensus can be found 

between previous experiments if the results are split into two groups governed by their intensity 

range.  In experiments with intensities less than ~5 x 10
16

 W/cm
2
 there is an optimum delay 

between the prepulse and the main pulse for SHG, usually around 5-10 picoseconds [73, 74, 88, 

89, 90, 91, 92].  It has been determined that on this time scale the plasma can expand to an 

optimum electron density gradient scale length at the critical density for resonance absorption.  

Most of these studies found enhancement of the harmonic emission by a factor of ~2-3 compared 

to a single pulse of equal intensity.   For intensities greater than ~10
17

 W/cm
2
 plasma formation 

before the main pulse is detrimental to HG, commonly resulting in an exponential decrease in 

efficiency with increasing scale length of the plasma [93, 94, 95].  The authors of these studies 

explain that harmonics are created on a steep density gradient that is destroyed by the expansion 

of the plasma.    
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 Many experiments have also investigated the effect of the polarization state of the driving 

laser on HG efficiency.  According to Eq. 3.2, the dominating second term is dependent on 

    ⃑⃑.  Since the gradient of the electron density is normal to the surface, only the p-polarized 

component of the electric vector will contribute to the generation of the second harmonic.  For an 

s-polarized laser, the much less efficient first term of Eq. 3.2 is responsible for SHG.  Transverse 

gradients of the electric field due to finite spot size and intensity inhomogeneities in the focal 

region will give some p-polarized characteristic to s-polarized light, which will give some 

contribution to the overall SHG.  Particle-in-cell (PIC) simulations predict that light polarized in 

the plane of incidence (p-polarized) should be ~1-2 orders of magnitude more effective in 

producing harmonics than light polarized perpendicular to the plane of incidence (s-polarized) 

[86].  The results of experiments on the dependence of HG on laser polarization have shown 

extreme differences, some yielding multiple orders of magnitude higher production for p-

polarized lasers [92, 96], while others have shown little or no difference at all [97].  The majority 

of the literature does show, however, that p-polarized light is generally ~4-25 times more 

effective than s-polarized light at moderate intensities (10
15

-10
16

 W/cm
2
) [73, 74, 90, 98, 99, 100, 

101].  It has been determined that at higher intensities harmonic generation is much less 

dependent on laser polarization [99, 102].  Some attention has also been given to the polarization 

of the harmonics.  The first term of Eq. 3.2 dictates an SH emission that follows the polarization 

of the laser, whereas the second term allows only p-polarized emission.  Therefore, for a purely 

s- or p-polarized laser only p-polarized emission is expected, whereas for an a mixed polarization 

beam a mix of polarizations is predicted.  This prediction has been found to hold in moderate 

intensity experiments for pulse durations <500 fs [73, 74], but for experiments with longer pulse 

durations or higher intensities the polarization of the harmonics was found to more closely 
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follow the laser polarization with a varying amount of residual p-polarized light [96, 100, 101, 

102].   

Another important aspect of HG is the angular distribution of the HG emission.  Eq. 3.2 

predicts that HG should be emitted in the direction of the specular reflection of the fundamental 

beam, which follows from the conservation of the wave vector components parallel to the 

surface [74].  Again, theory was upheld in experiments with shorter pulse duration lasers at 

moderate intensities [73, 74, 92, 96, 101], whereas it has been found that at higher intensities the 

HG emission gradually becomes more diffuse [95, 99, 102, 103].  Chambers et al. showed that 

the introduction of a prepulse can cause significant broadening of the angular distribution of 

harmonics as well [104].  Deviation from the predicted HG efficiency and emission properties 

have most commonly been attributed to a rippling of the critical surface caused by the extreme 

radiation pressure of the incident light impinging on the expanding plasma, effectively blurring 

the distinction between s- and p-polarized light and reflecting light over a broad angular 

distribution.   

In an attempt to better characterize the HG processes in the moderate intensity regime 

(10
14

 – 10
16

 W/cm
2
), we have tried to explain the discrepancies between the previous 

experiments.  We use a controlled, fixed energy, ~65 femtosecond prepulse split from the main 

pulse.  The delay of this pulse can be controlled so as to investigate different plasma parameters.  

We show how HG efficiency and emission characteristics depend on laser polarization, intensity, 

and the interaction of light with an expanding plasma profile.  
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3.2 Experimental Methods 

The apparatus used in these experiments is shown schematically in Figure 12.  Pulses of 

~65 fs duration were generated by a Ti:Sapphire laser (Spectra Physics Tsunami oscillator and 

Spitfire amplifier).  The output of the regenerative amplifier had a peak intensity at 800 nm and a 

bandwidth of 24 nm (full width at half maximum), falling to 1% at 770 and 830 nm.  A half-

wave plate and polarizer were used to reduce the pulse energy, E, to within the range of 1 - 100 

J, with a shot-to-shot variation of less than 3%.  This pulse was then split into two equal sub-

pulses by a Mach-Zehnder type interferometer.  In this setup, the main pulse is first split by a 

beam splitter.  One of the arms of the interferometer contains a translation stage which can vary 

the path length such that one of the sub-pulses must travel a longer distance before they are 

recombined by a second beam splitter.  The interferometer enabled the two sub-pulses to be 

separated in time by a maximum of 110 ps.  The energy of each sub-pulse is controlled by a 

variable neutral density filter within each arm of the interferometer.  One of the interferometer 

arms also contains a half-wave plate to change the polarization of its sub-pulse.  Once the sub-

pulses are recombined the pulse pair is directed through a second half-wave plate where the final 

polarization state is selected.  In this way the energy and polarization of each sub-pulse can be 

varied independently.  The pulses are then focused onto a Si(111) sample by a microscope 

objective lens (10x, NA = 0.25).  The radius of the focused beam, 0 , was measured with a 

scanning knife edge and was found to have a value of 1.8 ± 0.2 m.  This quantity is the 

Gaussian radius of the electric field, corresponding to an irradiance of 

             
       

 
,        (3.5)                 

and a peak fluence of 
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 ,     (3.6) 

where in  is the angle of incidence.  The sample was mounted on an automated sub-µm 

precision xyz translation stage.  The stage advanced 100 μm between laser shots to expose a 

fresh surface for each pulse, with an average of 10 shots taken for each data point.   

 

 

 

 

Figure 12 Schematic drawing of the experimental apparatus including half-wave plates 

(λ/2), polarizers (P1 and P2), beam splitters (Bs1 and Bs2), variable neutral 

density filters (Vf1 and Vf2), interferometer mirrors (M1 and M2), and lenses 

(L1, L2, and L3). 
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A 1 inch lens, allowing a half-cone angle of ~12° measured from the target, focused the 

light emitted from the laser-induced plasma onto an 800 m entrance slit of a spectrograph 

(Spectrapro 2300i, Princeton Instruments), in which the spectrum was dispersed by a 300 

lines/mm grating blazed at 500 nm, and was recorded with a non-gated, thermoelectrically 

cooled CCD (PIXIS 400, Princeton Instruments) camera.  A notch filter (Chroma Technology, 

E690SPUV6) was used to block scattered laser light.  The filter transmitted >85% of the emitted 

light between 390 nm and 595 nm and rejected the laser light with transmittances of 1.1x10
-6

, 

2.2x10
-6

, and 2.2x10
-5 

at 770, 800, and 830 nm, respectively. 

3.3 Results  

 Figure 13 shows a typical plot of SHG signal versus delay between the prepulse and main 

pulse, using Si(111) as the target.  Here the prepulse was s-polarized with an intensity of 3.1 x 

10
15

 W/cm
2
, and the main pulse had twice the intensity.  The maximum SH signals for each 

condition are normalized to unity.  In the case of detection at the angle of specular reflection, the 

intensity of the SH signals for both s- and p-polarized pulses have a steep rise at ~10 ps delay.  

The signal then drops within ~7 ps and levels out to a value slightly higher than that obtained a 

few ps before the steep rise.  For nonspecular detection a much weaker dependence on delay is 

seen.  At early times (t < 10 ps) the signal remains fairly constant and then begins to rise steadily 

up to a maximum value around 30 ps.  For an s-polarized main pulse the signal plateaus at this 

maximum for the duration of the experiment up to 60 ps.  The p-polarized main pulse exhibits 

more similar behavior to that found for specular detection, except that the peak in SHG is much 

broader and occurs at a much later time.  Also, the drop in signal after the maximum is less 

extreme than for specular detection.  In order to analyze SHG behavior at very early times in the 

plasma evolution, the delay time step size was reduced to 133 fs.  Figure 14 shows this delay 
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scan, using BK7 glass as the solid source material, with equal prepulse and main pulse intensities 

of 4.7 x 10
15

 W/cm
2
.  Both pulses had the same polarization, and the signal was recorded at the 

specular angle.    For p-polarized pulses, a sharp spike was seen at ~400 fs with a FWHM of only 

140 fs.  When s-polarized pulses were used, the early spike was no longer seen and the behavior 

was similar to that of the SH generated on Si.  This result reproduces well the experiment 

performed by von der Linde et al. [74].  Experiments using Si showed similar behavior, but the 

early spike was much less intense in this case. 

 

 

 

 

 

 

 

 

 

 

Figure 13 SHG signal (at 400 nm) with Si target recorded using double pulses with a 

variable delay and step size of 3.3 ps.  The first pulse was always s-polarized with 

an intensity of 3.1 x 10
15

 W/cm
2
 and the delayed pulse had twice that intensity.  

The signal was recorded at the specular angle for an s- (red squares) and p-

polarized (black circles) delayed pulse, or detected 30° from the specular angle 

for an s- (blue triangles) or p-polarized (green diamonds) delayed pulse.  The 

maximum signal for each data set is normalized to unity. 
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Figure 14 SHG signal with BK7 target recorded with double pulses with a variable delay 

and a step size of 133 fs, recorded at the specular angle.  Both pulses had an 

intensity of 4.7 x 10
15

 W/cm
2
.  The polarization of both pulses was either s- (red 

triangles) or p-polarized (black squares).  The inset shows the behavior of the 

SHG signal for p-polarized pulses separated by less than 1 ps. 

 

 

The enhancement of SHG efficiency with double pulses compared to single pulses was 

found to be strongly intensity dependent.  Figure 15 shows that in the specularly detected double 

pulses were ~36 and ~16 times more effective than single pulses in the lower intensity regime of 

our experiments for p- and s-polarized pulses, respectively.  At higher intensities this 

enhancement dropped to ~10 and ~6 for p- and s-polarized pulses.  The optimum delay time 

between pulses for SHG was also seen to vary with laser intensity, as seen in Figure 16, 

increasing to longer delay times as the laser intensity was increased past ~10
16

 W/cm
2
.  This 
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effect was observed with Si targets as well as 500 nm Ag films coated on an Al substrate.  For s-

polarized pulses the difference between Si and Ag targets is not significant, but for p-polarized 

pulses the optimum delay for SHG is longer for the Ag sample with I > 7 x 10
15

 W/cm
2
.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15 Ratio of SH signal at varying intensity with Si target detected at the specular 

angle using s- (red circles) and p-polarized (black squares) double to single pulses 

of equal total intensity.  For double pulses the first pulse was always s-polarized 

with an intensity of 3.1 x 10
15

 W/cm
2
. 
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Figure 16 Delay between double pulses for maximum SHG with the same conditions as 

Figure 15 using a Si target with s- (red circles) and p-polarized (black squares) or 

a Ag target with s- (blue diamonds) and p-polarized (green triangles) laser pulses.    

 

 

 

As expected, p-polarized light was more effective than s-polarized light at generating SH. 

For single pulses this ratio was ~4:1, in good agreement with previous experiments.  For double 

pulses detected in the specular direction, this ratio more than doubled to 9:1 at the optimum 

delay for SHG.  In the nonspecular direction the dependence on laser polarization was much 

weaker, where it was found that p-polarized light was only twice as effective as s-polarized light 

for SHG.  In the specular direction this ratio maximized at the optimum delay between the pulses 

for SHG.  At other delays p-polarized pulses were generally 2-5 times more efficient than s-

polarized ones.  For nonspecular detection no obvious maxima were seen with respect to delay.  

These ratios remained fairly constant throughout the investigated intensity range.   
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Figure 17 shows the dependence of the SHG signal (I2ω) on the intensity of the laser (Iω) 

at an incidence angle of 30°.  In panel (a) only a single pulse was used as the intensity was varied 

from 7.8 x 10
14

 to 2.8 x 10
16

 W/cm
2
.  The detector was placed at the angle of specular reflection 

for the fundamental beam.  For both s- and p-polarized laser pulses it was found that I2ω varied 

quadratically with Iω up to the maximum intensity.  This is in good agreement with previous 

experiments without a prepulse, where the dependence on   
  usually gave values of n between 

1.5 and 2.5 [73, 74, 97, 98, 99, 101].  Panel (b) shows the same dependence of I2ω on Iω, but in 

this case a pair of pulses were used.  The detection geometry was also specular here.  The 

prepulse was always s-polarized and the intensity was fixed at 3.1 x 10
15

 W/cm
2
, while the main 

pulse was varied through the same intensity range as in the single pulse case.  For each data point 

the delay between the prepulse and the main pulse was varied from 0 to 60 ps in 1.67 or 3.33 ps 

increments.  The data points represent the maximum SHG signal obtained during the scan 

through different delays using the value in the longer delay regime (5-50 ps), as opposed to the 

very short delay spike observed in the inset of Figure 14, which was found to have significant 

variations in intensity.  It is seen that for Iω < 10
16

 W/cm
2
 I2ω varies quadratically with Iω but at 

higher intensities the slope decreases significantly.  Panel (c) shows the same experimental 

parameters as in panel (b), but with the detector placed 30° from the angle of specular reflection.  

Although here the dependence on   
  gives a value of n slightly less than 2 for intensities less 

than 10
16

 W/cm
2
,
   
the difference is not significant.  Similar behavior for specular detection is 

seen at higher intensities, but here the SHG signal intensity seems to change very little as the 

intensity of the 2
nd

 pulse is increased.  In the nonspecular direction the SH emission for single 

pulses was barely detectable over the continuum background of the plasma emission. 
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Figure 17 SH signal with Si sample detected at the specular angle for single pulses (panel a), 

double pulses (panel b), and detected 30° from the specular angle with double 

pulses (panel c).  The symbols are the experimental data using s- (red triangles) 

and p-polarized (black squares) pulses.  The lines correspond to the best linear fit 

of the data from which the indicated slopes are calculated. 
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The SH emission characteristics also showed an interesting dependence on the 

experimental parameters.  Making the reasonable assumption that the SH emission retains the 

original Gaussian shape of the laser pulse after focusing, it is possible to determine the expected 

angular distribution of a specularly reflected SH beam.  SHG is a second-order nonlinear 

process, already shown to vary with the incident laser intensity as I
2
.  Therefore, the divergence, 

θ0, should be proportional to   
   

of the reflected fundamental and can be calculated as 

   
  

√  
  
   

      (3.7) 

where θ is the angle of detection in radians, with respect to the specular angle, and Is and Ins are 

the intensities of the SH emission measured at the specular and nonspecular angles, respectively.  

An intrinsic divergence is introduced by the focusing of the incident laser, and for the SH it is 

calculated to be 0.19 radians.  We tested this value by moving the sample to a position much 

further than the focal distance of the lens, essentially reducing the on-target fluence below the 

plasma formation threshold.  When no plasma was seen to be formed, a SH emission interpreted 

as being generated at the surface of the target was clearly seen.  The angular distribution was 

measured by scanning the SH signal, produced by a single pulse, across the entrance slit of the 

spectrometer using a precision micrometer stage.  Figure 18 shows the result of this 

measurement as well as the calculated angular distribution assuming a Gaussian beam focused 

through our lens with an NA of 0.25.  The agreement is fairly good, and the divergence was 

found to be invariant to changes in intensity or even the use of double pulses.  In comparison, 

Figure 19 shows the divergence of the SH generated by double pulses calculated using Eq. 3.7.  

It is obvious that the divergence is significantly larger than what would be expected from a well-

collimated, specularly-reflected beam.  Interestingly, s-polarized pulses have a considerably 
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higher divergence than p-polarized pulses, and both show a slight decrease with increasing 

intensity. 

 

 

 

 

 

 

 

 

 

 

 

Figure 18 Symbols represent the surface SHG with Si sample recorded at varying angles of 

detection and normalized to unity.  The curve corresponds to the calculated 

angular distribution of a SH signal, assuming a normalized Gaussian distribution, 

created at the surface of the target with a divergence introduced by the focusing 

lens with an NA of 0.25.   
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Figure 19 Divergence of the SH signal for s- (red circles) and p-polarized (black squares) 

double pulses.  The delay between pulses was set to the optimum value for SHG.  

The experimental conditions are the same as in Figure 15.  The divergence was 

calculated using Eq. 3.7. 

 

 

 

 At the lowest intensities the wavelength of the SH emission was found to be exactly half 

that of the fundamental wavelength, as expected.  As the intensity was increased, the SH was 

found to blue-shift considerably, as seen in Figure 20.  The largest shift was seen for p-polarized 

pulses measured in the specular direction, with a blue shift greater than 5 nm.  For s-polarized 

pulses or nonspecular detection, the maximum wavelength change was only 3-4 nm.  The SH 

wavelength was also seen to change with the delay between the prepulse and main pulse.  Figure 

21 shows that blue-shifting of the SH increases nearly linearly with delay between the pulses.  
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This data was taken at the maximum of laser intensity of 2.8 x 10
16

 W/cm
2
 and detected at the 

specular angle.  The change in wavelength decreased as the intensity of the main pulse was 

decreased and was less than 1 nm for    < 1.5 x 10
15

 W/cm
2
.  P-polarized pulses showed a much 

stronger shifting than s-polarized pulses, which did not show any significant shifting until    > 5 

x 10
15

 W/cm
2
.  For nonspecular detection, both s- and p-polarized pulses showed little 

dependence of the SH wavelength on the delay between the pulses, where blue-shifts less than 1 

nm were measured.   

 

 

 

 

 

   

 

 

 

Figure 20 Measurement of the wavelength of the SH emission as a function of fluence using 

double pulses with an s-polarized first pulse with a constant intensity of 3.1 x 10
15

 

W/cm
2
.  The data correspond to an average of the SHG wavelength over all 

delays.  The data were recorded at the specular angle with s- (red circles) and p-

polarized (black squares) pulses or 30° from specular with s- (green diamonds) 

and p-polarized (blue triangles) pulses.  
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Figure 21 Measurement of the SH emission wavelength using double pulses on a Si target 

with varying delay.  The first pulse was always s-polarized with an intensity of 

3.1 x 10
15

 W/cm
2
 while the delayed pulse was s- (red circles) or p-polarized 

(black squares) with an intensity of 2.8 x 10
16

 W/cm
2
 

 

 

 

3.4 Discussion 

 We now turn to the explanation of the mechanism for SHG in our experiments.  The 

observation that there are two different maxima during the delay scan of SHG indicates that there 

are at least two different mechanisms creating the SH emission.  Since the intensity of the first 

pulse remains constant, varying the delay of the second pulse essentially controls the conditions 

of the plasma, such as density and temperature, with which with the second pulse interacts.  In 
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the following discussion, we will focus first on the second, broad maximum in SHG, for which 

we have the most data. 

 The expansion velocity of the plasma is usually approximated by the ion acoustic 

velocity, 

    √
     

 
      (3.6) 

where   is the ionization state (charge state of the ion) of the plasma,    is the Boltzman 

constant,    is the electron temperature, and   is the ion mass.  From this assumption one can 

estimate the density scale length of the plasma,     , from the proportionality       , where 

   is the wavelength of the laser, and    is delay time between the pulses at the second SH peak.  

It is well known that the value of      at the critical density of the plasma is a very important 

factor for determining the efficiency of resonance absorption [23].  Specifically the optimum 

conditions for resonance absorption are found to occur at [23]  

                    ⁄     ⁄  ,    (3.7) 

where   is the angle of incidence,     
 

  

   

  
, and the electron density,   , is measured at the 

critical density .  Assuming an angle of incidence of 30° used in this experiment, Eq. 3.7 predicts 

  ⁄   0.65.   

 In the lower intensity regime our results, shown in Figure 16, indicate that a maximum in 

SHG occurs at ~10 ps.  If resonant absorption is the cause of this optimal behavior, we would 

assume that it takes ~10 ps for the plasma to expand to a value of   ⁄   0.65.  This gives a value 

for   of ~520 nm, for our laser with   = 800 nm, which predicts an expansion velocity,    
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    , of ~ 5 x 10
6
 cm/s.  This value is in good agreement with previous estimates [94, 105].  

Numerous experiments have been conducted in attempts to determine the functional dependence 

of the density scale length on time.  Quoix et al. [106] used frequency-domain interferometry as 

well as hydrodynamic simulations for an Al target with a laser pulse of 150 fs and an intensity of 

4 x 10
15

 W/cm
2
 to show that at 8 ps,    350 nm.  Unfortunately, 8 ps was the maximum time of 

their experiment, but extrapolation of their data would put the scale length at ~ 460 nm at 10 ps, 

in very good agreement with our prediction.  The resonant absorption mechanism also fits well 

with results of other dual-pulse SHG experiments, where a larger angle of incidence led to an 

earlier optimum delay for absorption than ours [73, 74, 88, 89, 90].  In accordance with Eq. 3.7, a 

larger angle of incidence results in a shorter scale length for the maximum resonance absorption, 

and hence less time is needed for the plasma to reach the optimum scale length.   

 Since the scale length is dependent on the mass of the ion, it is possible to test this 

hypothesis using a sample of different composition. To do this we used an Ag-coated Al 

substrate and tested the SHG dependence on delay.  Based solely on the mass ratio of Ag and Si 

and Eq. 3.6, we would expect that the Ag plasma should expand about half as fast as the Si 

plasma.  Figure 16 shows that for a p-polarized laser the delay time for maximum SHG is 

significantly longer for the Ag sample at higher intensities.  The exact ratio varies with intensity, 

and at a maximum it shows that the plasma expansion is about 50% slower, as expected.  It is 

possible, however, that the plasmas created with these different materials have different 

ionization states and temperatures, making it difficult to compare expansion velocities directly.  

For an s-polarized laser the difference between Si and Ag targets is not significant.  The 

explanation for the polarization effect is as of yet unclear.   
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 It is also evident in Figure 16 that the optimum delay for resonance absorption increases 

with increasing intensity.  This variation may be due to the radiation pressure of the laser 

pushing back the plasma, essentially reducing the plasma scale length.  The importance of light 

pressure in modifying the plasma density profile was first realized by Kidder [107] over 30 years 

ago.  Further theoretical and experimental studies using CO2 lasers showed that the radiation 

pressure of the incident laser can counteract the thermal pressure of the plasma, leading to 

steepening of the plasma density profile [108, 109].  Most of this energy is deposited near the 

critical surface, resulting in preferential steepening in this region.   Using the expression for the 

pressure exerted by the light on the plasma, given by         (    1.7 Mbar for     10
16

 

W/cm
2
), and for the plasma thermal pressure, given by          , it can be shown that 

steepening becomes important when the ratio 
       

      
  , where     is the intensity of the laser in 

units of 10
16

 W/cm
2
,     is the electron density in units of 10

23
 cm

-3
, and    is the electron 

temperature in units of eV [22].  It is generally accepted that profile steepening occurs in the 

higher intensity range of our experiment [110].  The optimum delay time begins to significantly 

increase around 10
16 

W/cm
2
, which means that as soon as the plasma temperature is less than 

~2keV, the radiation pressure will start becoming important.  Although the plasma temperature is 

only on the order of a few hundred eV at the delay times we are investigating [111], the duration 

of the pulse is so short that the effect is probably not significant until this ratio is much greater 

than unity [86].  Therefore, it is quite possible that at the higher intensities the laser is 

compressing the density profile, essentially reducing L.  This means that the plasma must expand 

further before the second pulse arrives to reach the optimum scale length for resonant absorption.   

 The    dependence of the SH is expected from an analysis of the intensity dependence of 

both mechanisms.  The reason why SHG no longer scales quadratically at higher intensities is 
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still unclear.  It is possible that at higher intensities wave-breaking might occur, disrupting the 

resonantly excited electrostatic wave.  At wave breaking amplitudes the electrons are brought 

into resonance with the wave within a fraction of a plasma period and are accelerated to 

velocities comparable to the phase velocity of the wave.  This results in nonlinear damping of the 

wave, with most of its energy converted to kinetic energy of electrons.   Sandhu et al. [91] found 

that at intensities of ~10
16

 W/cm
2
 there was actually a decrease in SHG at the optimum delay for 

resonant absorption, which coincided with a significant increase in X-ray production.  They 

attributed this to the damping of the electrostatic wave due to wave-breaking and the subsequent 

increase in energetic electrons, which are responsible for the X-ray emission.  Their intensity for 

wave breaking matches well with our SHG saturation point.  A similar result was seen in a single 

pulse study by Gizzi et al. [96] in which the polarization of the laser was varied and a decrease in 

SH emission was seen for purely p-polarized incident light concurrent with an increase in X-ray 

emission.  They also invoked a wave breaking mechanism for these findings.   

 One large problem still exists for the resonant absorption mechanism to be the cause of 

this optimum delay time.  Resonant absorption requires a component of the electric field to be in 

the direction of the plasma density gradient in order to induce density oscillations resulting in an 

electrostatic wave.  This means that a purely s-polarized incident beam should not be able to 

excite these electrostatic waves.  We believe that the critical surface is rippled due to a Rayleigh-

Taylor-like instability caused by an imbalance of the radiation pressure of the laser with the 

thermal pressure of the expanding plasma as well as hydrodynamic instabilities inherent in the 

expanding plasma.  These ripples allow density gradients in all directions, such that s-polarized 

light can effectively participate in the resonant absorption process.  Ripple formation has been a 

commonly invoked consequence of density profile modification by the radiation pressure and has 
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been shown to produce significant resonant absorption of non-p-polarized light [27, 112, 113, 

114].  This mechanism has been invoked in many of the previous experiments where significant 

SHG by s-polarized light is observed [99, 100, 102].  We tested this hypothesis by measuring the 

polarization state of the SH emission in which it was found that the polarization state followed 

that of the incident laser.  This polarization dependence is not explainable by either the resonant 

absorption mechanism or the oscillating mirror model, which both predict that the SH emission 

should be predominantly p-polarized regardless of the polarization of the fundamental.  Further 

evidence for surface rippling is the apparent diffuse (i.e. non-specular) emission of the SH.  

Since SHG is essentially a reflection phenomenon, any rippling of the critical surface would 

result in non-specular emission of the SH signal as well.  This is also a common explanation in 

experiments where diffuse emission occurs [99, 102, 103, 104].  This effect normally becomes 

important for single pulses with durations greater than 500 fs and intensities around 10
16

 W/cm
2
 

or when there is a preformed plasma.  The significance of having a preformed plasma is 

demonstrated by the fact that non-specular emission is significant only for double pulses. 

 The observation of the SHG maximum at very early delays (~200 fs) has a much clearer 

explanation.  At this early stage in the plasma, the scale length is only a small fraction of the 

laser wavelength (  ⁄  < 0.1) [115, 116].  In these very steep gradients, resonant absorption is no 

longer effective because the amplitude of the electrostatic wave exceeds the density scale length 

[110].  These conditions are precisely what are needed for the oscillating mirror mechanism to be 

effective.  Simulations have shown that at the instant a plasma is formed a step-like plasma-

vacuum interface exists with electron densities near solid density [86].  This high plasma density 

prevents efficient harmonic generation, but the efficiency initially grows with L as the plasma 

expands, until this mechanism becomes inefficient at L/>0.1 [117].  The rapid expansion of the 
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plasma could explain the sharp maximum in the SH emission, as the plasma expands from L/~0 

to L/~0.1 in the first few hundred femtoseconds.  The oscillating mirror model predicts that p-

polarized light should be exceedingly more effective than s-polarized light, which is 

demonstrated by the absence of an SH signal at this early delay for s-polarized experiments.  

Unlike for the long delay experiments, on this timescale there is not enough time for rippling to 

occur.  While this mechanism is usually invoked in the near relativistic regime for high-order 

harmonics, it is possible that the low order SH could be created at our intensities.  The 

anharmonic motion of electrons across a steep density gradient is a common explanation in 

single pulse experiments for SHG in our intensity range [93, 94, 97] and is most likely the 

explanation of the early spike seen in von der Linde’s experiments [74]. 

 The mechanism for blue shifting of the second harmonic signal is most likely due to a 

self-phase-modulation effect.  This effect has been studied for almost forty years since 

Bloembergen [118] and Yablonovitch [119] first discovered the phenomenon.  Self-phase-

modulation is a natural outcome of the very rapid production of a free electron gas.  Intense fs 

pulses can cause rapid ionization and therefore a large change in electron density over the 

duration of the pulse length.  As previously discussed, the real part of the index of refraction of 

the plasma is given by             ⁄   ⁄
.  The change in the index of refraction due to an 

increase in electron density during the ionization of the pulse, results in a blue-shifting of the 

light according to  

   
  

 
∫

     

  
  

 

 
,                        (3.8) 

where L is the interaction length of the medium through which the pulse travels, and    is the 

initial wavelength [120].  The integration of the change in the index of refraction over the spatial 
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coordinate accounts for the inhomogeneity of the plasma.  To actually calculate the expected 

wavelength shift requires a detailed knowledge of the ionization mechanisms and rates which are 

beyond the scope of this study.  Because the second harmonic signal is generated at the same 

time as the ionization, its wavelength will be shifted.  It follows that as the intensity of the pulse 

is increased so will the rate of ionization as well as the rate of change of the index of refraction 

of the plasma, resulting in larger blue-shifts as seen in Figure 20.  The dependence of the 

wavelength shift on delay could be due to the fact that in the time between the two pulses the 

plasma begins to recombine, and also because low ionization state atoms are being released as a 

result of ablation.  When the second pulse arrives, re-ionizing the recombined and ablation 

species, it again causes a rapid change in electron density.  The electron density will decrease 

due to recombination as the delay between the pulses increases, resulting in there being a larger 

fraction of neutral atoms (or ions in low ionization states) available to ionize and a larger change 

in the index of refraction produced by the second pulse, causing an increase in the wavelength 

shift, as shown in Figure 21 (We thank Prof. Nathanial Fisch at Princeton University for 

suggesting this mechanism).  Although the majority of previous experiments concerning plasma-

induced blue-shifting are performed with gases, it has been shown that wavelength shifts of 10 

nm or greater are readily attainable in our intensity range [121].     
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4. Femtosecond Laser-Induced Breakdown Spectroscopy Using Temporally Delayed 

Pulses 

4.1  Introduction 

 The ability of femtosecond (fs) lasers to deposit energy into a material before significant 

transformation begins has made these radiation sources invaluable in a variety of fields.  These 

lasers have found uses in high precision micromachining [46, 122], 3D microfabrication [123], 

pulsed laser deposition [124, 125], and medical and biological applications [126, 127].  Aside 

from these commercial applications, femtosecond lasers have the unique ability to study material 

processes such as laser absorption, plasma formation, electron-lattice relaxation, phase 

transformation, and ablation mechanisms with high temporal resolution.   

Ultrashort lasers are also becoming increasingly useful in the analytical technique of 

laser-induced breakdown spectroscopy (LIBS), which has previously been dominated by 

nanosecond (ns) lasers.  While ns lasers have the advantage of more intense spectral lines, fs 

lasers can provide higher precision [128, 129, 130], increased accuracy [131], and lower 

background Bremsstrahlung continuum [129, 132].  The increase in accuracy and precision is 

due to the smaller heat affected zone, which is a consequence of the direct vaporization of the 

material, rather than ablation occurring through multiple steps, relying on melting and thermal 

effects.  Direct vaporization also makes the ablation process more stoichiometric than when 

using ns lasers, with pulse durations long enough that they interact with the plasma, ablation 

plume, and thermally-effected target [131].   

Since the LIBS technique is not limited by the number of photons generated for analysis, 

the main problems with LIBS lie in the sensitivity and limits-of-detection of the measurement 

[133].  Therefore, to increase the effectiveness of LIBS it is important to maximize the intensity 
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of the desired atomic emission lines and minimize the background emission.  One method for 

attaining this goal is to split the laser pulse into two sub-pulses and delay the arrival of the 

second pulse on a variable picosecond timescale to optimize the signal characteristics.  This 

method has been applied to a wide variety of materials, successfully enhancing the analyte 

signal-to-background ratio ~2-50 times that measured using a single pulse of the same total 

energy [134, 135, 136, 137, 138].  Other studies, utilizing mass spectrometry, have also found 

that using double pulses significantly increases the number density and kinetic energy of ions in 

the ablation plume [139, 140, 141, 142, 143, 144].   

One may naively think that the appearance of higher signal intensities and ion yields is 

due to an increase in the amount of material that is removed by using double pulses versus a 

single pulse.  Contrarily, it has been shown that the use of double pulses does not significantly 

increase ablation depth or volume, and for pulse separations greater than ~10 ps the second pulse 

can actually reduce the amount of ablated material created by the first pulse [141, 144, 145, 146].  

Consequently, three mechanisms have been previously used to explain the increase in the 

spectral line emission and ion yield, concurrent with a decrease in ablation efficiency.  The first 

proposed mechanism hypothesizes that the first pulse melts the sample and that the second pulse 

interacts more strongly with this liquid phase [134, 135, 142, 143].  The second mechanism 

relies on the fact that the electronic thermal conductivity is proportional to the ratio of the 

electron and lattice temperatures, such that, as the two components equilibrate, the depth of the 

thermal energy diffusion changes [139].  In the third mechanism the first pulse creates a plasma 

with which the second pulse interacts [141, 144, 147, 148].  In this study we hope to increase the 

understanding of the fundamental processes occurring on a picosecond timescale following the 

irradiation of a material by an ultrashort laser pulse.  We use a multilayer sample of 500 nm of 
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Ag coated on an Al substrate to examine the spectral characteristics of the plasma and ablation 

plume.  The goal of using this bilayer is to determine if a pair of pulses can penetrate deeper into 

the sample than a single pulse of the same total energy.  By analyzing the plasma emission signal 

we are able to see what is happening during the plasma evolution as opposed to measuring crater 

depths long after the excitation. 

4.2 Experimental Methods  

 The experimental setup for this study is nearly identical to that used in the previous 

chapter on SHG, shown in Figure 12.  Briefly, the pulses generated by the Ti:Sapphire laser are 

directed through a Mach-Zehnder interferometer to create a variably controlled, time-delayed 

pulse pair, with a maximum delay of 104 ps.  The energy and polarization of each sub-pulse can 

be independently controlled via half-wave plates and variable neutral density filters placed in 

separate arms of the interferometer.  The laser was focused by a 10x, microscope objective lens 

(NA = 0.25).  The sample is mounted on a sub-μm precision xyz-translation stage, which is 

computer controlled to move 100 μm between each shot.  Each data point is an average of 10 

shots.  The light emitted from the laser-induced plasma is collected and focused through a 150 

μm slit of a spectrograph (Spectrapro 2300i, Princeton Instruments).  The scattered laser light is 

blocked using a notch filter (Chroma Technology, E690SPUV6). 

 The main difference from the previous SHG experimental setup is the composition of the 

sample.  Here we used a bilayer sample with a 500 nm layer of Ag coated on a thick Al substrate.  

The variation in Ag thickness over the entire sample surface is negligible.  The thickness for this 

coating was carefully chosen from a variety of different thicknesses.  Ablation experiments were 

carried out, using single pulses, in our energy range of 1-100 μJ, corresponding to a fluence 
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range of ~20-2000 J/cm
2
.  It was found, through trial and error, that a thickness of 500 nm of Ag 

resulted in the ability to see only spectral lines from excited Ag species at low fluence, while at 

higher fleunces, Al lines became apparent as well.  This was important, since we wanted to see if 

double pulses had the ability to excite Al atoms where single pulses could not, and also to be 

able to investigate the enhancement properties of the spectral lines with respect to fluence.   

4.3 Results 

Figure 22 shows an example of a single pulse experiment on the 500 nm Ag layer 

deposited on Al substrate.  Here the energy of the pulse is varied, and the spectral intensities of 

the most intense emission lines (listed in Table II) are plotted at the different fluences.  It is 

evident that the LIBS signal of Al is very weak for fluences below ~1,000 J/cm
2
 and that the 

LIBS signal for Ag varies linearly with fluence over the entire measured range for both s- and p-

polarized pulses.  In a separate control experiment the signal intensities of the same lines used in 

Figure 22 were recorded using pure Al and Ag samples.  It was found that the Al line was ~4 

times more intense than the Ag line for single pulses with equal fluence.  Taking this calibration 

into account, the ratio of the Ag/Al line intensities produced from the bilayer sample can be 

calculated.  At fluences capable of producing significant Al emission, the Ag/Al ratio decreases 

with fluence from ~300 at 490 J/cm
2
 to ~50 at 1,965 J/cm

2
.  This appears to be a reasonable 

result, since the Al layer is buried beneath 500 nm of Ag.  At lower fluence, the difference in 

signal intensity using either s- or p-polarized pulses is negligible.   At higher fluences, p-

polarized pulses give a greater signal.  The difference in intensities for the two polarizations 

increases with fluence, with a maximum augmentation in signal strength for p-polarized pulses 

of 20% and 60% for Ag and Al, respectively, as compared to s-polarized pulses.  This 

enhancement may be due to plasma absorption mechanisms, predominantly preferring p-
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polarized radiation.  This hypothesis is supported by the fact that as the intensity is increased a 

plasma is formed earlier, meaning that more of the pulse is able to interact with the generated 

plasma.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  22 LIBS signal acquired using single pulses on a 500 nm thick coating of Ag on Al.  

The sample is positioned 30° from normal with respect to the laser, and the 

detector is placed perpendicular to the laser.  For Ag using s-polarized (green 

diamonds) or p-polarized (blue triangles) pulses the data correspond to the 

strongest spectral emission for Ag in our wavelength range at 546.54 nm. For Al 

using s-polarized (red circles) or p-polarized (black squares) the data correspond 

to the strongest spectral emission for Al in our wavelength range at 396.15 nm.  

The signal for Ag is divided by a factor of 10 to facilitate a visual comparison 

between the two species. 
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An example of the full spectra using single or double pulses with a total fluence of 1,965 

J/cm
2
 is shown in Figure 23.  Here the delay of the double pulses is set to its maximum value of 

104 ps.  The electronic transitions involved are assigned from the NIST atomic spectra database 

[149] and are listed in Table 1.  The total angular momentum quantum number, J, is included in 

the table, since some of the transitions arise from the same electronic configurations and differ 

only in the angular momentum state of the excited electron.  It is seen that double pulses increase 

the total signal of the LIBS spectra, including the background Bremsstrahlung continuum.  

Overall, this represents an increase in the signal-to-background ratio by a factor of 2 when using 

double pulses compared to single pulses.  This result is in good agreement with experiments 

performed by previous groups at very high fluence [134, 135, 138].   
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Figure  23 LIB spectra of bilayer sample using a p-polarized laser with a fluence of 1,965 

J/cm
2
.  The incidence and detection geometry are the same as in Figure 22.  The 

black and red curves correspond to double pulses separated by 104 ps or a single 

pulse, respectively, with the same total energy.  The transitions of the labeled 

peaks are listed in Table II. 

 

 

 

 

 

Table II ELECTRONIC TRANSITIONS OF ALUMINUM AND SILVER 
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Figure 24 shows a more dramatic enhancement effect, characteristic of the lower fluence 

regime, for single vs. double pulses with both s- and p-polarization.  The wavelength range of 

these spectra is smaller to show the enhancement effects on lines of similar strength.  The 

additional Ag spectral lines are given in Table II [149].  The enhancement ratio (ER), defined as 

the background-corrected signal created by double pulses divided by that of single pulses, ranges 

from 2-4 depending on the spectral line and laser polarization.  P-polarized laser excitation also 

shows a higher ER than for s-polarization.  This is due to the fact that while s- and p-polarized 

excitation in the single pulse configuration gives similar total signal intensity, p-polarized double 

pulses give 30-50% higher signal intensity for all wavelengths including that of the continuum.  

The advantage of using double pulses is clearly illustrated in the quality of the LIB spectra, in 

that the atomic emission peaks are much more easily distinguishable against the continuum 

background signal.  Interestingly, the enhancement of the peaks is qualitatively similar for both 

Ag and Al. 
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Figure 24 LIB spectra taken with a fluence of 588 J/cm
2
 with p-polarized (panel a) and s-

polarized (panel b) using single (red curve) and double (black curve) pulses.  The 

incidence and detection geometry is the same as Figure 22.  Additional Ag 

spectral lines are given in Table III. 

 

 

 

 

Table III ADDITIONAL ELECTRONIC TRANISTIONS OF SILVER 
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In an attempt to elucidate the mechanism for double pulse enhancement, the ER was 

measured for the Ag/Al bilayer as a function of delay between the pulses.  Figure 25 shows the 

result of this measurement using both p- and s-polarized pulses at a fluence of 588 J/cm
2
.  The 

data show a clear trend of a quickly increasing enhancement up to 20-30 ps, at which time the 

ER reaches a plateau, changing very little from 40 ps to the maximum attainable delay of 104 ps.  

This trend is reproduced for both Ag and Al, and is in good agreement with previous studies by 

Gordon et al. [134] and Pinon et al [136].  Again, p-polarized pulses show a distinctively higher 

ER than s-polarized ones.  For delays less than 20 ps the difference in ER using p- or s-polarized 

pulses is a monotonically increasing function of delay, at which point it plateaus on a similar 

timescale as that of the ER.  In the long delay limit, p-polarized pulses show a nearly 50% 

increase in ER for both Ag and Al as compared to s-polarized pulses.  It is also seen that Al has a 

slightly higher ER than Ag with a difference ranging from 15-25% at pulse separations greater 

than 20 ps.  Fitting of the ER to the functional form of       | |  ⁄    , as in [134], gives a time 

constant,  , of roughly 20 ps for both Al and Ag using p- or s-polarized pulses. 
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Figure 25 Enhancement ratio (ER), between single and double pulses, of the signal intensity 

for the Ag line at 546.54 nm and the Al line at 396.15.  The data were recorded at 

a fluence of 588 J/cm
2
.  The incidence and detection geometry is the same as that 

of Figure 22.  The data correspond to the use of p/s-polarized pulses for Al (black 

squares/blue triangles) and Ag (red circles/green triangles). 

 

 

 

 

 The dependence of the ER on fluence was also examined.  Figure 26 shows the ER 

measured at the maximum delay of 104 ps using s-polarized pulses.  For fluences less than 500 

J/cm
2
 it was not possible to accurately measure the ER of Al since the signal intensity was barely 

above the background level.  In the lower fluence regime the ER for Ag rapidly drops from a 

maximum value of ~9 at the lowest fluence of 49 J/cm
2
 to ~2 at 500 J/cm

2
, where it remains 

fairly constant at a value slightly less than 2 up to the highest fluence.  This behavior is in good 

agreement with previous results [135, 137, 138].  The ER of Al is always slightly higher than 
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that of Ag, but the difference is generally smaller at higher fluences. For comparison, the ER of a 

pure Al sample was also determined.   

 

 

 

 

 

 

 

 

 

Figure 26 ER obtained at a delay of 104 ps as a function of fluence.  The signals analyzed 

for Ag (red squares) and Al (black circles) are the same as in Figure 25.  The error 

bars represent the standard deviation of the measurement. 
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enhancement ratio decreased with increasing fluence, and at the highest fluence measured (490 

J/cm
2
), in this experiment, it was found that a single pulse actually produced higher line 

intensities than double pulses by a factor of ~1.25.  To extend these measurements to lower 

fluences, we replaced the microscope objective lens with a simple focusing lens, with a spot size 

nearly ten times greater than that in the previous experiment.  This weaker focus allowed 

measurement of the ER at fluences from 2 to 25 J/cm
2
.  At this fluence it was found that there 

was no noticeable signal from Al when ablating the bilayer sample.  Therefore, the experiment 

on the bilayer with this lens can be approximated as interacting with a pure Ag target.  With this 

lens, a pure Al sample was used to obtain data for the Al emission line enhancement.  As shown 

in Figure 28, the qualitative behavior of the bilayer was recovered in which the ER attained a 

maximum value of ~10 and ~6 for Ag and Al, respectively, at the lowest fluence.  For the pure 

Al sample, the ER decreased quickly to less than a factor of two at 10 J/cm
2
, whereas the ER for 

Ag remained high up to ~15 J/cm
2
, finally converging to nearly the same value as that of Al at 25 

J/cm
2
.   
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Figure 27 Enhancement ratio (ER), between single and double pulses, using a pure Al 

sample, of the signal intensity for the Al line at 396.15.  The data were recorded at 

a fluence of 98 J/cm
2
 (black squares), 196 J/cm

2
 (red circles), or 490 J/cm

2
 (blue 

triangles).  The incidence and detection geometry is the same as that of Figure 22.   

 

 

 

 

 

 

 

 

Figure 28 ER obtained at a delay of 104 ps as a function of fluence using a simple focusing 

lens.  The wavelength analyzed for Ag (red squares), using the bilayer sample, 

and Al (black circles), using the pure Al sample, are the same as in Figure 22.  

The error bars represent the standard deviation of the measurement. 
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The time constant,  , was also measured as a function of fluence.  The result of this 

experiment using the microscope objective lens is shown in Figure 29.  Here, again, the time 

constant for Al was not measureable below 500 J/cm
2
 due to the lack of signal.  The time 

constant for Ag varies from ~30-40 ps for fluences below 250 J/cm
2
, where it then steadily drops 

below 20 ps at 500 J/cm
2
.  The time constants for both Al and Ag above 500 J/cm

2 
show a slow 

increase from ~15-20 ps over the rest of the fluence range.  The time constant,  , was also 

measured for Al using the simple focusing lens at low fluences.  Unfortunately, the maximum 

delay of 104 ps achievable with our translation stage was not sufficient to observe the plateau 

region seen in the higher fluence experiments.  Although the ER did begin to level out at longer 

delays, the functional fitting gave values of   that were longer than 104 ps, making the time 

constant measurement unreliable.   
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Figure 29 Time constant from the fitting of the function        | |  ⁄    to the ER 

dependence on delay,  , as a function of fluence.  The same signals for Ag (red 

squares) and Al (black squares) were used as in Figure 22.  The error bars 

represent the standard deviation for multiple shots. 

 

 

 

 The final experiment tested the difference in the spectral signals for pulses separated by 

times longer than the entire ablation process.  To do this, single pulses with a fluence of 100 

J/cm
2
 were manually generated and separated by times longer than a few seconds.  At this low 

value of the fluence, a single pulse is incapable of penetrating the Ag film and ablating the 

substrate.  The spectrum from each shot was recorded as shown in Figure 30.  For comparison, 

the spectra of single and double pulses with a total fluence of 200 J/cm
2
 are shown as well.  

While the first pulse replicates the basic features of the previous spectra, the second pulse in the 
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line is not seen at even the highest fluences.  This indicates that even at very low fluences, a 

single pulse is capable of ablating more than half of the Ag layer, but that the second pulse is 

unable to sample the underlying material until much longer delays.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 30 LIB spectra of the Ag/Al bilayer sample.  The bottom two traces represent the 

signal acquired by a single shot of 100 J/cm
2
 fired in the same spot separated by a 

few seconds.  The top two curves represent a single shot (SP) and double pulses 

with a 104 ps delay (DP) with a total fluence of 200 J/cm
2
.  The spectra are 

vertically offset to ease viewing. 
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4.4 Discussion 

It is informative to discuss further the three previously proposed mechanisms for the 

differences in efficiency of optical emission, ablation, and ion yield when using double pulses as 

compared to single ones.  The first mechanism, known as the liquid absorption model, proposes 

that the liquid layer generated by the first pulse absorbs energy more efficiently than the solid 

phase of the target, which would result in a higher energy density and therefore higher 

temperatures within the material [143].  These higher temperatures would then produce an 

increase in material removal and generation of excited species, giving an overall enhancement of 

the emission signal intensity.  The liquid absorption mechanism argues that the dependence of 

the signal enhancement on the delay between the pulses is due to the position of the melt front.  

After the first pulse, the high temperatures created at the surface propagate into the material 

melting deeper layers.  The initial increase in enhancement with delay is a result of the laser 

having more liquid to interact with.  At some point the liquid layer will exceed the optical 

penetration depth of the laser and the enhancement will no longer increase [142].  This provided 

a reasonable explanation of the plateau behavior of the emission signal that is not immediately 

evident in the plasma reheating model.  An explanation for the reduction in ablation efficiency 

was hypothesized by Singha et al. [135] to be due to the ablation products, created by the second 

pulse interacting with the ablation plume from the first pulse and then condensing back into the 

crater.  This was evidenced by an increase in amorphous material found within the crater when 

using double pulses.  Another strong argument for this mechanism was the dependence of the ER 

on fluence.  The liquid absorption mechanism predicted that signal enhancement would decrease 

as the fluence was increased due to increased plasma formation which would block the second 

pulse from interacting with the liquid phase [135].  Further evidence was given by Hu et al. [134] 

who showed that at very low fluences the ER actually decreased.  They argued that this was 
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because the lower available energy resulted in a slower melt front and increased resolidifcation, 

providing less liquid for the second pulse to interact with.  

 Although the liquid absorption model provides an adequate prediction of most of the 

trends in our results, its explanation of the decrease in ablation depth does not coincide with 

current knowledge of the mechanisms and timescales of ablation.  Experiments involving pump-

probe microscopy imaging [150, 145] and time-resolved x-ray absorption spectroscopy [151] as 

well as molecular dynamics simulations [152, 153] all show that the formation of an ablation 

plume from actual material ejection does not begin until after ~30 ps or longer.  The liquid 

absorption mechanism suggests that the ablation plume created by the second pulse would 

interact with that created by the first pulse, but this interaction could only occur for delays much 

longer than used in our experiments.  Also, the liquid ablation model assumes that at first a 

deeper crater is formed, due to the better coupling of the laser to the liquid phase.  This does not 

coincide with our results presented in Figure 30, where it was shown that two pulses separated 

by a very long delay (>1 sec) are able to dig deeper into the sample, where no liquid would be 

available for the second pulse, than double pulses separated on ps timescale.  This was true even 

for short-delay double pulses with ~50 times higher fluence.  Although the double pulses are able 

to enhance the signal, they do not seem to be actually removing more material during the 

interaction time. 

 The second mechanism, which has received much less attention, is based on the 

dependence of the electron thermal conductivity,   , on the ratio of the temperatures of the 

electrons,   , and the lattice,   .  Hohlfeld et al. [154] showed that    decreased as the electron 

and lattice temperatures equilibrated.  Noel et al. [139] postulated that at short delays before the 

electron and lattice could equilibrate, the resulting high    would mean that the energy of the 
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second pulse could penetrate more deeply.  This would favor increased nanoparticle production 

and ablation efficiency.  Conversely, as     ⁄  approaches unity, the electron thermal 

conductivity would be smaller and the laser energy would be more confined, resulting in a higher 

temperature gradient favoring increased atomization and smaller ablation depths.  The transition 

from nanoparticle production to atomization would result in a higher optical emission and ion 

production.  

 Our experimental results are in sharp contrast with the predictions of the second 

mechanism.  First, the electron conductivity mechanism would predict that   , and therefore the 

confinement of the absorbed energy, should be higher for more intense irradiation.  This in turn 

should cause an increase in atomization and therefore signal enhancement.  Instead our results 

show that the ER actually decreases with increasing fluence.  A second consequence of 

increasing fluence would be to increase the time it takes for the electron and lattice to reach 

thermal equilibrium and, hence,    would remain higher for longer.  Again, our results contradict 

this prediction and show that the time constant associated with the ER versus delay decreases 

with fluence in the lower intensity regime, and increases only slightly in the higher intensity 

regime. 

 The final mechanism, known as the plasma reheating mechanism, was primarily invoked 

to explain the reduction in ablation efficiency when using double pulses separated by longer than 

a few ps.  Multiple studies have shown that three distinct timescales govern the ablation 

efficiency of double pulses [141, 144, 147, 155, 148].  For delays less than a few ps the resulting 

ablation crater depth was equal to that created by a single pulse of same total energy.  This is 

reasonable because the electron-lattice equilibration time,    , is on the order of a few ps in 

metals.  This meant that the energy of the first pulse had not been dissipated and no significant 
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expansion or ablation had occurred by the time the second pulse arrived, such that the energy of 

the second pulse was absorbed as if the pulses had arrived simultaneously.  In the second time 

domain, the ablation depth for double pulses decreased monotonically with increasing delay up 

to 10-20 ps, at which point the ablation depth of the double pulse was equal to that created by a 

single pulse of half the total energy.  This indicated that only the first pulse was responsible for 

ablating the material and that the energy of the second pulse never reached the surface, either 

being reflected or absorbed by the plasma created by the first pulse.  Some studies have shown 

that the ablation depth of double pulses, separated by more than 10-20 ps, had a smaller ablation 

depth than a single pulse of half the total energy [144, 146].  This result was explained by 

Povarnitsyn et al. in terms of the pressures created within the material [146].  They performed a 

hydrodynamic simulation using a Cu target, mapped the evolution of the pressure within the 

material, and found that when the first pulse strikes the surface, compressive pressures on the 

order of tens of GPa are setup.  The target responds, creating a rarefaction wave achieving 

negative pressures within the material on the order of a few GPa after ~20 ps.  This negative 

pressure is responsible for the mechanical spallation of the liquid phase resulting in ablation.  

When the second pulse arrived later than ~5 ps, it was found that it was absorbed in the nascent 

ablation plume at the surface of the material.  This resulted in the generation of a high-pressure 

region on the surface and a subsequent shock wave that diminishes the action of the rarefaction 

wave.  The simultaneous enhancement of the plasma and atomic emission, on a similar timescale 

as the ablation reduction, is attributed to the heating of the plasma, resulting in a plasma with a 

higher temperature and longer emission lifetime. 

Although a complete description of the interaction of double pulses most likely includes a 

combination of different mechanisms, our results most closely match the predictions of the 
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plasma reheating model.  One of the strongest arguments supporting the plasma reheating 

mechanism is the trend of the signal enhancement with respect to delay between the pulses.  The 

time constants of the rise of the ER are nearly identical for Al and Ag.  One would expect that if 

the increase in signal intensity were due to an increase in the coupling efficiency of the 2
nd

 pulse 

to the sample surface, the time constant would be very different for the two layers, inasmuch as it 

would take much longer to reach the lower Al layer.  Instead, the time constant is probably 

related to the timescale for the formation of the plasma and ablation plumes.  Further evidence 

for this mechanism is found in experiments which have shown that the use of time-delayed 

double pulses results in a hotter plasma, with longer emission times [137], as well as an 

increased expansion velocity [140], and luminosity [155].  These plasma characteristics were 

also seen to increase with delay between the pulses on the same timescale as the signal 

enhancement in our data.   

As previously indicated in Figure 25, Al has a slightly higher ER than Ag for all delays.  

Since the optical penetration depth in Ag is only ~10 nm [156], and at our intensities the target 

becomes fully ionized, the Ag layer is much more highly excited than the underlying Al layer, 

which becomes ionized and excited only through secondary interactions with the plasma.  

Therefore, at the time of arrival of the second pulse, there is much more unexcited Al than Ag 

leading to a disproportionate enhancement of the Al signal compared to that of Ag.  The effect of 

fluence on the ER is similarly related to the ability to ionize and excite more of the target 

material.  As the intensity of the pulse is increased, a larger fraction of the material reaches and 

stays in an excited state, such that the second pulse has less material to excite.   

 The tendency of the ER time constant to lessen at higher fluences indicates that the 

formation of the plasma and ablation constituents into an optimum state occurs more quickly.  
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The fact that the signal enhancement remains fairly constant after ~40 ps, which is also the 

timescale for the formation of the ablation plume, shows that once material begins to be ejected 

from the surface the amount of energy that can be absorbed by the plume does not change much.  

It is only with increasing fluence, expediting the ablation process, that this timescale is 

shortened.   

 In conclusion, it seems most probable that the enhancement of the signal intensities in 

laser-induced breakdown spectroscopy using double pulses is due to the interaction of the 2
nd

 

pulse with the plasma created by the 1
st
 pulse.  This interaction results in an increase in the 

number of excited species as well as creating a hotter plasma with a longer emission lifetime.  

Knowledge of the proper mechanisms governing the ablation and plasma generation processes 

will undoubtedly improve the usefulness of fs lasers to commercial applications as well as 

fundamental research.



 
 

 
 

CONCLUSION 

 Early studies of light and how it interacted with matter determined the fundamental 

properties of reflection, refraction, diffraction, and absorption, but the invention of the laser has 

allowed scientists to explore completely new realms of this interaction where the much higher 

intensity of laser light gives rise to numerous new phenomena.  The laser has revolutionized 

many aspects of all the scientific fields, as well as creating completely new areas of study that 

could previously only be analyzed theoretically.  The ability of laser light to deposit a large 

amount of energy into a small volume of a sample and ionize it, resulting in plasma formation 

and ablation, has led to a close inspection of all how these processes occur.  Although the study 

of plasmas predates the invention of the laser by many years, the ability to create reproducible 

plasmas on any sample in a controlled laboratory setup is facilitated by the use of a laser.  This 

ability has made laser-induced breakdown spectroscopy (LIBS) an important technique for 

chemical analysis. 

 The interest in LIBS has been steadily rising since the mid 1990’s where less than ~50 

papers, specifically on LIBS, were published annually, to present times where over 500 papers 

are published each year [7].  This does not account for the many other papers discussing the 

individual phenomena which occur at each step of the LIBS process.  Also, since the year 2000, 

an international conference dedicated to LIBS is held every two years, showing that there is no 

doubt that LIBS is becoming a very popular technique, and that it is far from a completed 

technology.  The understanding of processes occurring during the laser-matter interaction such 

as, absorption, ionization, plasma formation, plasma dynamics, and ablation are still ripe for 

experimental investigation.  The development of ultrashort, high-intensity laser sources has 

given scientists the ability to study these phenomena on a femtosecond timescale.  



 
 

 
 

  

CONCLUSION (continued) 

The goal of the research presented in this thesis was to solve some of the current 

problems with LIBS.  We first investigated the continuum and discrete plasma emissions and 

found that the observed partial polarization is due to the reflection of the signal off the molten 

surface of the sample.  Further investigation of this phenomenon may provide a more accurate 

and time-resolved means of following the phase changes within the sample after irradiation by 

the laser.  The second experiment explored the hydrodynamic evolution of the plasma using a 

pump-probe technique.  By following the generation of the second harmonic as a function of 

pulse delay, we are able to estimate the expansion velocity and density of the plasma on a sub-

picosecond timescale.  Changing the intensity of the probe pulse also allows us to study the 

effects of the competition between the radiation pressure of the light and the thermal pressure of 

the expanding plasma, as well as the ionization of recombined and ablated species in the plasma.  

Future experiments employing pump-probe techniques of laser-induced plasmas will invariably 

provide important information of the processes occurring within these plasmas.   Finally, we 

examined the commonly used technique of dual-pulse LIBS, and determined that the 

enhancement of the signal intensity was due to the interaction of the second pulse with the 

plasma. The knowledge of the timescale that the plasma can absorb or block the second pulse 

from hitting the target is undoubtedly important to the laser machining industry, as well as to 

spectrochemists optimizing this technique.  Further research into the fundamental processes 

occurring during the interaction of light and matter will inevitably continue for a very long time, 

and although we may never reach a complete understanding, every piece of the puzzle brings us 

a little closer and opens the door to new and interesting fields of study.  
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