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SUMMARY

Composite scores are frequently used in medical education to reflect
aggregate information about a student’s performance. Combining assessment scores
into composites has been shown to be a successful practice in traditional medical
education models and is normally driven by the educational system in place. The
recent paradigm shift to competency-based medical education has been associated
with many implications for assessment. A major challenge emerged about the
procedure of combining assessment information in competency-based models, and
the validity of decision-making based on composites. In this study, we examined
validity evidence associated with traditional composite scores and consequential
decision-making, and that associated with reformulated composites based on the
competency framework. Furthermore, a third decision model about students’
academic progress was built from deliberations among education experts. All
assessment data about third-year medical students were collected, in addition to

scores on International exams and information about residency placement.

Our results showed that the reliability of composite scores is adequate for
the scope of their use, irrespective of the medical education system that drove their
formulation. However, associations were more meaningful and interpretable in the
decision model based on the competency framework, in comparison to the
traditional model. The three models yielded an absolute agreement in 67.4% of
cases, and a re-classification of students’ academic status in the rest. Correlations

with external criteria (performance on International exams and residency

ix



SUMMARY (continued)

placement) demonstrated that decisions ensuing from the three models are
supported by consequential validity evidence, and that the second model, using
competency-guided composite scores, provided a better classification accuracy,

especially in the borderline spectrum of performance.

Finally, our findings suggest that the use of composite scores is associated
with defensible decisions about student advancement irrespective of the medical
education model. However, decision models differ with their ability to address the
challenge of identifying struggling students. Although the advancement of
competency-based medical education had implications over assessment,
formulating composite scores as measures of competencies is feasible and seems to

yield better classification decisions.



I. INTRODUCTION

A. Background

For making decisions about students’ performance, educators frequently
combine scores from multiple tests, yielding one composite score that represents an
indicator of a student’s overall performance (1). This practice is rooted in the
common understanding that combining scores of different but inter-related aspects
of a performance provides a panoramic assessment of that performance by
comparison with the granular view generated by looking independently at
individual components of a performance. Composite scores are used in various
domains and accordingly, they might have different meanings. In the food industry
for example, composite scores help reducing information overload so that
consumers get a fast impression about a product (2). In ranking schools and
universities, different measures are combined into an overall score that indicates
which school or university performs better than the others (3). In admissions to
medical schools, information from various sources is combined to make a selection
recommendation about each applicant (1). In medical education, trainees are
routinely tested for their abilities in three domains: knowledge, skills and attitudes,
and their overall performance frequently is determined from a composite that

combines scores obtained in these different domains (4, 5).

The use of composite scores has been frequently challenged in the literature
with regard to validity, reliability, and psychometric characteristics of composite

components, weighting procedures, and the tendency of composite scores to



average performance across domains, with little differentiation or discrimination
between trainees (1, 6, 7). Each of these concerns has been addressed to a different
extent in the literature so that composite scores used in medical education today are
frequently defensible when considering the technical and psychometric standards
(8).

The recent paradigm shift from traditional time-based medical education to
competency-based medical education (CBME) in graduate and undergraduate
programs has been associated with many implications for assessment (9, 10, 11).
Moreover, the concept of ‘entrustment’ that was recently introduced (12), to
constitute the basis for decision-making about academic progress of trainees re-
challenges the utility of composite scores in informing such decisions. Therefore, the
purposes of this study are twofold: 1) to examine validity evidence supporting the
use of composite scores in decision-making in traditional medical education models,
and 2) to explore the effect of longitudinal monitoring of performance using

composites and that of expert deliberations on decision-making.

B. Computation of Composite Scores

To generate composite scores, one should first determine the construct that
the composite score is intended to reflect. Subsequently, constituting elements or
components should be defined, followed by the application of individual weights to
each of these components, following a specific rationale. Every step in this process
implies thoughtful reflection about evolving matters such as: Is the construct one-

dimensional or multidimensional? In the latter case, what are the different



dimensions that define the construct of interest? Are all these dimensions important
to consider? Are these dimensions distinct, correlated, or interchangeable? How can
different scores measuring these dimensions be combined into a single meaningful
score? For example, in awarding driving licenses, the construct is the ability to drive
with a reasonable level of safety for self and others. This is a multidimensional
construct that requires proper knowledge about traffic law, in addition to adequate
driving skills demonstrated through performance. Both components are equally
important and independently essential for the construct; therefore, measures of
knowledge and skills should be looked at distinctly and independently. In other
terms, the two measures do not overlap and are not exchangeable; hence, high
performance on one test cannot compensate for a low performance on the other,
which mandates a non-compensatory approach in decision-making about granting
the license and makes deriving a single composite score unreasonable. On the other
hand, the clinical performance of a medical student in a clerkship involves various
inter-related dimensions of a skill or competence and encompasses the integration
of more than one competency. Although these sets of competencies are not
exchangeable, there is frequently a content overlap between them, making a
compensatory approach to decision-making more reasonable. In other terms, a
medical student may score high on a knowledge test and perform less well on a
communication skills station in an OSCE (Objective Structured Clinical
Examination). A high performance on one exam may compensate for a low

performance on another exam. Therefore, a battery of tests measuring different but



overlapping dimensions of a performance can be computed into a composite score,

constituting an overall measure of a student’s clinical performance (1).

C. Psychometric Characteristics of Composite Scores

Assessment is used to serve one or more of the following purposes: 1) to
improve instruction (developmental); 2) to assess achievement level and attainment
of competencies (making decisions); 3) to identify and screen for student
weaknesses (facilitating interventions); 4) to measure outcomes (informing
program evaluation); and 5) to predict future performance (predictive). Combining
scores from multiple assessments into one composite score is usually linked to
decision-making. Given the high-stake nature of the purpose from generating
composites, rigorous quality assurance measures should be applied (10). Issues of
validity and reliability of composite scores have confronted educators and
researchers for decades (1, 13-19). In demonstrating the validity of inferences made
from composite scores one would identify an external criterion and base the
judgment on how well the composite score relates to this criterion. However, in the
health professions education, it is very hard to isolate only one criterion defining
good clinical performance; therefore, we frequently use surrogates of this criterion
to conduct validity studies. For example, scores on standardized International
exams are often used as indicators of performance in these studies. Furthermore,
since reliability puts an upper bound on validity, it has been more frequently
examined in the literature. It is generally well known that the reliability of longer

tests (composites) is higher than that of shorter tests (components) (1, 20).



Weighting of components has been the most challenging step in generating
composite scores, especially in the absence of a real external criterion. Several
approaches to differential weighting have been examined in the literature:

1. Weighting by importance: In this approach, weights are attributed
according to the importance of the content to be tested. Normally this
approach drives test development; for instance, if a content area is more
important than another in the general domain, more time is given for its
teaching and more questions assessing knowledge of this content will be
included in the exam, indirectly leading to more weight. Similarly, in a
composite including a battery of varied assessments, those that test for the
more important domain would be given a higher weight (21). In this case,
weighting is determined by experts in the subject matter through a
consensus process.

2. Applying effective weights: Using this approach, weights are applied based
on the statistical contribution of each component score to the total composite
variance. If all components are attributed a nominal weight of one, the
component with the largest standard deviation will contribute more to the
composite score (22). This approach is very rarely used in current
competency-based assessment.

3. Reliability weighting: This approach aims to maximize reliability of the
composite score by attributing more weight to more reliable tests. Normally,
composite score reliability is higher than the reliability of individual

components scores, but this depends on the weighting applied, the



correlation between component scores, and their reliability. However,
improving reliability of the composite is not necessarily associated with a
better validity (1, 18, 19).

4. Validity weighting: In this approach, weights are attributed to maximize
validity. Normally, validity studies involving composite scores correspond to
correlation analyses between scores and an external criterion of
performance. For example, a clerkship composite score can be correlated to
performance on International exams testing for similar constructs (4, 23).

Similarly, maximizing validity may lower reliability of the composite (19, 22).

Irrespective of the method used to attribute differential weights to
components, an important aspect to consider is the standardization of component
scores. In other terms, component scores having the widest distribution (largest
standard deviation) contribute more weight to the composite compared to those
with narrower distributions (smallest standard deviation). Therefore, transforming
raw scores into linear standard scores neutralizes the differential weighting that is
implied by component distribution and allows a real application of a desired
effective weight to each of these components (20, 24). Generally speaking,
composite scores are associated with higher reliability of rating compared to
individual component rating, and the validity of inferences is determined by

reliability and weighting of components, in addition to their correlation.



D. Composite Scores and Decision-Making

In medical education, composite scores are frequently generated to provide
an overall impression about a trainee’s performance and to inform decisions related
to academic progress. Two approaches to decision-making involving composite
scores exist: compensatory and non-compensatory (1). In the compensatory
approach, performance on one test compensates for performance on another test
and is frequently applied in education, especially when overlap between
components of the same construct exists. In the non-compensatory or conjunctive
approach, individual components measure different and independent dimensions of
the construct, and hence mandate passing each component (or some components)
separately in order to pass the whole test. The non-compensatory approach is not
frequently applied in medical education, except in a few cases where constructs
directly impacting patient safety are involved. For example, while performing a
procedure (inserting an intravenous line for example), a trainee may complete all
necessary steps impeccably but may omit to correctly identify the patient.
Therefore, a procedure that is correctly performed on the wrong patient
significantly endangers healthcare. In such instances, although items on the
procedure checklist may be weighted equally, the item related to patient safety will
be considered separately and a failing grade will be given to the attempt if this step
is omitted, even if the checklist score was high. In this case, a blended approach
(compensatory and non-compensatory) may apply (25). For example, a trainee
must perform, appropriately, specific items on the checklist (non-compensable

items) and satisfactorily complete a pre-established number of the remaining items



(compensable). The non-compensatory approach to decision-making then

predominates (20).

E. Competency-Based Medical Education and Composite Scores

In the new era of CBME, curricular planning is conducted backward from
pre-established desired outcomes to content design, time in learning is de-
emphasized in favor of mastery of learning, and trainees are expected to
demonstrate competence before progressing academically (9). Achieving
competence frequently involves the integration of various abilities (cognitive,
psychomotor and affective); hence, assessment in CBME continues to rely on a
thoughtful and meaningful combination of assessment data about a trainee’s
performance from multiple sources of information (26, 27). In 2010, Holmboe and
colleagues identified key features of effective assessment in a competency-based
education. These include: 1) continuous and frequent assessment with formative
and summative components; 2) criterion-based assessment using a developmental
approach; 3) competency-based assessment, including robust work-based
assessment tools; 4) assessment tools meeting minimum quality standards; 5)
inclusion of a qualitative and narrative approach to assessment; and 6) involvement
of various stakeholders in assessment (10). Despite the availability of guiding
principles, many challenges persist in designing effective assessments, especially
with the more recent shift towards “entrustment” as a potential outcome in CBME
and the need to continuously make high-stake decisions. As clearly stated by

Holmboe and colleagues (10),



“At the program level, effective assessment provides the information and
judgment necessary to enable program-level decisions about trainee
advancement to be made reliably and fairly.” (2010, p. 676)

assessment data could be aggregated in different ways to inform decision-making as

long as psychometric validity evidence is secured.

In undergraduate medical education (UME), competency framework
highlights a number of challenges compared to graduate medical education (GME),
where the performance of the graduate is more readily defined by the criteria of the
specialty (10). In GME, CBME is implemented using an organizing framework of
competencies and assessment data are compiled in a portfolio and analyzed by the
Clinical Competency Committee (CCC). In UME on the other hand, applying a
competency framework has been more challenging with regard to both, design and
assessment (11), and content-specificity seems to impact more significantly
decisions about academic progress. More specifically, medical students during their
clinical years rotate in different clerkships, which mandates in traditional clerkship
models a certain level of achievement in the specialty (clerkship) itself. Decisions
about student’s advancement to the senior clinical year will then depend on
achievements in each clerkship block, normally using composites of clerkship
assessment scores. On the other hand, the competency framework implies that
decisions on students advancement be made longitudinally across clerkships, based

on aggregate assessment data (as distinguished from the clerkship block), either
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using composites of longitudinal assessment scores or relying on deliberations
among educators, similar to those conducted in a CCC at the graduate level.

While the use of composite scores in traditional education models has been
supported by validity evidence, it is still unclear how to combine scores from
different assessments to determine competence and inform decision-making in
CBME (11). In the traditional model for example, students rotating in Internal
Medicine are tested for their knowledge in the specialty (using a multiple-choice
questions exam for example), skills in history taking, physical examination,
communication, and others (using OSCE and direct observations), and attitudes
(using OSCEs and direct observations), and their scores on these tests are combined
to facilitate decisions about passing the clerkship. In the outcome-based model,
determining competence in Patient Care for example [one of the Accreditation
Council on Graduate Medical Education (ACGME) competencies] relies on a pre-
requisite knowledge, and the integration of this knowledge with the required skills
and necessary attitudes to deliver optimal patient care. Identifying measures of
milestones in Patient Care and combining scores to determine competence remain a
real challenge. Using the Albert Einstein quote, “Not everything that counts can be
counted and not everything that can be counted counts”, we suggest that the
generation of composite scores be based on a clear rationale that brings meaning to
assessment in the context of the profession as suggested in a recent study by Park

YS etal (5).
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At the Lebanese American University (LAU) School of Medicine in Lebanon,
the clinical years are designed following the traditional clerkship model, whereby
students rotate in clerkship blocks and complete exams specific for each clerkship.
At the same time, outcome competencies are defined based on the CanMEDS roles
(Appendix A) and students’ performance on each of the competencies is monitored
throughout the year without impacting any decision toward students' progress.
Instead, composite scores generated from clerkship exam grades inform summative
decisions. Therefore, the purpose of this thesis is to examine validity evidence
supporting the use of composite scores in decision-making in different medical
education models and to contrast these decisions with those made from

deliberations among education experts.

F. Research Questions

Research question 1: What are the sources of validity evidence associated

with the use of traditional composite scores in UME to justify decision-making?

Research question 2: How does the re-computation of composite scores

using the competency framework impact decision-making?

Research question 3: How does deliberation among education experts about

students’ performance impact decision-making?



II. METHODS

A. The Educational Program

The MD program at LAU follows the American model of medical education
(four years) and matriculates between 45 and 55 students each year. The program
adopts outcome competencies derived from the CanMEDS roles (Appendix A). The
clinical years (Med III and IV) include a traditional clerkship model of clinical
rotations. The third year consists of seven core clinical clerkships including internal
medicine (IM), surgery, pediatrics, obstetrics and gynecology (Ob-Gyn), primary
care (PC), neurology, and psychiatry. These clerkships are distributed throughout
the academic year and students rotate on different clerkships in pre-established
groups. The fourth clinical year consists of more specialized clerkships, selective
rotations, and electives. Recommendations for academic progress are made by the
Student Promotion Board (SPB), formed of various Deans, Department Chairs and
Clerkship Directors. Decisions are made using the Grading and Promotion policies of
the school that mandate in the third clinical year passing each of the core clerkships
as a condition for promotion to the senior clinical year. Achieving competence is
therefore defined for the clerkship and not for the competency domain. The SPB
makes four types of decisions consistent with the school policies: 1) promotion to
the senior clinical year without any further requirements; 2) promotion to the
senior clinical year with academic monitoring (borderline passing students); 3)
denial of promotion until a remedial work is completed such as repeat of a clerkship
or a course; and 4) repeat of the Med Il year. Assessment of learning involves the

use of both formative and summative tools. A battery of tests that are specific for

12
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each clerkship includes multiple-choice questions (MCQs) and OSCEs, in addition to
workplace-based assessment [clinical performance evaluations, mini-clinical
evaluation exercises (mini-CEX), and 360 degree patient and staff evaluations].
Formative assessments (mini-CEX and 360 degree evaluations) are used only to
provide feedback and do not contribute to decision-making. Scores on summative
assessments, on the other hand, (MCQs, OSCEs and clinical performance
evaluations) are combined into composites using the weighted means to inform
decision-making. Weighting has been determined for each clerkship, based on
consensus among content experts, who were guided by general recommendations
published by the Dean’s Office. These recommendations involve the following: 1)
use of the modified Angoff method to set standards for passing MCQs examinations
and the Borderline Group method to set standards for passing OSCE; 2)
transformation of raw scores into linear standard scores before applying differential
weights; and 3) application of differential weights that value clinical evaluations by
attributing at least an equal contribution of clinical evaluations as other assessment
tools. Standard setting procedures are conducted by trained faculty who are experts
in the content area of each MCQs examination and who are direct observers of
examinees for OSCE. The modified Angoff is used to set standards of passing for
MCQs examinations and the borderline group method for each OSCE station. Passing
score for all tests is set arbitrarily at 70% and all scores are scaled to this passing
standard after standard setting procedures. Decision-making involves a blended
approach whereby passing a clerkship requires a passing clerkship composite score

and a passing score on the clinical performance evaluation (CPE). The latter
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depends on frequent and direct observations of trainees by trained judges who
provide rating on 10 items following a developmental scale with clear anchors
(Appendix B). Concomitantly, performance of trainees in the different competency
domains is monitored but without any impact on decision-making. Students have
the option to take the United States Medical Licensing Examinations (USMLE).
However, scores of examinees on these exams are never used for promotion

purposes; instead, they are considered in internal program evaluation.

B. Conceptual Frameworks

Two complementary conceptual frameworks were selected to situate this
study. The first one frames the approach to validity that is adopted in defending the
use of composite scores. The second framework relates to decision-making that is

used in expert deliberations and judgments about students’ academic progress.

1. Validity conceptual framework

The concept of validity has evolved over time. The criterion model
was first introduced and consisted in validating an assessment based on how
accurately it estimates an external criterion (14, 28). The content model evolved
later to attribute validity, based on a sample of performance, only if this sample
satisfies specific criteria of representativeness, fairness, and controlling for errors
(29, 30). More recently, the construct model was advanced, defining validity as the
evidence that supports inferences made from assessment data. Therefore, the

contemporary validity theory as described by Messick and Kane (31-33) embraces a
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unitary approach to validity as construct validity, and involves a process of building
scientific arguments to support or refute intended interpretations of assessment
data. Five sources of validity evidence have been suggested by Messick (1995):
content, response process, internal structure, relations to other variables, and
consequences of testing (31). In this study, Messick's validity framework is used to
examine existing validity evidence related to internal structure, relations to other
variables and consequences supporting the use of clerkship and end-of-year
composite scores in the third medical year. Furthermore, reformulated composites
based on the competency framework are tested for internal structure, relations to
other variables and consequential validity evidence as well. Decisions from expert

deliberations are assessed with regards to ensuing consequences.

2. Decision-making framework

High-stakes decisions are data-driven. This concept of data-driven
decision-making has been explored at large in the literature and involves a multi-
step process that has been implemented in different situations and educational
contexts (34, 35). This process starts by defining what matters first, then identifying
appropriate measures of the construct of interest, followed by information
generation through the interpretation of collected information. Swang (36) wrote
that:

“Data is made up of raw facts, numbers and text and becomes

information when it is put into context so that the relationships, between data can



16

be understood. Knowledge occurs when information is combined with experience

and judgment to understand the patterns of the information.” (2009, p. 108).

Making sense of assessment data corresponds to formulating
plausible assumptions and inferences. Decisions follow this semantic interpretation
of data and have consequences attached to them (32). The steps that precede
decision-making are sometimes consolidated in a policy (or decision rule) that
guides final decisions. In other instances, such as the deliberations that occur in a
CCC, decisions are not necessarily determined by policies; instead, semantic
interpretations and decisions are entangled. Therefore, evaluating a decision-
making process involves the evaluation of its consequences. Kane (33) wrote that:
“Policies are not true or untrue, accurate or inaccurate. They are effective or
ineffective, successful or unsuccessful.” (2006, p. 51). Therefore, evaluating the
decision-making process based on traditional composite scores and contrasting it
with the competency-based generated composite scores and with expert
deliberations will be based on comparison of consequential outcomes (academic
progress) and their correlation with other outcome measures (such as performance
on International exams and placement in residency programs). This concept joins
the consequential validity and relations to other variables as a source of validity

evidence in Messick’s framework.

In parallel, the ACGME framework on the structure, implementation,

function, and utility of a well-functioning CCC (37) has been used to guide the
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formation and operations of the undergraduate Performance Appraisal Committee
(PAC) in charge of making decisions on medical students’ progress independent of

composite scores.

C. Study Design

1. Data

In order to obtain data about residency placement, we included data
from two consecutive classes of 2014-2015 and 2015-2016, where assessment
forms, tests and policies remained unchanged. Information about students’
performance in the third medical year (Med III), including test scores and narrative
assessment and comments was collected from the Dean’s office. Furthermore, the
following data were obtained as well: clerkship composite scores, end-of-year
composite scores, conditions of test administration, exam blueprints and content
outline, standard setting procedures and score scaling, SPB decisions, and student
performance on the USMLE. Students’ placement in residency programs was
obtained from the exit surveys. The study proposal was determined by the UIC IRB
as not involving “human subjects” as defined in 45 Code of Federal Regulations
46.102 (UIC Research Protocol # 2017-0326). It was also exempted from review by

the LAU IRB.
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2. Current decision model defined by school policies (decision

model 1)

The current decision model involves a blended approach to decisions
about students’ performance. This conjunctive-compensatory rule states that
promotion to the senior clinical year is granted only after the following criteria are
fulfilled:

a. Passing all clerkships, which corresponds to obtaining a passing
clerkship composite score AND a passing CPE score,

b. Satisfactory completion of all assigned remedial work, and

c. Compliance with policies and code of conduct
Students who achieve the listed criteria but receive a clerkship composite score
below 73% on two or more clerkships, will require academic monitoring during
their senior year. Any student who fails only one clerkship is granted remedial work
(repeat of failed clerkship) that should be satisfactorily completed before promotion
is authorized. Students who fail two or more clerkships are denied promotion and

should repeat the year.

3. Development of decision models 2 and 3: Consensus building

The PAC consisted of eight members and included Med III clerkship
directors, dean of education and education experts at the school. The committee was
involved in two major tasks: 1) to develop decision model 2 that depends on

composite scores, reformulated to measure program competencies; and 2) to make
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decisions on promotion based on deliberations that are informed by all available
quantitative and narrative assessment results.

In line with the ACGME guidelines, committee members were
informed of their roles and responsibilities, the purpose of the meetings and types
of decisions expected.

The purpose of the first meeting was to accomplish the following:

a. Determine assessments and assessment components that measure each of
the competency domains

b. Agree on specific weights yielding one composite score for each competency
domain

c. Formulate a decision rule based on generated composite scores

Prior to their first meeting, members received a detailed description
of the program outcome competencies and the assessment system at the school, in
addition to documents describing school policies that direct decision-making about
trainees’ academic progress, which helped them develop a common understanding
about school proceedings and practices. Members were asked to reflect on the
outcome competencies, and to identify, among available assessments, components
that measure each of the competencies. During the first meeting, the committee was
briefed about the process of reaching consensus, which is based on cooperation,
participation, trust and valuing differences. Then, members received a proposal
prepared by the Principal Investigator (SAB) addressing the above three charges

and were asked to discuss the proposal and present their opinions and concerns.
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The proposal was then refined based on members’ input and was circulated in its
final version for their approval. The decision rule in this second model was the
following:
a. A student must receive a passing composite score for each competency
domain to be promoted to the senior clinical year
b. A student who fails the ‘Physician as Professional’ OR the ‘Physician as Care
Giver’ Role is denied promotion
c. A student who fails two or more of the three remaining Roles is denied
promotion
d. A student who fails one of the three remaining Roles is granted a remedial
e. A student with as passing score < 73% on any of the competencies requires

monitoring during the senior year

To accomplish the second task, the PAC convened again to discuss
promotion of students based on assessment data that included narrative
information from formative (mini-CEX and 360 degree assessments) and summative
(clinical performance evaluation) tests, in addition to all scores (clerkship MCQs,
overall OSCE grades and individual station grades, clerkship clinical performance
evaluation with scores on individual items on the form). Members received this
information 10 days prior to their second meeting and were asked to formulate a
rationale for the selection of students with borderline performance, and to
consequently identify these students for discussion and dialogue before a decision is

made. During the meeting, each member presented his/her individual rationale and
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the list of selected cases. Cases selected by more than two members were
immediately retained for discussion. Then, the preliminary list (generated from
common selections by more than two individuals) was presented to committee
members who were asked to raise any concern over any additional student they
may want to include in the list. Rationales were discussed and all members reached
a consensus about a final list of students whose performance was not considered to
be meritorious of a straightforward promotion. All meetings were audio-recorded
and transcribed verbatim. Using the grounded theory approach (38, 39),
proceedings of the second meeting were inductively analyzed independently by two
reviewers (SAB and RS) to determine themes and categories within the presented
rationale that underlined members’ understanding of and beliefs about a borderline
student. The two reviewers met to examine their coding and discuss areas of
disagreement. They reached a consensus about a final classification scheme, which
was reviewed again by a third party, member of the PAC for triangulation. This
qualitative approach served to support validity evidence associated with PAC

decisions.

D. Validity Study

1. Decision model 1

Validity of the clerkship and end-of-year composite scores was
examined in relation to internal structure, relations to other variables and
consequences. Internal structure validity evidence was assessed using reliability

estimates of each of the composite components and of the composite scores.
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Cronbach alpha for the MCQs exams, OSCEs and CPEs was estimated. An exploratory
factor analysis was conducted to identify the structure underlying judges rating of
clinical performance. The composite reliability was assessed using the stratified
alpha coefficient. Relations to other variables was conducted using association
studies among various measures of performance to facilitate triangulation. For
example, correlation among local test scores was examined and correlation between
clerkship grades, end-of-year grade and other outcome measures or indicators of
performance, such as students’ scores on the USMLE Step 1 and Step 2 Clinical
Knowledge (CK) was analyzed as well. Consequential validity evidence was
examined by analyzing associations between decision categories and an external
criterion, in this case, performance of students on standardized exams (USMLE) and

residency placement.

2. Decision model 2

The PAC in its first meeting agreed on the relative contribution of each
test or test component to the competency domains using existing information about
the program and outcome competencies and assessment tools and forms (Example
of an alignment table in Appendix C). This yielded differential weighting that was
applied to assessment data. The obtained composite scores were therefore
measures of the school CanMEDS Roles and were used to make decisions on
academic progress of students according to the newly defined decision rule. The
reliability of the obtained composite scores (Internal structure) was determined, in

addition to correlations among composites and between composites and external



23

measures of performance (Relations to other variables). Consequential validity
evidence was examined by comparing performance of students on USMLE and

residency placement between decision categories.

3. Decision model 3

During the second PAC meeting, members agreed on cases that should
be granted unconditional promotion, and discussed cases that were considered to
have a borderline performance using all available assessment data. Results of
deliberations yielded a consensus decision-making about these students’ academic
progress. Accordingly, committee members identified students who they think
would be promoted without any specific academic monitoring, those who would be
promoted but necessitating specific monitoring (borderline students), those who
should repeat a clerkship or a course, and those who should repeat the year.
Agreement level between committee members was examined using intraclass
correlation coefficient (ICC) as a reliability measure supporting internal structure
validity evidence. Consequential validity evidence associated with this model was
examined by testing associations between issuing decisions and the identified
external criteria (residency placement and students’ performance on USMLE). As
stated above, proceedings of this meeting were recorded and answers to the open-
ended question: “what was the rationale behind your selection of borderline students"”
and ensuing discussions were used in a qualitative analysis. The purpose was to
develop an understanding of how education leaders define a borderline

performance and whether they share a common mental model in an educational
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system where all information is shared and policies are communicated and

discussed.

4. Contrasting decision models
The three decision models were contrasted with regards to their
associations with USMLE scores and residency placement. Additionally, their level of
agreement was tested using Cohen’s kappa agreement coefficient, and disagreement
was analyzed in relation to the external criteria.

The design of the study is presented in Figure 1.

E. Statistical Analysis

Statistical analysis was conducted on SPSS, version 21.0 for Windows (SPSS
Inc., Chicago, USA). Students’ component and composite scores, as well as their
USMLE scores and residency placement were computed and de-identified at the
Dean’s Office before data were made available to the research team for statistical
analysis. All scores underwent raw-to-scale linear transformation after standard
setting procedures were applied. This transformation aimed to have a passing score
of 70% for all tests. Residency placement was computed as a three-category discrete
variable: matched in top choice, matched in a secondary choice, and unmatched.
Descriptive statistics were used to determine means and standard deviations of
continuous variables and frequencies and percentages of categorical variables (such
as frequencies and percentages of students within each decision category and those

within each residency placement category). Cronbach alpha was measured as a
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reliability estimate for each local test, and stratified alpha for the composite scores,
accounting for the reliability of each component score and the attributed weight. An
exploratory factor analysis was conducted on ratings of judges provided about
students’ clinical performance using promax rotation. Kaiser-Meyer-Olkin was used
to determine sample adequacy. Factor loading greater than 0.4 was considered
significant for retention. Associations between test scores (continuous variables,
such as composites and USMLE) were conducted using Spearman rank sum test, and
associations between continuous variables and categorical variables (such as
between test scores and placement in residency programs) were examined using
Kruskal-Wallis test. Chi-squared tests with post hoc analyses using the adjusted
standardized residuals were used to compare percentages within and across
decision models. The independent-samples ¢ test was used for comparison of means
between 2 groups. One-way ANOVA was performed to compare means of USMLE
scores across decision categories and decision models, and across residency
placement categories, where applicable. Post hoc analyses were limited by the small
sample size in some groups; therefore, pairwise comparisons were conducted using
the independent-samples t test. Selection agreement between committee members
in model 3 was examined using the ICC. Cohen kappa coefficient was used to
determine agreement among different decision models. All tests were double-sided.

A two-sided p value < 0.05 was considered statistically significant.



Model 1
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Collection of Collection of Collection of Validity Study:
assessment Student USMLE grades Internal
scores, clerkship Promotion and information structure,
composite Board decisions about residency relation to other
scores, and end- on academic placement variables and
of-year progress consequences
composite score
Step 1 Step 2 Step 3 Step 4
Model 2
Formation of Re-formulation Collection of Validity Study:
Performance of composite USMLE grades Internal
Appraisal scores that and information structure,
Committee measure each about residency relation to other
CanMED role placement (done variables and
and decisions on in Model 1) consequences
academic
progress
Step 1 Step 2 Step 3 Step 4
Model 3
Collection of all Deliberations Collection of Validity Study:
assessment data and decisions on USMLE grades Inter-rater
including academic and information reliability and
narratives for progress about residency Consequences
deliberations by placement (done
the Performance in Model 1)
Appraisal
Committee
Step 1 Step 2 Step 3 Step 4

Figure 1. Study design.



III. RESULTS

A. General Characteristics and Assessment Scores of Study Cohort

Data about 86 Med III students were included in the analysis and are
presented in Table I. Mean age was 25.24 + 0.86 years. Thirty-six students (42%)
were females. Average MCQs scores ranged between a minimum of 66.29 + 6.72 in
the Neurology clerkship and a maximum of 79.14 + 5.65 in the Psychiatry clerkship,
OSCE scores between 69.97 + 9.1 in the Pediatrics clerkship and 84.23 + 7.37 in the
Ob-Gyn clerkship, CPE scores between 82.09 + 2.56 in the Surgery clerkship and
89.65 = 4.03 in the Psychiatry clerkship, and clerkship composite scores between
78.18 + 4.54 in the Neurology clerkship and 84.68 = 3.28 in the Psychiatry clerkship.
Forty-one students (47.7%) presented USMLE Step 1 and scored on average 228.27
+17.9 and 33 (38.4%) presented USMLE Step 2 CK and scored on average 237.58 =

17.26. Twenty-six students (30.2%) presented USMLE Step 2 Clinical Skills (CS) and

25 (96.2%) of them passed.

27



TABLE |

GENERAL CHARACTERISTICS AND ASSESSMENT SCORES OF STUDY COHORT
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Characteristic

Value (N=86)

Age mean (SD)

25.24 (0.86)

Gender n (%)

F 36 (41.9%)
M 50 (58.1%)
Assessment Scores* [Mean (SD)]
IM
MCQ (30%) 75.00 (6.96)
OSCE (30%) 79.27 (8.46)
CPE (40%) 83.73 (2.88)
Clerkship Composite Score 79.77 (4.13)
Surgery
MCQ (30%) 77.43 (5.98)
OSCE (30%) 76.38 (7.78)
CPE (40%) 82.09 (2.56)
Clerkship Composite Score 78.98 (3.33)
Pediatrics
MCQ (30%) 75.70 (7.77)
OSCE (25%) 69.97 (9.10)
CPE (45%) 85.18 (3.47)
Clerkship Composite Score 78.53 (4.58)
Ob-Gyn
MCQ (35%) 77.28 (6.29)
OSCE (30%) 84.23 (7.37)
CPE (35%) 84.37 (2.26)
Clerkship Composite Score 81.84 (3.77)
Primary Care
MCQ (25%) 78.86 (5.95)
OSCE (30%) 74.42 (8.51)
CPE (45%) 82.18 (3.06)
Clerkship Composite Score 78.63 (4.14)
Neurology
MCQ (30%) 66.29 (6.72)
OSCE (30%) 79.84 (11.9)
CPE (40%) 85.85 (4.00)
Clerkship Composite Score 78.18 (4.54)
Psychiatry
MCQ (25%) 79.14 (5.65)
OSCE (25%) 80.28 (8.07)
CPE (50%) 89.65 (4.03)
Clerkship Composite Score 84.68 (3.28)

USMLE Grades [Mean (SD) for Step 1 and 2 CK; n (%)
for Step 2 CS]

Step 1 (N=41)
Step 2 CK (N=33)
Step 2 CS (N=26)
Pass
Fail

228.27 (17.90)
237.58 (17.26)

25 (96.2%)
1(3.8%)

*Percentages represent percent contribution (weight) of each component score to the clerkship

composite score.

Abbreviations: F: Female; M: Male; IM: Internal Medicine; MCQ: Multiple-Choice Questions; OSCE:

Objective Structured Clinical Examination; CPE: Clinical Performance Evaluation; Ob-Gyn: Obstetrics

and Gynecology; USMLE: United States Medical Licensing Examination; CK: Clinical Knowledge; CS

Clinical Skills.




B. Validity Evidence Supporting Decision Model 1

1. Reliability of administered assessments

The reliability of individual assessment tests was estimated using

29

Cronbach alpha and that of composite scores (clerkship composite scores and end-

of-year score) using stratified alpha coefficient. Reliability of MCQ scores ranged

between 0.449 in Psychiatry and 0.749 in IM, that of OSCE scores between 0.485 in

Ob-Gyn and 0.718 in Psychiatry, while all CPE scores had a reliability estimate > 0.8,

and clerkship composite scores a reliability between 0.767 in Neurology and 0.888

in Pediatrics. The reliability of the end-of-year composite score was 0.811.

Reliability data is presented in Table II.

TABLE II

RELIABILITY ESTIMATES OF ADMINISTERED TESTS

IM Surgery | Pediatrics | Ob-Gyn | Primary | Neurology | Psychiatry
Care

MCQ 0.749 0.655 0.649 0.675 0.470 0.589 0.449
OSCE 0.534 0.535 0.688 0.485 0.510 0.629 0.718

CPE 0.940 0.910 0.948 0.940 0.888 0.880 0.938
Clerkship 0.854 0.774 0.888 0.832 0.800 0.767 0.829
Composite Score

End-of-Year Score | 0.811

Abbreviations: IM: Internal Medicine; Ob-Gyn: Obstetrics and Gynecology; MCQ:

Multiple-Choice Questions; OSCE: Objective Structured Clinical Examination; CPE:

Clinical Performance Evaluation.
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2. Exploratory factor analysis

All correlation coefficients, communalities and anti-image correlations
were adequate (all communalities were > 0.25 and factor loadings > 0.4). Kaiser-
Meyer-0Olkin measure of sampling adequacy was 0.942. Bartlett's test of Sphericity
yielded a P value <.001. Factor analysis, using the maximum likelihood estimation
method with an examination of the Scree plot, could display items over two factors,
explaining 63.57% of the total variance of the dataset (49.76% for factor 1, and
13.80% for factor 2). The promax component rotation gave the structure displayed
in Table 3. P value for all correlation coefficients was <.001. The two factors were
labeled as (1) global patient care, and (2) personal and interactive conduct.

Cronbach’s alpha was 0.883. Results of factor analysis are presented in Table III.



TABLE III

EXPLORATORY FACTOR ANALYSIS: ITEM-LEVEL FACTOR LOADING
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[tem Factor 1 Factor 2
Fundamentals of Knowledge 0.813

Management 0.796

Critical thinking/Clinical decision making 0.792

History taking 0.754

Oral presentations 0.617

Physical examination 0.608

Written notes 0.601

Self reflection 0.892
Professionalism 0.884
Communication skills 0.577
Cronbach alpha (Total: 0.883) 0.877 0.786

3. Relations to other variables

All MCQ exam scores had significant correlation across clerkships

(correlation coefficient ranged between r = 0.27, P=.01and r= 0.6, P <.01).

Correlation between OSCE scores across clerkships was significant only for IM with

Neurology (r=0.51, P<.01), IM with PC (r = 0.23, P =.03), IM with Psychiatry (r =

0.37, P <.01), Pediatrics with Ob-Gyn (r = 0.36, P <.01), Ob-Gyn with Neurology (r =

0.29, P <.01), Ob-Gyn with PC (r = 0.25, P =.02), and Neurology with Psychiatry (r =

0.38, P <.01). CPE scores correlated significantly across most clerkships.

Associations between tests within a clerkship were very variable. For example, only

MCQ and CPE scores were significantly correlated in IM (r=0.39, P <.01), MCQ and
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OSCE scores in Ob-Gyn (r=0.31, P <.01), MCQ and OSCE scores in Pediatrics (r =
0.33, P<.01), MCQ and CPE scores in Pediatrics (r = 0.23, P =.04), MCQ and CPE
scores in PC (r=0.31, P<.01), and CPE and OSCE scores in PC (r=0.31, P<.01),
while assessment scores did not correlate in Surgery, Neurology and in Psychiatry.
USMLE scores correlated significantly with most clerkship MCQ scores, while
correlation was non-significant with most of the OSCE and CPE scores (Table V).
Clerkship composite scores correlated significantly across most clerkships except
for Surgery with Neurology and Surgery with Psychiatry. Correlation between
USMLE Step 1 scores and clerkship composite scores was significant for IM (r = 0.58,
P <.01), Pediatrics (r = 0.4, P <.01), and Ob-Gyn (r = 0.53, P <.01), and between
USMLE Step 2 CK scores and clerkship composite scores was significant for IM (r
=0.54, P <.01), Surgery (r = 0.43, P =.01), Pediatrics (r = 0.55, P <.01), Ob-Gyn (r =
0.8, P<.01),and PC (r=0.46, P <.01). Given that only one student failed the USMLE

Step 2 CS, association studies with this test were not meaningful (Table V).



TABLE IV

CORRELATION MATRIX BETWEEN CLERKSHIP COMPONENT ASSESSMENT SCORES AND USMLE SCORES
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IM Su Ped | ObG | Neu | PC Psy IM Su Ped | ObG | Neu | PC Psy IM Su Ped | ObG | Neu PC Psy
MCQ | MCQ | MCQ | MCQ | MCQ | MCQ | MCQ | OSCE | OSCE | OSCE | OSCE | OSCE | OSCE | OSCE | CPE | CPE | CPE | CPE | CPE | CPE | CPE

IM-MCQ

Su-MCQ 0.44"

Ped-MCQ 0.37" 0.39™

ObG-MCQ 0.58" 0.39™ 0.59*

Neu-MCQ 0.60™ 0.6™ 0.23* 0.38™

PC-MCQ 0.53" 0.43™ 0.28" 0.38™ 0.51*

PSy-MCQ 0.27* 0.31™ 0.36™ 0.35" 0.27* 0.31™

IM-OSCE 0.2 0.25* 0.18 0.04 0.18 -0.09 0.15

Su-OSCE 0.19 0.13 0.09 0.13 0.18 0.33" 0.13 -0.23

Ped-OSCE 0.38™ 0.23" 0.33" 0.18 0.12 0.31™ 0.18 0.14 0.12

ObG-0OSCE 0.32" 0.04 0.37" 0.31™ -0.03 0.13 0.25* 0.16 0.06 0.36™

Neu-OSCE 0.04 0.15 0.42™ 0.09 -0.01 -0.21 0.12 0.51* -0.34™ 0.16 0.29™

PC-OSCE 0.2 0.12 0.39" 0.22* 0.05 0.13 0.14 0.23" 0.05 0.19 0.25* 0.19

PSy-OSCE 0.13 0.20 0.15 0.15 0.14 -0.03 0.02 0.37" -0.31™ 0.08 0.18 0.38™ 0.17

IM-CPE 0.39™ 0.18 0.46™ 0.43™ 0.11 0.29" 0.28™ 0.17 0.17 0.33" 0.35" 0.12 0.38™ 0.15

Su-CPE -0.05 0.16 -0.06 -0.06 -0.04 -0.06 -0.11 0.28™ -0.06 0.14 -0.08 0.14 -0.08 0.21" 0.23*

Ped-CPE 0.16 0.23" 0.23" 0.11 -0.05 -0.03 0.04 0.38™ -0.14 0.39™ 0.13 0.39" 0.2 0.39" 0.41™ 0.55"

ObG-CPE 0.36™ 0.16 0.10 0.21 0.35" 0.53* 0.18 0.05 0.35" 0.22" 0.05 -0.27° 0.28™ 0.06 0.43™ 0.18 0.22*

Neu-CPE 0.27* 0.16 0.03 -0.12 0.16 0.31™ 0.13 0.12 -0.07 0.29™ 0.04 0.03 0.1 -0.01 0.17 0.26" 0.29™ 0.28"

PC-CPE 0.32" 0.11 0.5* 0.32" 0.04 0.31™ 0.22* 0.17 0.11 0.43™ 0.23" 0.11 0.31™ 0.03 0.63™ 0.15 0.37" 0.39" 0.21

PSy-CPE 0.14 0.1 -0.10 -0.14 0.01 0.05 0.02 0.37" 0.06 0.05 -0.08 -0.09 -0.05 0.05 0.24" 0.42™ 0.38™ 0.28™ 0.34™ 0.33"

USMLE

Step 1 0.7 0.26 0.37* 0.60™ 047" 0.43™ 0.3 0.15 0.2 0.24 0.14 0.01 0.18 0.11 0.38" -0.06 0.14 0.39" 0.05 0.15 0.00

USMLE

Step 2 CK 0.69™ 0.39" 0.53* 0.78™ 0.43" 0.55" 0.20 0.01 0.36" 0.33 0.56" 0.1 0.30 0.12 0.56" -0.12 0.23 0.32 -0.1 0.31 -0.06

* Correlation is significant at .05 (2-tailed).
** Correlation is significant at .01 (2-tailed).
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Light-shaded areas represent correlations between similar assessments across clerkships, while dark-shaded cells represent
correlations between different assessments within clerkships.

Abbreviations: IM: Internal Medicine; Su: Surgery; Ped: Pediatrics; ObG: Obstetrics and Gyncology; Neu: Neurology; PC:
Primary Care; Psy: Psychiatry; MCQ: Multiple-Choice Questions; OSCE: Objective Structured Clinical Examination; CPE: Clinical
Performance Evaluation; USMLE: United States Medical Licensing Examination; CK: Clinical Knowledge.



TABLE V

CORRELATION MATRIX BETWEEN CLERKSHIP COMPOSITE SCORES AND USMLE SCORES
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IM-CSc Su-CSc Ped-CSc ObG-CSc Neu-CSc PC-CSc Psy-CSc
IM-CSc
Su-CSc 0.29"
Ped-CSc 0.55" 0.32™
0bG-CSc 0.53" 0.27* 0.54"
Neu-CSc 0.58™ 0.14 0.5 0.25"
PC-CSc 0.48™ 0.27* 0.54" 0.51* 0.26"
Psy-CSc 0.5 0.21 0.34" 0.25" 0.36™ 0.24"
USMLE Step 1 0.58™ 0.26 0.40™ 0.53" 0.25 0.31 0.19
USMLE Step 2 0.54" 0.43" 0.55" 0.80™ 0.23 0.46™ 0.16
CK

* Correlation is significant at .05 (2-tailed).
** Correlation is significant at .01 (2-tailed).

Abbreviations: IM: Internal Medicine; CSc: Composite Score; Su: Surgery; Ped: Pediatrics; ObG: Obstetrics and Gyncology; Neu:
Neurology; PC: Primary Care; Psy: Psychiatry; USMLE: United States Medical Licensing Examination; CK: Clinical Knowledge.
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4. Consequential validity: Decision model statistics and outcome

measures

In this decision model, 76 students (88.4%) were promoted, 7 (8.1%)
were offered promotion with academic monitoring, and 3 (3.5%) were required to
complete remedial requirements before promotion is considered (Table VI). One-
way ANOVA study showed that USMLE Step 2 CK scores differed significantly
between decision categories (F (1,31) = 5.061, P =.03), with higher scores noted
among promoted students, while differences in USMLE Step 1 scores were non-
significant (only one student had completed USMLE Step 1). Among promoted
students, 59 (77.6%) matched in top residency choice, 15 (19.7%) matched in their
second choice, and 2 (2.6%) did not match. Post hoc analyses using adjusted
standardized residuals showed that students who were promoted in this model
were more likely to match in first residency choice (¥?z2)= 19.4, P <.001). Moreover,
students who were offered promotion with academic monitoring had similar
chances to match in top residency choice or to fail matching. Students who were
requested to complete remedial work either matched in second choice (66.7%) or
did not match (33.3%). Students who were offered unconditional promotion had
more chances to match in their top residency choice compared to other decision

categories (x?2)=9.89, P=.007).
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DECISION MODEL 1 AND OUTCOME MEASURES
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Decision Model 1
Promotion | Borderline Remedial Failure
Performance

N(%) 76 (88.4%) 7 (8.1%) 3(3.5%) 0
USMLE Step 1 [Mean = SD] 228.4 = 221b ) )
(n=41) 18.1
USMLE Step 2 CK [Mean = SD] 239.2 % . ) )
(n=33) 163 212.5+16.3
Residency Placement [n(%)]

Matched in Top Choice 59¢(77.6%) | 4 (57.1%) 0 )

Matched in second choice | 15 (19.7%) 0 2 (66.7%)

Unmatched 2 (2.6%) 3 (42.9%) 1 (33.3%)

ap< (5.

bSD is missing because only one student took the USMLE in this group.
¢Comparisons between residency placement categories within decision column 1
(Promotion) was significant at the level <.001. Other column proportions did not
differ significantly from each other at the .05 level.
Abbreviations: USMLE: United States Medical Licensing Examination; CK: Clinical

Knowledge.
C. Validity Evidence Supporting Decision Model 2
1. Reliability of competency-based composite scores

The reliability of competency-based composite scores estimated using

the stratified coefficient alpha varied between 0.755 for the ‘Physician as Advocate’
composite score and 0.951 for the ‘Physician as Care Giver’ composite score (Table

VD).
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RELIABILITY OF COMPETENCY-BASED COMPOSITE SCORES

CanMED Role

Stratified coefficient alpha

Physician as Scientist 0.838
Physician as Communicator 0.932
Physician as Professional 0.793
Physician as Care Giver 0.951
Physician as Advocate 0.755

2. Relations to other variables

The ‘Physician as Care Giver’ and ‘Physician as Advocate’ composite

scores correlated significantly with all other CanMEDS Roles scores, and ‘Physician

as Professional’ and ‘Physician as Communicator’ scores correlated significantly

with all other scores except for the ‘Physician as Scientist’ composite score.

Correlation between USMLE Step 1 and USMLE Step 2 CK scores with composite

scores were highly significant for the ‘Physician as Scientist’ score (r=0.62, P<.01

and r=0.72, P < .01, respectively) and moderately significant for ‘Physician as Care

Giver’ score (r=0.36, P=.02 and r = 0.52, P < .01, respectively) (Table VIII).
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CORRELATION MATRIX BETWEEN COMPETENCY-BASED COMPOSITE SCORES AND

USMLE SCORES

Physician as Physician as Physician as | Physician as | Physician as
Scientist Communicator | Professional | Care Giver Advocate
Physician as Scientist
Phy51c1an. as 0.172
Communicator
Physician as Professional 0.2 0.32*
Physician as Care Giver 0.6™ 0.44* 0.53*
Physician as Advocate 0.46™ 0.33" 0.71* 0.66™
USMLE Step 1 0.62™ 0.07 0.02 0.36" 0.25
USMLE Step 2 CK 0.72™ 0.2 0.11 0.52* 0.26

* Correlation is significant at .05 (2-tailed).
** Correlation is significant at .01 (2-tailed).
Abbreviations: USMLE: United States Medical Licensing Examination; CK: Clinical

Knowledge.

Consequential validity: Decision model statistics and outcome

measures

In this decision model, 64 students (74.4%) were promoted, 16

(18.6%) were offered promotion with academic monitoring, 4 (4.7%) were required

to complete remedial requirements before promotion is considered, and 2 (2.3%)

were denied promotion. One-way ANOVA study showed that USMLE Step 1 and Step

2 CK scores differed significantly between decision categories (F (2,38) =4.751, P =

.01 and F (2,30) = 16.535, P < .01, respectively), with higher scores noted among

promoted students. Fifty-eight out of 64 promoted students (90.6%) matched in top

residency choice, 5 (7.8%) matched in their second choice, and 1 (1.6%) did not

match. Post hoc analyses showed that students who were promoted in this model

were more likely to match in first residency choice (%)= 38.90, P <.001).
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Moreover, students who were offered promotion with academic monitoring were

more likely to match in second choice (?)= 23.39, P <.001). One out of 4 (25%)

students who were requested to complete remedial work matched in top choice, 2

(50%) matched in second choice, and 1 (25%) did not match. One failing student

(50%) matched in second choice and the other one (50%) did not match. Students

who were offered unconditional promotion had significantly more chances to match

in their top residency choice compared to other decision categories (x%3)=39.11, P

<.001) (Table IX).

TABLE IX

DECISION MODEL 2 AND OUTCOME MEASURES

Decision Model 2
Promotion Borderline Remedial Failure
Performance

N(%) 64 (74.4%) 16 (18.6%) 4 (4.7%) 2 (2.3%)
USMLE Step 1 [Mean=SD] | 5311, 1502 | 2146222 i i
(n=41)
USMLE Step 2 CK [Mean =SD] | 455 1362 | 21632124 i i
(n=33)
Residency Placement [n(%)]

Matched in Top Choice 58" (90.6%) 4 (25.0%) 1 (25%) 0

Matched in second choice 5(7.8%) 9b (56.2%) 2 (50.0%) 1 (50%)

Unmatched 1 (1.6%) 3 (18.8%) 1 (25.0%) 1 (50%)

ap<.01.

b Comparison between residency placement categories within decision column 1
(Promotion) was significant at the level <.001. Comparison between residency

placement categories within decision column 2 (Borderline Promotion) was

significant at the level .001. Other column proportions did not differ significantly
from each other at the .05 level.
Abbreviations: USMLE: United States Medical Licensing Examination; CK: Clinical

Knowledge.
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D. Validity Evidence Supporting Decision Model 3

1. Inter-rater reliability

Eight educators independently identified students whose
performance is believed not to be meritorious of a straightforward promotion. The
ICC was used to determine agreement level among these educators. Results showed
that the ICC was 0.875 (95% Confidence Interval: 0.830 - 0.911). This value

represents an indicator of a very good level of agreement among educators (40).

2. Qualitative analysis of committee deliberations

Qualitative analysis of passages from audio-recorded meeting
proceedings, that represented discussions of rationales for selection of students,
generated 3 major themes that were labeled as follows: 1) Selection guided by
valuing; 2) Selection guided by a technical process; and 3) Selection guided by
validity. While all members adopted more than one approach for final selection, one
approach was considered most important and decisive. Quotations are used to
illustrate members’ rationale for selection, and some of them fit into more than one

theme. Themes and categories are presented in Appendix D.

a. Selection guided by valuing

Some committee members initiated the selection process by
identifying values that they believe define a good physician. These values were
grouped into 2 categories: professionalism and aggregated skills. Under these two

categories, members selected students by examining comments first, identifying
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patterns based on repetitive occurrence of the same comment (a qualitative study),
and then by observing test scores. Illustrative comments include:
“I looked especially at comments to identify students with problem in
professionalism. [ thought that professionalism cannot be rated well in the others

ways.”

“I dissected the OSCE stations, some students had 6 times negative comments and

low station grades.”

“I looked at each OSCE and checked every station separately to identify areas of

weakness according to comments then to grades. I thought clinical skills are very

important to look at first.”

b. Selection guided by a technical process

Some members defined a technical process to guide their
selection. Under this theme, three categories were identified: zoom-in process,
pattern recognition and probability building. Two members considered first the
overall performance by examining the end-of-year scores. Low performing students
necessitated zooming in to focus on detailed performance and deciding on selection.
[llustrative comments include:

“I started by looking at the final year grade. Then I thought that students who have
scores between 70 & 75 are the students I need to know why they have low grades

and then I went back to the rotations.”
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“The end-of-year grade was a first step towards further consideration. Low

performers were looked at separately and in details to make my selection.”

Another member considered all scores as a snapshot and used
a pattern recognition process to identify students who necessitate further
consideration. After those were identified, a final selection was made based on

narrative assessment. [llustrative comment includes:

“I looked at each final clerkship score for each student and I highlighted the weak
students based on my previous experience. Then I read the comments about the

highlighted students to select finally those with the bad/negative comments.”

Two members elaborated formulas for selection based on

probability and passing scores defined by school policies. [llustrative comments

include:

“Since I am number-oriented person, I took the cut off value decided by the school

of 70/100. So 1 did a formula to identify how many students have lowest than 70,

then I highlighted those cases then I looked horizontally across all the grades. If

had the same pattern across clerkships, then I checked the comments.”

“l used the cut off of 70%. Those scoring above 70 on the final clerkship grades
were considered eligible for promotion if they had succeeded in the OSCEs.
Accordingly,  worked on a formula accounting for most scores but in a rank order.

After that I looked at comments. Using the formula, I determined who would
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necessitate discussion because of a high probability of having borderline

performance.”

C. Selection guided by validity
Some committee members selected students based on
assessments that they consider are most accurate. They furthered their selection by
looking at narrative assessment. [llustrative comments include:
“..there are too many discrepancies between the CPE and the comments. How can
a student receive grades of 8-9 over 10 on an item and then get negative
comments. So I did not depend on the CPE scores nor on the comments because |

considered them inaccurate.”

“..as I told you before the CPE did not reflect accurately students’ performance and
was not discriminatory (many items are rated all 8 and the narrative did not

correlate with the grades) so I went to the OSCE, because I thought it was the most

discriminatory.”
3. Consequential validity: Decision model statistics and outcome
measures

In this decision model, 73 students (84.9%) were promoted, 10
(11.6%) were offered promotion with academic monitoring, 2 (2.3%) were required
to complete remedial requirements before promotion is considered, and 1 (1.2%)

was denied promotion. One-way ANOVA study showed that USMLE Step 1 scores
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differed significantly between decision categories while differences in USMLE Step 2
CK scores were non-significant; however, only one student had completed USMLE
Step 1 and one completed the USMLE Step 2 CK, which makes comparisons
unreliable. Fifty-seven out of 73 promoted students (78.1%) matched in top
residency choice, 13 (17.8%) matched in their second choice, and 3 (4.1%) did not
match. Post hoc analyses showed that students who were promoted in this model
were more likely to match in first residency choice (x?@z)= 8.16, P =.02). Moreover,
students who were offered promotion with academic monitoring had similar
chances to either match in top residency choice, match in second choice or to fail
matching. One out of 2 (50%) students who were requested to complete remedial
work matched in second choice and 1 (50%) did not match. One failing student
(100%) did not match. Students who were offered unconditional promotion had
significantly more chances to match in their top residency choice compared to other

decision categories (x?3)= 9.98, P <.02) (Table X).



TABLE X

DECISION MODEL 3 AND OUTCOME MEASURES
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Decision Model 3

Promotion Borderline Remedial Failure
Performance
N(%) 73 (84.9%) | 10 (11.6%) 2 (2.3%) 1 (1.2%)
USMLE Step 1 [Mean = SD] 2297 + 15.8 i 173a i
(n=41)
USMLE Step 2 CK [Mean = SD] 238.4 + 16.8 i 2103 i
(n=33)
Residency Placement [n(%)]
Matched in Top Choice 57% (78.1%) 6 (60%) 0 0
Matched in second choice | 13 (17.8%) 3 (30%) 1 (50%) 0
Unmatched 3 (4.1%) 1(10%) 1 (50%) 1 (100%)

2 SD is missing because only one student took the USMLE in this group.
b Comparisons between residency placement categories within decision column 1
(Promotion) was significant at the level <.05. Other column proportions did not

differ significantly from each other at the .05 level.
Abbreviations: USMLE: United States Medical Licensing Examination; CK: Clinical

Knowledge.

E. Agreement Between Decision Models and Disagreement Analysis

Cohen kappa coefficient was used to determine agreement level between

decision models. Results revealed a non-significant agreement between decision

models 1 and 2 (kappa coefficient 0.14, P =.07), moderate and significant agreement

between decision models 1 and 3 (kappa coefficient 0.5, P <.001), and low but

significant agreement between decision models 2 and 3 (kappa value 0.23, P =.006).

Absolute agreement was noted in 58 cases (percent agreement 67.4%), 97% of

whom were agreement on promotion (Table XI).
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Cases where disagreement between models existed were divided into two
groups according to which model down-classified the students. For example,
disagreements between models 1 and 2 were divided into a group where model 1
attributed a lower promotion (model 1 re-classified the students into lower
promotion category) and another group where model 2 attributed a lower
promotion classification (model 2 re-classified the students into lower promotion
category). Comparison among models showed that model 2 more frequently down-
classified students by comparison to model 1 [20 (23.3%) vs. 4 (4.7%), P <.001],
and to model 3 [17 (19.8%) vs. 6 (7%), P =.01]. Moreover, models 1 and 3 down-

classified students to the same extent [4 (4.7%) vs. 4 (4.7%), P = .35].

TABLE XI

COHEN KAPPA COEFFICIENT AS A MEASURE OF AGREEMENT BETWEEN DECISION

MODELS
Decision Model 1 Decision Model 2
Decision Model 2 0.14
Decision Model 3 0.5%* 0.23*
* Significant at < .01.
** Significant at <.001.
1. Comparison between models 1 and 2

Comparison of USMLE scores across agreement/disagreement groups
using ANOVA showed significant difference only for USMLE Step 2 CK (F(2,29) =

9.882, P =.001). Pair-wise comparison using the independent-samples ¢ test (post
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hoc analyses were not possible with the small sample size noted within some
groups) showed that, on average, students who were down-classified in model 2 had
significantly lower Step 1 USMLE scores by comparison to those who were granted
promotion in both models (equal-variance t(3g) = 2.36, P = .02), and significantly
lower Step 2 CK USMLE scores (equal-variance tp29) = 4.29, P <.0001).

Overall, there was a significant difference in residency placement percentages
across agreement/disagreement groups ((¢%@s) = 34.205, P <.0001). Post hoc
analyses using the adjusted standardized residuals showed that students who were
down-classified in model 2 were less likely to match in first choice than to match in
second choice or not to match ()?@2)=37.22, P <.0001), and they were less likely to
match in first choice by comparison to students who were promoted in both models
and those who were down-classified in model 1 ()?@2)=31.34, P <.0001). By
comparison, students who were down-classified in model 1 had similar chances to

either match in top choice or not to match (Table XII).

2. Comparison between models 1 and 3

Comparison of USMLE scores between agreement/disagreement
groups was limited by the small sample size in the groups. Concerning residency
placement, there was an overall significant difference in residency placement
percentages across agreement/disagreement groups ()?4) = 20.118, P <.0001). Post
hoc analyses showed that students who were granted promotion in both models had

significantly higher chances of matching in top residency choice compared to those
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in both demoted groups ()?2)=9.18, P =.01). Other comparisons were limited by

the small sample size (Table XIII).

TABLE XII

COMPARISON BETWEEN MODELS 1 AND 2: USMLE SCORES AND RESIDENCY

PLACEMENT AMONG DIFFERENT AGREEMENT/DISAGREEMENT GROUPS

Disagreement
Total Agreement on Model 2 Model 1
agreement Promotion down- down-
(n=62) (n=60) classified classified
cases (n=20) cases (n=4)
USMLE Step 1 (mean + SD) 2314 +£16.0 231.4 +16.02 214.6 + 22 221¢
(n=33) (n=33) (n=7) (n=1)
USMLE Step 2 CK (mean + 2424 £ 155 244.1 = 13.2b 2188+11.4 224¢
SD) (n=26) (n=25) (n=6) (n=1)
Residency Placement [n(%)]
Matched in top choice 55 (88.7%) 55 (91.7%) 5 (25%)4 3 (75%)
Matched in 22d choice 6 (9.7%) 5 (8.3%) 11 (55%)¢ 0
Unmatched 1 (1.6%) 0 4 (20%) 1(25%)

aP < .05 between Agreement on Promotion and Model 2 down-classified groups.

bP <.001 between Agreement on Promotion and Model 2 down-classified groups.
¢SD is missing because only one student took the USMLE in this group.
4P <.001 between Agreement on Promotion, Model 2 down-classified and Model 1
down-classified groups.
¢ P <.001 between residency placement categories within Model 2 down-classified

column.

Abbreviations: USMLE: United States Medical Licensing Examination; CK: Clinical

Knowledge.
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COMPARISON BETWEEN MODELS 1 AND 3: USMLE SCORES AND RESIDENCY
PLACEMENT AMONG DIFFERENT AGREEMENT/DISAGREEMENT GROUPS

Disagreement
Total Agreement on Model 3 Model 1
agreement Promotion down- down-
(n=75) (n=71) classified classified
cases (n=7) cases (n=4)
USMLE Step 1 (mean = SD) 2299 =+ 16 2299 =16 173.02 2212
(n=39) (n=39) (n=1) (n=1)
USMLE Step 2 CK (mean + 240.2 £ 15.6 240.2 £ 15.6 210.02 212.5+16.3
SD) (n=30) (n=30) (n=1) (n=2)
Residency Placement [n(%)]
Matched in top choice 59 (78.7%) 57 (80.3%)P 3 (42.9%) 1(25%)
Matched in 24 choice 14 (18.7%) 13 (18.3%) 2 (28.6%) 1(25%)
Unmatched 2 (2.7%) 1 (1.4%) 2 (28.6%) 2 (50%)

aSD is missing because only one student took the USMLE in this group.
b P <.01 between Agreement on Promotion, Model 3 down-classified and Model 1

down-classified groups.

Abbreviations: USMLE: United States Medical Licensing Examination; CK: Clinical

Knowledge.

3. Comparison between models 2 and 3

Comparison of USMLE scores across agreement/disagreement groups

using ANOVA showed significant difference for USMLE Step 1 and Step 2 CK (F(238) =

7.418, P=.002 for USMLE Step 1 scores and F(230) = 11.180, P <.0001 for USMLE

Step 2 CK scores). Pair-wise comparison using the independent-samples ¢ test (post

hoc analyses were not possible with the small sample size noted within some

groups) showed that, on average, students who were down-classified in model 2 had

non significantly lower Step 1 USMLE scores by comparison to those who were
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granted promotion in the 2 models (equal-variance ¢t3s) = 1.39, P =.17), and
significantly lower Step 2 CK USMLE scores (equal-variance t(zoy = 4.25, P <.0001).
Overall, there was a significant difference in residency placement percentages
across agreement/disagreement groups ()?@4) = 22.691, P <.0001). Post hoc
analyses showed that students who were down-classified in model 2 were less likely
to match in first choice than to match in second choice or not to match ()?@2) = 26.86,
P <.0001), and they were less likely to match in first choice by comparison to
students who were promoted in both models and those who were down-classified
in model 1 (%)= 20.79, P <.0001). By comparison, students who were down-
classified in model 3 had equal chances to fall into any of the residency categories

(Table XIV).



TABLE XIV

52

COMPARISON BETWEEN MODELS 2 AND 3: USMLE SCORES AND RESIDENCY

PLACEMENT AMONG DIFFERENT AGREEMENT/DISAGREEMENT GROUPS

Disagreement
Total Agreement on Model 3 Model 2
agreement Promotion down- down-
(n=63) (n=59) classified classified
cases (n=6) cases (n=17)
USMLE Step 1 (mean + SD) 231.1+159 231.1x159 1732 221.5+13.3
(n=34) (n=34) (n=1) (n=6)
USMLE Step 2 CK (mean + 243.3+13.6 243.3 £13.6° 2102 217.3+13.2
SD) (n=26) (n=26) (n=1) (n=6)
Residency Placement [n(%)]
Matched in top choice 53 (84.1%) 53 (89.8%) 5 (83.3%) 5 (29.4%)¢
Matched in 2nd choice 8 (12.7%) 5 (8.5%) 0 9 (52.9%)4
Unmatched 2 (3.2%) 1 (1.7%) 1(16.7%) 3(17.6%)

aSD is missing because only one student took the USMLE in this group.
b P <.001 between Agreement on Promotion and Model 2 down-classified groups.
¢P <.001 between Agreement on Promotion, Model 3 down-classified and Model 2

down-classified groups.

4P <.001 between residency placement categories within Model 2 down-classified

column.

Abbreviations: USMLE: United States Medical Licensing Examination; CK: Clinical

Knowledge.




IV. DISCUSSION

The major findings of this study are related to validity evidence associated
with the use of composite scores and decision-making processes in the context of
competency-based undergraduate medical education. These findings can be framed

around the 3 sources of validity evidence presented below.

A. Internal Structure Validity Evidence

1. Reliability of composite scores

Since many constructs are involved in the accomplishment of
professional tasks, assessment is expected to reflect, not only individual construct-
related performance, but ideally, the global performance resulting from the
interfacing of constructs as well. Irrespective of how assessment information is
used, a minimum set of quality standards should be respected and secured.
Frequently in medial education, people (administrators, students, educators, etc.)
rely on this information to take a series of actions, from providing feedback to
making significant decisions about students’ selection or academic progress. Since
assessment information about a medical student is multi-layered and complex, the
practice has been to group this information and present it in a meaningful way to
serve the intended purposes. Combining assessment scores into composites has
been shown to be a successful method of aggregating information about a student’s
performance (41). However, the educational system in place determines the
framework that drives data assembly. This understanding challenged the procedure

of combining assessment information in competency-based medical education,

53
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because the whole focus shifted from achieving an objective to demonstrating
competence in a domain and inspiring trust in a professional task. In this study we
demonstrated that the reliability of composite scores, formulated according to
either the traditional medical education model or the competency-based model, is
adequate for the scope of use of these scores, which adds an internal structure

validity evidence supporting inferences (and decisions) made from these scores

(42).

2. Inter-rater reliability and rater rationales

Despite the different rationales presented by the 8 educators, they
were all in very good agreement about which students should be promoted and who
would require further discussion, as noted in the high intraclass correlation
coefficient (40). This could be explained by the fact that an underperforming
student is underachieving in more than one domain, which makes identification of

the student a high possibility irrespective of the rationale or decision model.

Analyses of the qualitative data yielded a surprising observation that
very few members approached the selection task from a competency-based
perspective. Knowing that the school had recently involved most educators
(including members of this committee) in the formulation of outcome competencies
for the recently introduced competency framework, we expected to find more
competency-based rationales. This finding confirms that our educators haven’t yet

built a clear vision about the model. However, these results, in addition to the
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quantitative ones, should be considered in planning the change from the traditional
medical education model to the competency-based model, as outlined in the 8-step
process for implementing a change by Kotter (43). This model brought an additional
perspective to decision-making: a deliberation process that involves consensus,
values narrative assessment, and de-emphasizes composite score computation. All
members considered narrative assessment at some point during their analysis. This
contributed to decision-making in 2 ways: first, by re-considering the assessment of
Professionalism, and second, by raising concerns over the rater bias introduced in
CPE scores. Some members selected students based on negative comments about
Professionalism, which did not coincide with the numerical rating attributed to this
domain. Other members had similar observations about the rating of items on the
CPE form, where contradictions were noted between included comments and
numerical ratings for some items. These observations indicate that some areas in
our assessment system need to be reconsidered and improved, in particular through
re-thinking the assessment of Professionalism, introducing targeted rater training,

and encouraging the practice of failing weak students.

This qualitative study, through the analysis of consensus building,
added another evidence supporting decisions made by this model. Moreover, it
improved our understanding of faculty concerns and helped identify areas for

improvement in our assessment system.
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B. Relations to Other Variables

The measure of a specific construct is expected to correlate well with another
measure of the same construct and less well with a measure of a different construct.
Demonstrating discriminant correlations provides additional validity evidence
supporting inferences made from assessment scores. In our study, knowledge tests
(MCQs) significantly correlated with each others across clerkships, and associated
less well with other tests. However, correlation was very variable and clerkship-
specific for the rest of the tests. This indicates that performance tests, including
OSCE and CPE, are probably not measuring homogeneously the same constructs
across clerkships (44). For example, a Pediatric OSCE may focus more significantly
on communication skills than on other skills by comparison to an Internal Medicine
OSCE that may focus on overall skills. In this case, the Pediatric OSCE score would
correlate less well with the Pediatric CPE score, while the opposite would occur for
IM. This finding reflects the instability of construct representativeness, another area
for re-consideration and possible improvement in our assessment system.

USMLE scores correlated significantly with MCQ examination scores and very
variably with performance tests, depending on the clerkship. As expected, USMLE
Step 2 CK scores correlated more significantly than Step 1 scores with most
clerkship composite scores, particularly because both scores reflect more clinical
than basic science abilities. Concerning competency-based composite scores, they
correlated to varying extent among each others and with USMLE scores. More
specifically, ‘Physician as Advocate’ and ‘Physician as Care Giver’ composite scores

correlated with all other composites, mainly because these competency domains
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require the integration of different abilities, such as knowledge, communication
skills, professional behavior, in addition to others. On the other hand, the ‘Physician
as Scientist’ composite score correlated less well with the ‘Physician as
Communicator’ and ‘Physician as Professional’ composites, a finding that is expected
given the different constructs that these roles involve. USMLE scores, which are
measures of knowledge mostly, correlated significantly with the ‘Physician as
Scientist’ and ‘Physician as Care Giver’ composite scores. Our results showed that
discriminant correlations are more meaningful and interpretable in this decision

model.

C. Consequential Validity Evidence

This source of validity evidence is probably the most critical in medical
education because the consequences of assessment affect the student, the educators
and administrators, but most importantly they affect the patient. Re-thinking the
medical profession revealed a mismatch between the education of future physicians
and the requirements of the profession (45). In particular, graduates were
frequently unprepared to exercise without supervision. CBME and Entrustable
Professional Activities frameworks were brought forward to re-align education and
professional practice, and to reframe decision-making processes around
professional expectations (12). One of the most challenging tasks in medical
education is to make defensible decisions about students’ advancement, more
essentially decisions for borderline cases (46-50). Such decisions are of particular

importance because underachieving students usually maintain a borderline
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performance throughout their studies (51). Additionally, this performance
frequently fluctuates between the unsatisfactory and satisfactory levels, which
increases the risk of false positive and false negative decisions in this performance
spectrum. There is a common belief that interventions to remediate deficiencies
result in significant performance improvement (51-55), hence the raised concern
over the failure to identify struggling trainees. Pass/Fail decisions or performance
classification frequently rely on cutoff scores that need to be well thought of and
optimized to avoid (or minimize) incorrect decisions. In our study, we examined
classification accuracy in three models, as a source of consequential validity
evidence, by testing the quality of classification associated with each model and
external criteria of performance. These models involved the traditional use of
composite scores, the use of re-formulated composite scores guided by the
competency framework, and deliberations among education experts, also guided by
the competency framework. The use of proper standard setting procedures for each
assessment and assessment component whenever applicable (such as each OSCE
station), and the application of score scaling before combining scores, represent one
source of evidence supporting the pass/fail decision validity. Furthermore, our
results showed that the 3 models identified underperforming students, despite a
differential re-classification of some students. Decision model 1 identified 11.6% of
the students as either promotable but requiring academic monitoring or requiring a
remedial work before promotion is considered. The rest of the students (88.4%)
were granted an unconditional promotion. The latter group demonstrated a

significantly better performance on USMLE Step 2 CK (borderline significance)



59

compared to borderline students and a higher chance of matching in top residency
choice. On the other hand, model 2 significantly identified more students in the
‘Borderline’ decision category by comparison to the other models, and these
students had significantly lower USMLE Step 1 and Step 2 CK scores and lower
chances to match in first residency choice by comparison to promoted students.
Similarly, model 3 identified more borderline students than model 1, who were less
likely to match in first residency choice. However, students in this group did not
complete any of the USMLE, which limited further studies. Therefore, the 3 models
were able to identify borderline students who were under-achieving by comparison
to promoted students, although the strength of the associations with the external

criteria was more significant in model 2 as compared to models 1 and 3.

Identifying struggling students has implications not only for students’
academic advancement, but also for the faculty and the institution. Remediation
strategies have to be tailored to the identified deficiencies and they require human
resources and time commitment. Therefore, decisions over borderline students
should be well informed and guided by validity studies. To further examine the
differential re-classification of the 3 models, we explored outcome characteristics of
groups that were down-classified by each model (disagreement analysis). Our aim
was to investigate whether down-classified students were underperformers, which
would privilege the use of one model over the other. Our findings showed that
students who were down-classified in model 2 had significantly lower performance

on USMLE and lower chances to match in first residency choices compared to those
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whose promotion status resulted from common agreement between models. These
results were not as striking in down-classified groups of the other 2 models, where
some statistics were limited by the small sample size. These findings suggest that
model 2 was more likely to identify real underperformers by comparison to the

other 2 models.

Prior studies have shown that struggling students may represent between
0% and 15% of a cohort (55, 56). In our study, combining the 2 middle decision
categories (Borderline Performance and Remedial), we found that model 1
identified 10 students (11.6%) as struggling learners, model 2 identified 20 students
(23.3%), and model 3 identified 12 students (13.9%). Despite these variable
percentages, the three models classified 58 students (67.4%) similarly. The
remaining 28 cases were either down-classified or up-classified, depending on the
model. One possible reason behind the lower percentage of borderline students in
model 1 compared to other models is that faculty are frequently reluctant to fail
students based on clinical evaluation of performance for many reasons that are
beyond the scope of this study (57, 58). Given that model 1 decision policies
mandate a passing CPE score and a compensatory approach involving other
assessment tests (MCQ and OSCE), struggling students on these latter tests were
less likely to be identified in this model, and more likely in model 2. Furthermore,
our definition of borderline performance was inclusive of students who were only
on the passing facet of a borderline performance and without any significant failure,

which increased the chances of identifying more students in the three models.
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Finally, our results showed that decisions ensuing from the three models are
supported by consequential validity evidence, and that model 2, using competency-
guided composite scores, provided a better classification accuracy, especially in the

borderline spectrum of performance.

D. Strengths and Limitations of the Study

Strengths of this study are substantial. Presenting multiple sources of validity
evidence associated with the use of composite scores in decision-making reinforces
conclusions and facilitates their acceptability. Additionally, the involvement of
education leaders in the formulation of decisions improved their understanding of
the educational system and created a further commitment towards education, as
expressed in heir follow-up comments. The process used to address the challenge
helped in many ways in the identification of gaps in our assessment system. First,
the exercise of re-computing composite scores based on the competency framework
was based on a mapping of CanMEDS Roles to assessment tests. Through this
mapping, we realized that the ‘Physician as Advocate’ role for example was not
assessed sufficiently and in depth by comparison to other roles. Second, the
inclusion of a qualitative study enriched our results by revealing the perspectives of
education leaders and their concerns about assessment practices at the school.
Another strength is the multi-faceted analysis of results. Exploring how decision
models disagreed about cases and analyzing the effect of this disagreement on

student re-classification strengthened our conclusions about a preferential use of
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models. Finally, results of this study will be used to implement improvements,

initiate educational change, and widen the research agenda of faculty.

This study has many limitations. First, its monocentric model (single
institution experience) limits the generalizability of our results. However, the nature
of the challenge being common to many educational institutions makes our study
plausible for replication in different contexts. Moreover, the process followed to
address the challenge can be generalizable to other places as well. Second, the small
number of available USMLE scores limited some statistical analyses, which could
have affected our results. Another limitation is related to the fact that most
residency placements were intra-mural, where the selection system relies on

reported traditional composite scores. This could have favored the first model.

E. Implications for Research

This study presented substantial evidence supporting the use of composite

scores in decision-making about trainees’ advancement. Furthermore, it presented a
demonstration about the formulation of composite scores as measures of
competencies. However, some questions remained unanswered and others emerged
in light of this study. How would our results change should all students have USMLE
scores? How would the identification of a wider pool of trainees as underperformers
affect the system and how would targeted interventions affect future performance?
Given that the third model was more inclusive of assessment information but short

of a common selection process, what would be the effect of using a blend of models,
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by starting with a first selection using model 2 and then supporting decisions using

narrative information?

F. Conclusions

Our study demonstrated that the use of composite scores is associated with
defensible decisions about student advancement, irrespective of the medical
education model in which they were formulated. However, decision models differ
with their ability to address the challenge of identifying struggling students.
Although the advancement of CBME had implications over assessment, formulating
composite scores as measures of competencies is feasible and yields better
classification decisions. A competency-based decision model could better identify
students with borderline performance by internal and external criteria, which
would facilitate interventions. On the other hand, deliberations among education
experts may improve decisions based on traditional models but would ultimately

serve as a complementary process supporting an existing decision model.
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APPENDICES
Appendix A
Program Outcome Competencies

Clinical Competencies:

During their clinical rotations, students will continuously acquire knowledge, skills
and attitudes that will shape-up their personality as future caregivers, and prepare
them for the practice of medicine in the 215t century. Competency-based education
is currently used worldwide and will help us frame our clinical education and
assessment. At LAU Gilbert and Rose-Marie Chagoury School of Medicine (SOM)
during Medicine years [ and I, the educational program embraced four competency
related themes: Basic and Clinical Sciences, Clinical Competence, Professional and
Behavioral, and Social Medicine and Public Health. These themes will continue to be
woven into the teaching and learning of Medicine in years Il and IV. By the end of
medical school students are expected to achieve a level of proficiency that will not
only prepare them for graduate medical education, but also build the foundation for
lifelong learning.

Building upon these themes, the SOM is committed to preparing graduates who
demonstrate achievement in the following basic competencies in the practice of
medicine, derived from the CanMEDS Roles:

PHYSICIAN AS SCIENTIST
PHYSICIAN AS COMMUNICATOR
PHYSICIAN AS CARE GIVER
PHYSICIAN AS ADVOCATE
PHYSICIAN AS PROFESSIONAL

PHYSICIAN AS SCIENTIST

At the end of Medicine year III the student will be expected to:

1. Possess a solid foundation of scientific and medical knowledge and
apply this knowledge to the care of patients and populations

The following are behaviors or practices that the student adopts and applies to
demonstrate competence:

. Describes the normal structure and function of the human body
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. Explains pathologic and pathophysiologic processes leading to
alterations in normal structure and function of the human body for
major causes of illness

. Describes population based factors that affect disease prevalence,
course and treatment

. Describes patterns of diseases at different levels of acuity: emergency,
acute and chronic

o Discusses social determinants of health and illness

. Explains principles of pharmacology and major categories of drugs,
their actions, interactions, contraindications and clinical uses.

. Explains the principles underlying normal behavior and mental
diseases

. Solves basic clinical problems using knowledge of mechanisms of
disease

Measures of assessment include:

* Multiple Choice Questions (MCQs) exams
* (linical Performance Evaluation (CPE)
* Obijective Structured Clinical Examination (OSCE)
* Presentations
2. Continue to seek, access, analyze and apply knowledge to a changing
environment

Behaviors that demonstrate competence:
. Contributes new knowledge to health care team
. Utilizes evidence-based medicine for patient management
. Seeks appropriate resources for improving quality of care

. Critically analyzes literature
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Measures of assessment include:

CPE

Written and oral presentations
Contributions on rounds
Presentations and projects

Mini-Clinical evaluation exercise (mini-CEX)

PHYSICIAN AS COMMUNICATOR

At the end of Medicine year III the student will be expected to:

1. Communicate effectively with patients, their families, colleagues and
the health care team.

Behaviors that demonstrate competence:

Develops effective patient-physician relationship, showing respect and
empathy

Listens attentively and elicits appropriate data in history taking
Elicits pertinent social, cultural and economic determinants of health

Effectively exchanges data both verbally and in writing with members of
the health care team

Demonstrates ability to use appropriate communication skills in
discussing diagnosis and disease management with patients

[s an active valued member of the healthcare team
Presents patient information clearly, accurately and in a timely fashion

Demonstrates ability to use all communication skills both verbally and in
writing

Involves patient and family in developing healthcare plan
Educates patient on illness and care plan

Practices coordinated care among members of the healthcare team
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* Cooperates with patients and healthcare professionals from diverse
cultural backgrounds

Measures of assessment include:

CPE, mostly history taking, presentation skills and writing skills

Multisource 360° assessment by patient and other health care providers

* Projects and reports

Critical incident Report

OSCE

Mini CEX

PHYSICIAN AS CARE GIVER

At the end of Medicine year III the student will be expected to:
1. Practice evidence based medicine in the care of patients
Behaviors that demonstrate competence

* Recognizes life-threatening situations and delivers basic emergency care
for such patients within or outside healthcare facilities

* Performs both complete and focused physical examination
* Synthesizes data to formulate a differential diagnosis

* Describes the appropriate use of laboratory and radiologic techniques in
identifying health problems

* Orders (Mock) appropriate diagnostic tests in correct sequence

* Describes the appropriate use of laboratory and radiologic techniques in
identifying health problems
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* Writes patient care and management plan based on scientific principles,
evidence based approach and guidelines from scientific societies in a
compassionate manner

* Discusses both pharmacological and non- pharmacological management
plans

* Re-evaluates patient status and management plan

* Meets all technical skills requirements
*  Writes discharge summary and plan

* Applies prescription skills to discharge planning and medication
reconciliation

Measures of assessment include:

* CPE

* Mini-CEX

* OSCE

* MCQs exam
* Logbook

2. Utilize the full spectrum of health care delivery: acute, chronic,
preventive, rehabilitative, public health and social services to optimize
individual and population based care

Behaviors that demonstrate competence:
* Seeks care solutions through various forms of health services
* Describes various levels of care for each patient
* Describes healthcare delivery systems in Lebanon and other countries
* Integrates knowledge of social, cultural and behavioral factors as well as

preventive measures and cost effective analysis to advance patient well-
being
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Measures of Assessment include:

* CPE

* OSCE

* Mini-CEX

* MCQs
PHYSICIAN AS ADVOCATE

At the end of Medicine year III the student will be expected to:

1. Advocate for improved health care: access, health outcomes, health
promotion and disease prevention, community services

Behaviors that demonstrate competence:

Identifies social determinants of health
e Seeks solutions to barriers for access to health care

* Recognizes the impact of money and industry on the practice of
medicine

* Discusses community-driven plans for health promotion and disease
prevention

* Discusses the clinical encounter from a cross-disciplinary perspective

Measures of assessment include:
* Continuity experience write-up

* Community experience in primary care clerkship
* Projects

* CPE
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PHYSICIAN AS PROFESSIONAL

At the end of Medicine year III the student will be expected to:

1. Consistently practice and model ethical and professional behavior

Behaviors that demonstrate competence:

Acts in the patient’s best interest

Demonstrates reliability and responsibility, and performs duties always
in a timely and dependable manner

Follows rules of health care facility and code of conduct

Demonstrates respect and application of policies that govern clinical
practice in the country

Respects patients, family, colleagues, other health care providers and
employees

Respects rights of patient and family
Applies ethical principles to decision making in patient care
Educates patient and family on informed consent

Describes Institutional Review Board (IRB) process for research

Measures of assessment include:

CPE

Multisource 360° assessment

OSCE

2. Reflect on practice and ways to improve self, patient safety and quality

Behaviors that demonstrate competence:

Analyzes personal experience, acknowledge gaps and work on ways to
improve them

Discusses medical errors, quality improvement opportunities and
participates in solutions to reduce them



* Writes critical incident reports

* Demonstrates responsibility for continuous learning and personal
growth and development

* Identifies areas of weakness and educational needs, and develops an
improvement plan using appropriate learning resources

Measures of assessment include:

* (ritical incident report

* CPE
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Appendix B

Clinical Performance Evaluation Form

LAU School of Medicine

Clerkship Clinical Performance Evaluation Form (Global Rating)
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Please complete the form using black or blue ink. Use the cross sign “x
a judgment cannot be made clearly or if the area of competency was not assessed.

“_n”n

when applicable. Mark “NA” for non-applicable if

Student Name:
Clerkship Site:

Months spent in clerkship:

Please indicate the extent of contact you had with the medical student:

Date of Evaluation:

Evaluator:

hours.

For each of the areas or competencies listed below, please check the appropriate level of ability.

NA []

1. FUND OF KNOWLEDGE - Demonstrates knowledge of topics, application of basic science and clinical knowledge to patient
care and ability to access high quality data.
Please indicate the basis on which you are evaluating the student. Check all that apply.

Rounds [] Conferences [] Presentations [] Precepting on clinical cases [] Other
Below Expectations Needs Significant Improvement Meets Expectations Exceeds Expectations
[ [ Passably [] Sufficiently [ Excellently [] Outstandingly []

Often significant gaps in
knowledge, limited
understanding of
pathophysiology, diagnosis or
management, unable to correlate
basic and clinical sciences to
patient care, little evidence of
seeking of reliable information

Inconsistently demonstrates
substantial foundation in applied
knowledge with frequent
fluctuation between “Below
Expectations” and “Meets
Expectations” performance, most
importantly needs significant
improvement before moving to a

Usually solid fund of basic and
clinical science knowledge
related to care of patient, usually
reads about patient’s condition,
usually accesses information
from high quality resources

Consistently applies basic and
clinical science knowledge to
care of patient, provides
evidence based data, seeks
information from high quality
resources, major contributor to
knowledge of health care team,
grasps medical controversies
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higher academic level

2. HISTORY TAKING - Demonstrates ability to take a complete and/or focused history.
Please indicate the basis on which you are evaluating the student.

Observed history taking []

Student presentations []

Number of times

NA[]

Number of times

Below Expectations

i

Needs Significant Improvement

i

Meets Expectations
Passably [] Sufficiently [

Exceeds Expectations
Excellently [] Outstandingly []

Often disorganized, misses
information, inappropriate
questions, poorly focused, out of
sequence, inaccurate data

Inconsistently organized and
complete with frequent
fluctuation between “Below
Expectations” and “Meets
Expectations” performance, most
importantly needs significant
improvement before moving to a
higher academic level

Usually organized, logical and
complete, focused with accurate
present illness and past medical
history, identifies major relevant
components and new problems,
elicits pertinent (ROS) Review of
Systems both positive and
negative, elicits pertinent
psychosocial and personal
history

Consistently organized , logical,
complete, focused, accurate, with
past medical history, + and -
ROS, psychosocial and personal
history, reflects understanding of
disease course and of the
patient’s circumstances

3. PHYSICAL EXAMINATION - Demonstrates ability to perform a complete/ or focused physical examination of the patient.

NA[]

Please indicate the basis on which you are evaluating the student. Check all that apply.

Observed complete physical examination [] Number of times___

Precepting on clinical cases []

Other

Observed focused physical examination [] Number of times___

Below Expectations

i

Needs Significant Improvement

i

Meets Expectations
Passably [] Sufficiently []

Exceeds Expectations
Excellently [] Outstandingly []

Often disorganized, incomplete
or unreliable exam, missing
major findings, inability to
correlate physical exam with
history, uncertainty of normal
and abnormal findings,
insensitive to patient comfort

Inconsistently organized and
complete exam with frequent
fluctuation between “Below
Expectations” and “Meets
Expectations” performance, most
importantly needs significant
improvement before moving to a
higher academic level

Usually organized, systematic
exam, complete or focused as
correlated with history, identifies
major findings, recognizes
normal and abnormal, sensitive
to patient

Consistently and efficiently
performs organized physical
examination either complete or
focused as related to history,
sensitive to patient, distinguishes
normal form abnormal, elicits
subtle findings
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4. COMMUNICATION SKILLS - Demonstrates ability to communicate effectively with patients, families and colleagues.

NAT]
Please indicate the basis on which you are evaluating the student. Check all that apply.
Rounds [] Conferences [] Presentations [] Precepting on clinical cases [] Other ........
Below Expectations Needs Significant Improvement Meets Expectations Exceeds Expectations
[ [ Passably [] Sufficiently [ Excellently [] Outstandingly []

Often unable to communicate
with patient or health care team,
inadequate listening skills,
inadequate sensitivity to patient,
judgmental, overuse of medical
jargon understandable to patient,
failure to develop rapport

Inconsistently able to
communicate well and build
good rapport with patient and
family, inconsistently
demonstrates good relationship
with colleagues, frequent
fluctuation between “Below
Expectations” and “Meets
Expectations” performance, most
importantly needs significant
improvement before moving to a
higher academic level

Usually able to communicate
well with patient and family
using appropriate terminology,
usually good rapport in building
a relationship with patient,
family and/or team, usually
sensitive to patient and
colleagues

Consistently empathetic
listening to patient, family and
colleagues, excellent rapport
with patients, families and team,
patient centered communication,
provides patient education, takes
initiative in communicating with
patient and colleagues

5. CRITICAL THINKING /CLINICAL DECISION MAKING.
Please indicate the basis on which you are evaluating the student. Check all that apply.

NA []

Rounds [] Oral Presentations [] Written notes [] Precepting on clinical cases [] Other ........
Below Expectations Needs Significant Improvement Meets Expectations Exceeds Expectations
[ [ Passably [] Sufficiently [] Excellently [] Outstandingly []

Often unable to bring together
history, physical exam and
laboratory data, difficulty in
interpreting data, problems lists
are inaccurate or incomplete

Inconsistently able to use
various clinical findings and data
sources to develop a differential
diagnosis, inconsistently
comprehensive problem list,
frequent fluctuation between
“Below Expectations” and “Meets
Expectations” performance, most

Usually able to synthesize
various data sources, interprets
basic data, develops differential
diagnosis, problems list are
usually complete

Consistently organizes various
sources of data, correctly
interprets data, develops
coherent differential diagnosis
and problem list, understands
complex problems
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importantly needs significant
improvement before moving to a
higher academic level

6. MANAGEMENT.

NA[]

Please indicate the basis on which you are evaluating the student. Check all that apply.

Rounds [] Conferences [] Presentations [] Precepting on clinical cases [] Other ........
Below Expectations Needs Significant Improvement Meets Expectations Exceeds Expectations
[ [ Passably [] Sufficiently [ Excellently [] Outstandingly []

Often unable to prioritize,
analyze data and develop a plan,
disorganized plan, often fails to
consider patient’s perspective,
often lacks sound judgment

Inconsistently able to prioritize
problems, develop a coherent
management plan based on
patient’s problems and needs,
frequent fluctuation between
“Below Expectations” and “Meets
Expectations” performance, most
importantly needs significant
improvement before moving to a
higher academic level

Usually able to prioritize
problems, develop a coherent
plan for diagnosis and patient
management, considers needs of
patient, demonstrates sound
judgment

Consistently prioritizes
problems, demonstrates sound
judgment, develops a coherent
plan, includes patient and team
in decision making, anticipates
future problems

7. WRITTEN NOTES - Demonstrate ability to write history and physical examination, plans, progress note and discharge

summary. NA[]

Please indicate the basis on which you are evaluating the student.

Complete or focused history and physical [] Number of occurrences___

Other

Progress notes [] Number of times__ Written Presentations []

Below Expectations

i

Needs Significant Improvement

i

Meets Expectations
Passably [] Sufficiently []

Exceeds Expectations
Excellently [] Outstandingly []

Often incomplete, disorganized,
tardy, unreliable, inaccurate,
missing data, unrelated to
problems, cursory notes

Inconsistently complete,
organized and timely
documentation, frequent
fluctuation between “Below
Expectations” and “Meets
Expectations” performance, most
importantly needs significant

Usually complete, organized,
accurate on time, follow progress
of patient, relate lab data to
problems

Consistently comprehensive,
organized, succinct, accurate,
timely, relate lab data to
problems
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improvement before moving to a
higher academic level

8. ORAL PRESENTATIONS - Demonstrate ability in patient presentations, conference presentations and formal student

presentations. NA[]

Please indicate the basis on which you are evaluating the student. Check all that apply.

Rounds [] Conferences [] Formal Student Presentations [] Precepting on clinical cases [] Other
Below Expectations Needs Significant Improvement Meets Expectations Exceeds Expectations
[ [ Passably [] Sufficiently [] Excellently [] Outstandingly []

Often fails to present, inaccurate,
poor organized, little evidence of
preparation, not geared to
audience, poorly understood
concepts

Inconsistently organized,
accurate and clear presentations,
frequent fluctuation between
“Below Expectations” and “Meets
Expectations” performance, most
importantly needs significant
improvement before moving to a
higher academic level

Usually organized, accurate,
clearly presented, provides basic
information, relates clinical
problems to basic and clinical
evidence, researched

Consistently organized,
accurate, concise and clearly
presented, well thought out, well
researched, refers to evidence
based medicine, demonstrates
understanding of disease and
management processes

9. SELF REFLECTION.

NA []

Please indicate the basis on which you are evaluating the student.

Below Expectations

i

Needs Significant Improvement

i

Meets Expectations
Passably [] Sufficiently []

Exceeds Expectations
Excellently [] Outstandingly []

Often arrogant, antagonistic, fails
to self-assess, blames others for
failures, avoids taking
responsibility, defensive, makes
little effort to improve

Inconsistently demonstrates
willingness to improve,
inconsistently asks for feedback,
frequent fluctuation between
“Below Expectations” and “Meets
Expectations” performance, most
importantly needs significant
improvement before moving to a
higher academic level

Usually accepts full
responsibility for actions, self-
assesses, requests and improves
with feedback, works toward
self-improvement

Consistently accepts full
responsibility for actions, self-
assesses and recognizes
strengths and weaknesses, seeks
to improve performance,
improves with feedback, self-
directed, independent learner
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10. PROFESSIONALISM.

NA[]

Please indicate the basis on which you are evaluating the student. Check all that apply.

Rounds [] Conferences [] Presentations [] Precepting on clinical cases [] Other ........
Below Expectations Needs Significant Improvement Meets Expectations Exceeds Expectations
[ [ Passably [] Sufficiently [ Excellently [] Outstandingly []

Often unreliable, absent, late,
fails to complete assignments,
fails to accept responsibility,
lacks motivation, records
incomplete, disinterested, fails to
maintain confidentiality,
unethical behavior, handles
stress poorly, lacks respect for
patient, family, team, fails to
recognize weaknesses

Inconsistently reliable,
available, motivated and timely,
inconsistently demonstrates
respect toward patient and
family, frequent fluctuation
between “Below Expectations”
and “Meets Expectations”
performance, most importantly
needs significant improvement
before moving to a higher
academic level

Usually reliable, present, on
time, ethical, motivated, respects
patient, family and team, works
well with team, maintains
confidentiality, follows through
on tasks

Consistently reliable, active
team member, respect of
patients, families and team,
ethical, maintains confidentiality,
highly self-motivated, able to
function independently but does
to overstep bounds, follows
through on tasks, flexible

11. SURGICAL SKILLS. NAT]

Please indicate the basis on which you are evaluating the student. Check all that apply.

Direct Observation in OR, ER, clinic, bedside...[]

Other (e.g. Skills lab)

This assessment encompasses the behavior of the student, including his/her ability to work efficiently, work with the surgical team, and
particularly to facilitate surgery, that is, adapt and help, based on observation and instructions in the operating room. This assessment
includes, but is not limited to, assessment of manual dexterity, the ability to demonstrate sterile technique, suturing and/or gluing simple
lacerations, removal of sutures or staples, tying of surgical knots, demonstration of proper wound care, removal and application of
dressing, including complex (packed) wounds, and other skills such as those listed in surgical encounters in Surgery Clerkship.

Below Expectations

i

Needs Significant Improvement

i

Meets Expectations
Passably [] Sufficiently []

Exceeds Expectations
Excellently [] Outstandingly []
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Often unable to complete
basic surgical/wound care and
similar technical exercises
with basic skill or fails to
improve skills due to lack of
manual dexterity or
unwillingness to respond to
sustained guidance and
support, fails to recognize
weaknesses and/or does not
work well in the operating
room

Inconsistently able to complete
surgical/wound care and similar
technical exercises with basic
skill or only modestly able to
improve skills due to lack of
manual dexterity; frequent
fluctuation between “Below
Expectations” and “Meets
Expectations” levels,
importantly needs improvement
in skills and/or inconsistently
works well in the operating
room

Usually able to complete basic
surgical/wound care and similar
technical exercises with basic
skill or improves skills
demonstrating good manual
dexterity, usually working well
in the operating room with the
team

Consistently able to complete
basic surgical/wound care and
similar technical exercises with
basic skill or improves skills
demonstrating exceptional
manual dexterity, able to
function independently but does
to overstep bounds, follows
through on tasks, flexible, works
well in operating room with the
team

Comments:

Evaluator’s signature:
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Competency or MCQ OSCE Clinical Performance Evaluation Composite
Role HT | PE | DS | CS P |PS|MT |Kn|HT |PE| CS |DM|MT |WN |OP|SR| P |SS Score
Scientist NE4 v CSc_Sc
Communicator v NE'4 v v v |/ CSc_Co
Care Giver IV VA VA VA a4 |/ v | (CSc CG
Advocate Ve v |/ CSc_Ad
Professional NE'4 v |/ CSc_P

Abbreviations: MCQ: Multiple-Choice Questions; OSCE: Objective Structured Clinical Examination; HT: History Taking; PE:

Physical Examination; DS: Diagnostic Skills; CS: Communication Skills; P: Professionalism; PS: Procedural Skills; MT:

Management; Kn: Fund of Knowledge; DM: Decision-Making; WN: Written Notes; OP: Oral Presentations; SR: Self-Reflection;
SS: Surgical Skills; CSc_Sc: Composite Score for Scientist Role; CSc_Co: Composite Score for Communicator Role; CSc_CG:
Composite Score for Care Giver Role; CSc_Ad: Composite Score for Advocate Role; CSc_P: Composite Score for Professional

Role.
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Qualitative Analysis of Committee Deliberations

Theme

Category

Code

Frequency

Representative Quotations

Valuing

Professionalism

“I looked especially at comments to identify students
with problem in professionalism. I thought that
professionalism cannot be rated well in the others ways.”

“I value professional behavior, and such looked at
comments that describe professionalism.”

Aggregated Skills

AS

“I looked at each OSCE and checked every station
separately to identify areas of weakness according to
comments then to grades. I thought clinical skills are
very important to look at first.”

“I dissected performance on OSCE because global skills
matter a lot”

Technical Process

Zoom-in

Z1

“I started by looking at the final year grade. Then |
thought that students who have scores between 70 & 75
are the students I need to know why they have low
grades and then [ went back to the rotations.”

“The end-of-year grade was a first step towards further
consideration. Low performers were looked at separately
and in details to make my selection.”

Pattern recognition

PR

“I looked at each final clerkship score for each student
and I highlighted the weak students based on my
previous experience. Then [ read the comments about the
highlighted students to select finally those with the
bad/negative comments.”
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“Weak students can be identified from their borderline
scores in everything”

Probability building

PB

“Since I am number-oriented person, I took the cut off
value decided by the school of 70/100. So 1 did a formula
to identify how many students have lowest than 70, then
I highlighted those cases then I looked horizontally
across all the grades. If | had the same pattern across
clerkships, then I checked the comments.”

“l used the cut off of 70%. Those scoring above 70 on the
final clerkship grades were considered eligible for
promotion if they had succeeded in the OSCEs.
Accordingly, I worked on a formula accounting for most
scores but in a rank order.”

Validity

Accuracy

“..there are too many discrepancies between the CPE
and the comments. How can a student receive grades of
8-9 over 10 on an item and then get negative comments.
So 1 did not depend on the CPE scores nor on the
comments because I considered them inaccurate.”

“I don’t consider CPE accurate; that is why I put more
weight on the rest of the tests.”

Discrimination potential

DP

“..as I told you before the CPE did not reflect accurately
students’ performance and was not discriminatory
(many items are rated all 8 and the narrative did not
correlate with the grades) so I went to the OSCE, because
I thought it was the most discriminatory.”

“MCQs and OSCEs are more discriminatory.”
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