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SUMMARY

In this dissertation, I present my research on different aspects of the quark-gluon plasma

(QGP) by using the AdS/CFT correspondence, and thermal perturbative QCD approaches.

The effects of external magnetic field on the thermalization of the QGP (dual to black hole

formation in AdS space), and the critical temperature of the confinement-deconfinement phase

transition of the QGP (dual to Hawking-Page phase transition in AdS space) will be studied.

The violation of the KSS viscosity bound in anisotropic QGP or anisotropic black hole geome-

tries in AdS space will be shown. Moreover, using the holographic RG flow and Schwinger-

Keldysh formalisms in the AdS/CFT correspondence, as well as thermal perturbative QCD,

the electromagnetic probes of the QGP will be investigated by taking into account the effects

of external magnetic field, velocity gradient correction, and axial anomaly. The hard probes of

the strongly magnetized QGP, such as jet quenching and energy loss of a heavy quark, will also

be investigated by using thermal perturbative QCD, and string theory in AdS space. Finally,

different aspects of N = 4 super Yang-Mills theory on the Coulomb branch will be explored

by using its string theory dual, and will be shown to have most of the properties expected

from pure Yang-Mills theory at strong coupling. In addition, a new holographic mechanism

for hadronization or particle production from the QGP will be proposed, and shown to be

equivalent to the well-known Cooper-Frye formula in the hydrodynamic or low frequency limit.

xiv



CHAPTER 1

INTRODUCTION

Due to the asymptotic freedom of the QCD coupling constant at very high temperature

T > Tc ∼ 120 MeV , a quark-gluon plasma (QGP) is expected to be formed in ultra-relativistic

heavy-ion (such as gold-gold or lead-lead) collision experiments. See the cartoon diagram

Figure 1 that depicts the entire time flow of a heavy-ion collision experiment (1).

In this dissertation, we will investigate the properties, formation, and hadronization of the

quark-gluon plasma (QGP) using thermal perturbative QCD, see for example (7), and the

AdS/CFT correspondence (2; 3; 4), see also (5; 6).

In Chapter 2, a non-trivial holographic RG flow equation of the shear viscosity in anisotropic

black hole geometry (dual to anisotropic QGP) will be derived. After solving the RG flow

equation analytically, we show that the KSS viscosity bound is violated in anisotropic black

hole geometries.

In Chapter 3, different aspects of the electromagnetic probes of the QGP will be investigated.

In section 3.1, the thermal emission of soft photons and dileptons of a magnetic black hole

geometry (dual to a magnetized QGP) will be computed analytically, and it will be shown that

a strong magnetic field enhances both the soft photon and dilepton production rates of the

QGP.

1



2

Figure 1. Time evolution of a heavy-ion collision.

In section 3.2, by using the Schwinger-Keldysh formalism in the AdS/CFT correspondence,

we compute the velocity gradient correction to the photon emission rate of the QGP. We will

show that the first order velocity gradient correction enhances the photon emission rate.

In section 3.3, the thermal photons and dileptons, from axially charged black hole or QGP,

will be shown to have a spin polarized emission rates. The spin polarization asymmetry will

be computed, both at strong coupling (in the holographic Sakai-Sugimoto model) in section

3.3, and at weak coupling (in the thermal perturbative QCD: to complete leading order which

includes the LPM resummation) in section 3.4, and found to be a percent level.

In Chapter 4, the effects of strong magnetic field on hard probes of the QGP will also

be investigated using thermal perturbative QCD for weak coupling regime in section 4.1, and

string theory in AdS space for strong coupling regime in section 4.2. For both weak and strong
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coupling regimes, it will be shown that a strong magnetic field enhances both the jet quenching

parameter and energy loss of a heavy quark moving through a magnetized QGP.

In Chapter 5, using the AdS/CFT correspondence, we will show that the presence of external

magnetic field speeds up the formation of black hole in the AdS background or thermalization

of the QGP.

In Chapter 6, we will show that weak magnetic field decreases (while strong magnetic field

increases) the critical temperature of the confinement-deconfinement phase transition in various

confining holographic models of QCD.

Finally in Chapter 7, the holographic or string theory dual to the Coulomb branch of N = 4

super Yang-Mills theory (where the conformal symmetry is broken due to the Higgs mechanism)

will be studied. For particular choice of the VEVs (or for a particular point in its moduli space),

we will show that N = 4 super Yang-Mills theory on the Coulomb branch (cSYM) has most

of the properties expected from pure Yang-Mills theory at strong coupling, i.e., confinement

(Cornell potential), mass gab (with quantized mass spectrum for the scalar and spin-2 glueballs),

an equation of state where the pressure vanishes at critical temperature Tc. We will also show

that N = 4 cSYM has a physical small black hole branch where the pressure is still positive. In

addition, a new holographic mechanism for hadronization or particle production (which reduces

to Cooper-Frye formula in the hydrodynamic or low frequency limit) will be proposed in section

7.3. The hydrodynamic transport coefficients and hard probe parameters of N = 4 cSYM will

also be computed in section 7.4 and 7.5, and will be shown to be consistent with the presence

of particle production in the small black hole branch.
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The AdS/CFT Correspondence

In what follows, we will provide a quick introduction to the tools of the AdS/CFT corre-

spondence that we need in the subsequent chapters of the dissertation.

The AdS/CFT correspondence (2) (in its weakest form) is a holographic duality between a

weakly coupled supergravity in AdS space and strongly coupled gauge theory at the boundary of

the AdS space.

For example, Type IIB supergravity in AdS5 space is equivalent to N = 4 Super-Yang Mills

(SYM) gauge theory at the boundary of the AdS5 space with the following parameter mappings

(2):

α′2

R4
=

1

λ
, (1.0.1)

G5

R3
=
π/2

N2
c

, (1.0.2)

where the parameters of Type IIB supergravity are: R (the radius of the 5-dimensional AdS5

space), α′ = `2s (the string length scale), and G5 (the 5-dimensional Newton’s gravitational

coupling constant), while the parameters of N = 4 Super-Yang Mills (SYM) gauge theory are:

λ = g2
YMNc (the ’t Hooft coupling constant), gYM (the gauge theory coupling constant), and

Nc (the number of colors).

Moreover, weakly coupled supergravity in the AdS black hole geometry is equivalent to

strongly coupled gauge theory at finite temperature at the boundary of the AdS black hole

geometry where, for example, the temperature Tbh of the AdS black hole is identified with the
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temperature T of the thermal gauge theory, and the entropy density sbh of the AdS black hole

is identified with the entropy density s of the thermal gauge theory (4).

Formulations of the AdS/CFT Correspondence

The partition function for a gauge theory in Euclidean signature (where, for example, t →

−iτ , ω → iωE , and the action iS → −SE ) is

Zgauge(J;Nc,λ) =

∫
D(fields)e−Sgauge(fields;Nc,λ)+

∫
ddxJO (1.0.3)

where J is the source function for the corresponding operator O. And, the partition function

for a supergravity theory in Euclidean signature is

Zgravity(φ0;Gd+1,
α′

R2
) =

∫
Dφe−Sgravity(φ;Gd+1, α

′

R2 ), (1.0.4)

where φ0(τ, x, y, z) is the boundary value of φ(τ, x, y, z, u), i.e., φ0(τ, x, y, z) = φ(τ, x, y, z, u =

0).

Therefore, according to the AdS/CFT correspondence (in its strongest form) (2; 4), we have

the equivalence of the partition functions

Zgauge(J;Nc,λ) ≡ Zgravity(φ0;Gd+1,
α′

R2
), (1.0.5)

where J is mapped to φ0, i.e., J = φ0.
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And, in its weakest form, using N=4 SYM as an example, we have

ZSYM4(J;Nc � 1,λ→∞) ≡ e−Sgravity5 (φcl;Gd+1 � 1, α
′

R2 → 0), (1.0.6)

where

φcl(ωE ,k, u) = F (ωE ,k, u)φ0(ωE ,k), (1.0.7)

is the classical solution for equation of motion of the scalar field φ in the AdS5 space with the

boundary condition F (ωE ,k, u = 0) = 1.

As a specific example, we will consider the gravity action

Sgravity5(φ;G5,
α′

R2
→ 0) =

1

2

1

16πG5

∫
d5x
√−ggµµ∂µφ∂µφ, (1.0.8)

on the AdS5 space with the metric gµν given by

ds2 =
π2T 2R2

u
((1− u2)dτ2 + dx2 + dy2 + dz2) +

R2

4(1− u2)u2
du2. (1.0.9)

And, the on-shell gravity action Son-shell found by inserting φcl(ωE ,k, u) = F (ωE ,k, u)φ0(ωE ,k)

into the gravity action Equation 1.0.8, and integrating by parts, is given by

Son-shell =
1

4

1

16πG5

∫
d4k
√−gguuFE(−k, u)∂uFE(k, u)φ0(−k)φ0(k)|u=0. (1.0.10)
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Using the on-shell action Equation 1.0.10, and the mapping of the source function J = φ0,

we can determine the one-point and two-point functions of the corresponding operator O as

(3; 4)

< O >E=
δZSYM

δJ
= −δSon-shell

δφ0
= −1

2

1

16πG5

√−gguuFE(−k, u)∂uFE(k, u)φ0(−k)|u=0,

(1.0.11)

GE(ωE ,k) =< OO >E=
δ2ZSYM

δJδJ
=
δ2Son-shell

δφ0δφ0
=

1

16πG5

√−gguuFE(−k, u)∂uFE(k, u)|u=0.

(1.0.12)

And, we can determine the retarded Green’s function GR = (−i)θ(t) < [O(t,x),O(0)] > in

real-time to be (5; 6)

GR(ω,k) = GE(ωE ,k) |ωE=−iω=
1

16πG5

√−gguuF (k, u)∂uF (k, u)|u=0. (1.0.13)

Therefore, the prescription for computing the real-time retarded Green’s function GR(ω,k)

can be stated as (5): solve the classical equation of motion for the scalar field φ(ω, k, u) in AdS

space with real-time signature, and with the boundary condition φcl(ω, k, u) = F (ω, k, u)φ0(ω, k) |u=0=

φ0(ω, k), then the retarded Green’s function GR(ω, k) is simply given by

GR(ω,k) =
1

16πG5

√−gguuF (k, u)∂uF (k, u)|u=0. (1.0.14)
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Though the above prescription to compute GR(ω,k) is straightforward, it requires solving

a linear second-order differential equation for the scalar field φ(ω,k, u)

∂uΠ =
(
N ttω2 +N xxk2

x

)
φ, (1.0.15)

where N µµ(u) = 1
16πG5

√−ggµµ, and the conjugate momenta Π =
δSgravity5
δ∂uφ

= N uu∂uφ.

However, one can avoid solving the linear second-order differential equation Equation 1.0.15,

by defining a 5-dimensional retarded Green’s function GR(ω,k, u) = Π
φ(ω,k,u) , and recasting

Equation 1.0.15 as a non-linear first-order differential equation (also known as holographic RG

flow equation) for GR(ω,k, u), i.e.,(6)

∂uGR(ω, kx, u) = −GR(ω, kx, u)2

N uu
+N ttω2 +N xxk2

x. (1.0.16)

Then, the retarded Green’s function GR(ω,k) = GR(ω,k, u = 0). In this formalism, the

interpretation of the extra radial dimension u as the energy scale of the field theory becomes

apparent (2; 8; 9). We will use the holographic RG flow equations when we compute the shear

viscosities in Chapter 2 and section 7.4, electric conductivities in section 3.1 and 7.4, and jet

quenching parameters in section 4.2 and 7.5.

In addition to the retarded Green’s function GR(ω,k), we can use the AdS/CFT corre-

spondence to compute the Schwinger-Keldysh propagators G11(ω,k), G22(ω,k), G12(ω,k), and
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G21(ω,k) (13; 14; 15), on the contour shown in Figure 2 with σ = β/2 = 1/2T , by generalizing

the prescription to compute GR(ω,k) as (14)

φ(k, ua) = φb(k)Gba(k, u), (1.0.17)

where the indices a and b take the values 1 and 2 (where 1 corresponds to the R quadrant, and

2 the L quadrant of the Penrose diagram shown in Figure 3 with two boundaries of the AdS

space located at uR = uL = 0),

φ1(k) = lim
uR→0

φ(k, uR) φ2(k) = lim
uL→0

φ(k, uL), (1.0.18)

and Gab are bulk-to-boundary Schwinger-Keldysh propagators

G11(ω,k, u) =
eω/T

eω/T − 1
F (k, uR)− 1

e2ωπ − 1
F (−k, uR),

G21(ω,k, u) = 2i
eωπ

eω/T − 1
ImF (−k, uR),

G12(ω,k, u) = −2i
eω/2T

eω/T − 1
ImF (−k, uL),

G22(ω,k, u) =
eω/T

eω/T − 1
F (−k, uL)− 1

eω/T − 1
F (k, uL), (1.0.19)

and the retarded bulk-to-boundary Green’s function GR(ω,k, u) = F (k, u), with the property

G∗R(k, u) = GR(−k, u).



10

t -

�

?t

ti
A

B

tfC

tf − iσ

ti−iβ

Figure 2. The Schwinger-Keldysh contour.

Then the Schwinger-Keldysh (boundary-to-boundary) propagators Gab(ω,k) are

Gab(k1, k2) = −(−1)a+b δ2S0

δφa(k1)δφb(k2)
, (1.0.20)

where

Sgravity5 =
1

2

1

16πG5

∫
R
d5x
√−ggµν∂µφ∂νφ−

1

2

1

16πG5

∫
L
d5x
√−ggµν∂µφ∂νφ. (1.0.21)

After taking the functional derivatives in Equation 1.0.20, we find

G11(ω,k) = N uu(u)
(eω/T − 1)F (k, u)∂uF (k, u) + (e−ω/T − 1)F (−k, u)∂uF (−k, u)

(e2ωπ − 1)(e−2ωπ − 1)

∣∣∣∣
u=0

,

G12(ω,k) = N uu(u)
eω/2T

eω/T − 1

(
F (−k, u)∂uF (−k, u)− F (k, u)∂uF (k, u)

)∣∣∣∣
u=0

,

G21(ω,k) = −G∗12(ω,k),

G22 = −G∗11(ω,k), (1.0.22)
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Figure 3. Penrose diagram of AdS black-hole geometry.

and the retarded boundary-to-boundary Green’s functionGR(ω,k) = N uu(u)F (k, u)∂uF (k, u)|u=0

as in Equation 1.0.14. Note that the Schwinger-Keldysh (boundary-to-boundary) propagators

Gab(ω,k) satisfy the KMS identities

G∗ab = −Gāb̄, (1.0.23)

where 1̄ = 2 and 2̄ = 1, as long as the bulk-to-boundary propagators Gab have the property

Gab = G∗āb̄. (1.0.24)
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And, using the fact that G∗R(k, u) = GR(−k, u) or F ∗(k, u) = F (−k, u), and 2iImGR =

GR −G∗R, one can derive the fluctuation-dissipation relations

G<(ω,k) = −ie ω
2T G12(ω,k) = −2nB(ω)ImGR(ω,k),

G>(ω,k) = −ie− ω
2T G21(ω,k) = −2nB(ω)e

ω
T ImGR(ω,k), (1.0.25)

where nB(ω) = 1
eω/T−1

is the Bose-Einstein distribution, while G<(k) =
∫
d4x e−ikx〈O(0)O(x)〉

and G>(k) =
∫
d4x e−ikx〈O(x)O(0)〉 are the Wightman functions.

Note that the fluctuation-dissipation relations Equation 1.0.25 still hold in a space-time

dependent bulk metric of the form gµν(t,x, u) = ḡµν(u) + δgij(t,x, u) as long as the bulk-to-

boundary propagators Gab or GR = F (k, u) are constructed only from the background metric

ḡµν(u), and has the property Gab = G∗
āb̄

or G∗R(k, u) = GR(−k, u). This fact will especially be

important for us in section 3.2, where we will compute the velocity gradient correction to the

photon emission rate.



CHAPTER 2

SHEAR VISCOSITIES OF STRONGLY COUPLED ANISOTROPIC

PLASMA

(Previously published as Kiminad A. Mamo, “Holographic RG flow of the shear viscosity to

entropy density ratio in strongly coupled anisotropic plasma,” JHEP 1210, 070 (2012))

Since, the strongly coupled quark gluon plasma created in the heavy ion collision (16; 17) is

anisotropic (32; 33), it is important to study the anisotropic version of N = 4 SU(Nc) super-

Yang-Mills plasma by using its type IIB supergravity dual (34; 35). For example, the trace

of the energy-momentum tensor of the anisotropic N = 4 plasma has been calculated in (35),

by using its gravity dual, and it turned out to be proportional to the anisotropy parameter a,

more precisely, 〈T b b〉 = N2
c a

4

48π4 . This shows that there is conformal anomaly in the anisotropic

N = 4 plasma due to the anisotropy. Hence, the Callan-Symanzik RG flow equation for the

two-point function, consequently, the RG flow of some components of the shear viscosity tensor

ηb a
b
a must be non-trivial. In fact, in this chapter, we show that an independent component

of the shear viscosity tensor, ηi z
i
z, has a non-trivial RG flow while the other independent

components of the shear viscosity tensor, ηj i
j
i and ηz i

z
i, have a trivial RG flow.

In this chapter, we derive the non-trivial holographic RG flow equation of the shear viscosity

ηi z
i
z of the anisotropic N = 4 plasma, using the equation of motion for the shear mode grav-

itational fluctuations, we find analytical solution up to first order in the anisotropy parameter

a, and show that the Kovtun-Son-Starinets (KSS) shear viscosity bound is violated.

13
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2.1 Effective Action for Gravitational Shear Mode Fluctuations

As shown in (21), later in (6), and more recently in (43) the relevant equations for gravi-

tational shear mode fluctuations can be mapped onto an electromagnetic problem. Consider a

metric perturbation of the form

gaN (r)→ gaN (r) + gaah
a
N (xM 6= a) (2.1.1)

in isotropic bulk spacetime

ds2 = gMNdx
MdxN = gttdt

2 + gaadx
adxa + guudu

2. (2.1.2)

Indices: {L,M,N, } run over the full 5-dimensional bulk; {a, b, c} run over all spatial coordinates

x, y, and z. And, throughout this paper the Einstein summation convention will apply only for

indices {L,M,N, } but not for {a, b, c}. Comparing this to the standard problem of Kaluza-

Klein dimensional reduction along the a spatial direction, setting AaN ≡ ha N , and using the

gauge hNN = huN = 0, the Einstein-Hilbert action

Sbulk =
1

2κ2

∫
M

√−g R, (2.1.3)
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after expanding it to second order in the gravitational shear mode fluctuations ha N , with

gravitational coupling 1
2κ2 = 1

16πG , can be mapped onto Maxwell’s action for the gauge fields

AaN , with an effective gauge coupling 1
g2
effa

= 1
2κ2 gaa = 1

2κ2 gxx = 1
2κ2 gyy = 1

2κ2 gzz (21; 6)

Seff = −1

4

∫
d5xNMN

a F aMNF
a
MN , (2.1.4)

where

F aMN = ∂MA
a
N − ∂NAaM , (2.1.5)

AaN = ha N = gaahaN (t, u, c 6= a), (2.1.6)

NMN
a (u) =

1

2κ2
gaa
√−ggMMgNN . (2.1.7)

The effective action for AaN with the effective gauge coupling geffa can be further mapped on

to an action for scalar fields ψab ≡ Aab

Seff = −1

2

∫
d5xNMb

a ∂Mψ
a
b ∂Mψ

a
b . (2.1.8)

which upon variation gives the equation of motion for the shear mode gravitational fluctuations

ψab

∂M (NMb
a (u)∂Mψ

a
b ) = 0. (2.1.9)
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2.2 Holographic RG Flow Equation for Shear Viscosities

The fact that classical equations of motion in the bulk corresponds to RG flow equations

in the field theory side was anticipated at the early stage of AdS/CFT (41). Therefore, for

example, the holographic RG flow equations for the shear viscosity tensor ηb a ≡ ηb a
b
a, and

conductivity σ were derived, using the equations of motion for the scalar modes of the gravita-

tional fluctuations, and Maxwell’s equations of motion, respectively, for an electrically neutral

isotropic black hole background (6), which were trivial in the hydrodynamic limit. And, re-

cently, (42) has derived the same flow equation, for the conductivity, using the holographic

Wilsonian renormalization group method (37; 38), and has provided the proof for the equiv-

alence of the two methods in a general black hole background. Also, (43) has derived the

holographic RG flow equation for σ, using the equations of motion for U(1) gauge fields in a

charged black hole background, which is non-trivial even in the hydrodynamics limit, and is in

agreement with the one derived in (45) using Kubo’s formula.

Now, we derive the RG flow equation for the shear viscosity tensor ηb a ≡ ηb a
b
a, which is

extracted from the correlation function 〈T b aT b a〉 where T b a is dual to ha b, in isotropic bulk

spacetime using the equation of motion (Equation 2.1.9). To this end, integrating by parts the

bulk action (Equation 2.1.8), and using the equation of motion (Equation 2.1.9), we’ll be left

with the on-shell boundary action

Seff = −SB[ε], (2.2.10)
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where the boundary action at u = ε, SB[ε], is

SB[ε] = −1

2

∫
u=ε

d4xN ub
a ψab ∂uψ

a
b . (2.2.11)

And, the canonical conjugate momentum along the radial direction Π is

Π =
δSB
δψab

= −N ub
a ∂uψ

a
b . (2.2.12)

In terms of Π (Equation 2.2.12) the equation of motion (Equation 2.1.9) can be re-written, in

the momentum space, as

∂uΠ = −
(
N tb
a ω

2 +N cb
a k

2
c

)
ψab . (2.2.13)

Note that a 6= c. The shear viscosity tensor ηb a is defined by ηb a ≡ Π
iωψab

, and taking its first

derivative with respect to ε, we’ll get

∂εη
b
a =

∂uΠ

iωψab
− Π∂uψ

a
b

iω(ψab )2
. (2.2.14)

Then, using (Equation 2.2.13) and (Equation 2.2.12) in (Equation 2.2.14), we’ll find the holo-

graphic RG flow equation for ηb a to be

∂εη
b
a = iω

((ηb a)
2

N ub
a

+N tb
a

)
+
i

ω
N cb
a k

2
c , (2.2.15)
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One can see that the RG flow equation (Equation 2.2.15) is trivial in the hydrodynamics

limit kc = 0, and ω → 0. Hence, the shear viscosity tensor ηb a takes the same value at any

hypersurface u = ε. And, the initial data at the horizon is provided by requiring regularity at

the horizon ε = uh (6). Since 1
Nuba

and N tb
a diverge at the horizon ε = uh, for the solution to be

regular at the horizon, the right hand side of (Equation 2.2.15) has to vanish at ε = uh. From

which we recover, the frequency and momentum independent result

ηb a(ε = uh) =
√
−N ub

a N tb
a =

1

2κ2

√
g(uh)

guu(uh)gtt(uh)

gaa(uh)

gbb(uh)
. (2.2.16)

And, using the entropy density s = 1
4G

√
g(uh)

guu(uh)gtt(uh) , the shear viscosity to entropy density

ratio at the horizon ε = uh will be

ηb a(ε = uh)

s
=

1

4π

gaa(uh)

gbb(uh)
=

1

4π
, (2.2.17)

where we used the fact that gaa = gbb, for any a and b in isotropic spacetime. And, since the

RG flow is trivial, in the hydrodynamic limit, the shear viscosity to entropy density ratio ηb a(ε)
s

will be given by (Equation 2.2.17) at any hypersurface u = ε, i.e.,

ηb a(ε)

s
=
ηb a(ε = uh)

s
=
ηb a(ε = 0)

s
=

1

4π
. (2.2.18)

This proves the universality of ηb a(ε)
s , in isotropic bulk spacetime. But, we’ll see, later on, that

the universality of η
b
a

s is no more valid in anisotropic bulk spacetime where different components



19

of the shear viscosity tensor ηb a, hence ηb a
s , will take different values, and some components of

it will RG flow non-trivially, i.e., their value at the horizon (IR) will be different from the one

at the boundary (UV).

2.3 Anisotropic Black Hole in Type IIB Supergravity and Its Shear Viscosities

Our five dimensional axion-dilaton gravity bulk action, which is a type IIB supergravity

action where the Ramond-Ramond (RR) field, the axion, is a 0-form potential which is the

’magnetic’ dual of the 8-form potential which couples to D7-branes ’electrically’, is (34; 35; 36)

Sbulk =
1

2κ2

∫
M

√−g
(
R+ 12− (∂φ)2

2
− e2φ (∂χ)2

2

)
, (2.3.19)

where κ2 = 8πG = 4π2

N2
c

. The background solutions for the equation of motions resulting from

the variation of this action are (35)

χ = az, (2.3.20)

ds2 = gMNdx
MdxN = gttdt

2 + gaadx
adxa + guudu

2 = gttdt
2 + giidx

idxi + gzzdz
2 + guudu

2

=
e−φ(u)/2

u2

(
−F(u)B(u) dt2 +

du2

F(u)
+ dx2 + dy2 +H(u) dz2

)
(2.3.21)
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Indices: {L,M,N, } run over the full 5-dimensional bulk; {a, b, c} run over all spatial coordinates

x, y, and z; {i, j} stand for x and y only. Also, throughout this paper the Einstein summation

convention will apply only for indices {L,M,N, } but not for {a, b, c} and {i, j}. And,

φ(u) = −a
2u2
h

4
log(1 +

u2

u2
h

) +O(a4), (2.3.22)

F(u) = 1− u4

u4
h

+
a2

24u2
h

[8u2(u2
h − u2)− 10u4 log 2 + (3u4

h + 7u4) log(1 +
u2

u2
h

)] +O(a4),(2.3.23)

B(u) = 1− a2u2
h

24
[

10u2

u2
h + u2

+ log(1 +
u2

u2
h

)] +O(a4), (2.3.24)

H(u) = e−φ(u), (2.3.25)

for a� T . And, the horizon uh and the entropy density s are related to the temperature T by

(35)

uh =
1

πT
+

5 log 2− 2

48π3T 3
a2 +O(a4), (2.3.26)

s =
1

4G

√
g(uh)

guu(uh)gtt(uh)
=
π2N2

c T
3

2
+
N2
c T

16
a2 +O(a4). (2.3.27)

Turning on only the metric fluctuations hMN about the background solution g0
MN (Equa-

tion 2.3.21), i.e. gMN = g0
MN + hMN , expanding the bulk action (Equation 6.1.2) to second

order in hMN , and also using the gauge hMu = 0, we’ll have (36)

S(2) =
1

16πG

∫
d5x
[√−g(2)

2A(0) +
√−g(0)

(
R(2) − 1

2
e2φa2gzz(2)

)]
, (2.3.28)
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where

A(0) = −1

2
(8 +

1

2
φ′2guu +

1

2
e2φa2gzz)(0), (2.3.29)

gzz(2) = gLL(0)gzz(0)gzz(0)hLzhLz. (2.3.30)

Using the trick of (21; 6) of Kaluza-Klein dimensional reduction in the a direction, consid-

ering only hNa = hNa(xM 6= a), and using the gauge hNN = huN = 0, we’ll get the effective

action

S
(2)
eff =

∫
d5x
(
−1

4
NMN
a F aMNF

a
MN −

1

2
MLAzLA

z
L

)
, (2.3.31)

where

F aMN = ∂MA
a
N − ∂NAaM , (2.3.32)

AaN = ha N = gaa(0)haN , (2.3.33)

NMN
a (u) =

1

2κ2
g(0)
aa

√−g(0)
gMM(0)gNN(0), (2.3.34)

ML(u) =
1

2κ2
a2e2φ√−g(0)

gLL(0). (2.3.35)

Note that this action, as emphasized in (6), is exactly in the form of the standard Maxwell’s

action with an effective coupling for the gauge fields

1

g2
effa

=
1

2κ2
g(0)
aa . (2.3.36)
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It’s obvious from the above relationship that the effective coupling geffi 6= geffz since gii 6= gzz.

Hence, we have two distinct effective theories depending on which coupling and gauge fields

we use. The gauge fields AiN are coupled by geffi , and the gauge fields AzN are coupled by

geffz . For example, using the effective theory with the geffi we can extract the shear viscosity

tensor ηb i
b
i from the correlation function 〈T b iT b i〉 where T b i is dual to hi b. Similarly, using

the effective theory with the geffz we can extract the shear viscosity tensor ηb z
b
z from the

correlation function 〈T b zT b z〉 where T b z is dual to hz b. Therefore, there are three independent

components of the shear viscosity tensor ηb a
b
a , in the bulk, namely

ηj i ≡ ηj i j i = ηx y
x
y = ηy x

y
x,

ηz i ≡ ηz i z i = ηz x
z
x = ηz y

z
y,

ηi z ≡ ηi z i z = ηx z
x
z = ηy z

y
z. (2.3.37)

However, we observe that two of the three independent components of the shear viscosity

tensor in the bulk, ηz i, and ηi z, take the same value at the boundary, hence, we have only two

independent components of the shear viscosity tensor at the boundary. This is consistent with

the fact that the one index up and one index down energy-momentum tensor operator at the

boundary is symmetric, and the shear viscosity tensor has only two independent components

at the boundary (31).
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Now, we start studying the properties of the shear viscosities using their corresponding

effective actions. The effective action for Azi with the effective gauge coupling geffz can be

found from the action (Equation 6.1.1) by setting a = z, N = i, and L = i

S
(2)
eff =

∫
d5x
(
−1

2
NMi
z ∂Mψ

z
i ∂Mψ

z
i −

1

2
Miψzi ψ

z
i

)
(2.3.38)

where

NMi
z =

1

2κ2
g(0)
zz

√−g(0)
gMM(0)gii(0), (2.3.39)

Mi =
1

2κ2
a2e2φ√−g(0)

gii(0), (2.3.40)

ψzi (t, u, y) = Azi (t, u, y) = hz i(t, u, y). (2.3.41)

Similarly, the effective action for Aib with the effective gauge coupling geffi can be found

from the action (Equation 6.1.1) by setting a = i, N = b, and L = b

S
(2)
eff =

∫
d5x
(
−1

2
NMb
i ∂Mψ

i
b∂Mψ

i
b

)
(2.3.42)

where

NMb
i =

1

2κ2
g

(0)
ii

√−g(0)
gMM(0)gbb(0), (2.3.43)

Mi =
1

2κ2
a2e2φ√−g(0)

gii(0), (2.3.44)

ψib(t, u, z) = Aib(t, u, z) = hi b(t, u, z). (2.3.45)
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Note that we have dropped the mass-like term 1
2Mbψzbψ

z
b from (Equation 2.3.42) since it doesn’t

affect the equation of motion for ψib. Also, since (Equation 2.3.42) is the same effective action

as the isotropic one (Equation 2.1.4) discussed in the previous section, we can immediately

observe that ηb i has a trivial RG flow, and the components of ηb i
s take the values

ηj i(ε)

s
=

1

4π

gii
gjj

=
1

4π
, (2.3.46)

and,

ηz i(ε)

s
=

1

4π

gii(uh)

gzz(uh)
=

1

4πH(uh)
=

1

4π

(
1− log 2

4π2

( a
T

)2
+O(a4)

)
<

1

4π
(2.3.47)

for a 6= 0. Equations (Equation 2.3.46), and (Equation 2.3.47) are exactly Eq.14, and Eq.17 of

reference (36), respectively, derived using the membrane paradigm approach.

But, in order to calculate ηi z one has to solve the RG flow equation that we’ll get from the

corresponding effective action (Equation 2.3.38).

Using the equation of motion for the shear modes of gravitational fluctuations, we derive

the holographic RG flow equation for the shear viscosity ηi z. Varying the effective action

(Equation 2.3.38), we find the equation of motion

∂M (NMi
z ∂Mψ

z
i )−Miψzi = 0. (2.3.48)
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Using the equation of motion (Equation 2.3.48) in the bulk action (Equation 2.3.38), we get

the on-shell action

S
(2)
eff = −SB[ε], (2.3.49)

where the boundary action at u = ε, SB[ε], is

SB[ε] = −1

2

∫
u=ε

d4xN ui
z ψ

z
i ∂uψ

z
i . (2.3.50)

And, the canonical conjugate momentum along the radial direction Π is

Π =
δSB
δψzi

= −N ui
z ∂uψ

z
i . (2.3.51)

In terms of Π (Equation 2.3.51) the equation of motion (Equation 2.3.48) can be re-written, in

the momentum space, as

∂uΠ = −
(
N ti
z ω

2 +N yi
z k

2
y +Mi

)
ψzi . (2.3.52)

The shear viscosity tensor ηi z is defined by ηi z ≡ Π
iωψzi

, and taking its first derivative with

respect to ε, we’ll get

∂εη
i
z =

∂uΠ

iωψzi
− Π∂uψ

z
i

iω(ψzi )
2
. (2.3.53)
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Then, using (Equation 2.3.52) and (Equation 2.3.51) in (Equation 2.3.53), we find the holo-

graphic RG flow equation for ηi z to be

∂εη
i
z = iω

((ηi z)
2

N ui
z

+N ti
z

)
+
i

ω

(
N yi
z k

2
y +Mi

)
, (2.3.54)

which is non trivial even in the hydrodynamics limit ky = 0 and ω → 0. One can also see that

at a = 0, which makes Mi = 0, the flow equation (Equation 2.3.54) reduces to the isotropic

one (Equation 2.2.15).

We solve the flow equations (Equation 2.3.54) analytically up to second order in the anisotropy

parameter a. The initial data at the horizon is provided by requiring regularity at the horizon

ε = uh (6). Since 1
Nuiz and N ti

z diverge at ε = uh, in order for the solution to be regular at

the horizon, the right hand side of (Equation 2.3.54) has to vanish at ε = uh. From which we

recover frequency, momentum and mass-like term Mi independent result

ηi z(ε = uh) =
√
−N ui

z N ti
z =

1

2κ2

√
g(uh)

guu(uh)gtt(uh)

gzz(uh)

gii(uh)
. (2.3.55)

And, using (Equation 2.3.27), the shear viscosity to entropy density ratio at the horizon ε = uh

will be

ηi z(ε = uh)

s
=

1

4π

gzz(uh)

gii(uh)
=

1

4π
H(uh) =

1

4π

(
1 +

log 2

4π2

( a
T

)2
+O(a4)

)
>

1

4π
(2.3.56)
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for a 6= 0. Writing out ηj z = Re (ηi z) + iIm (ηi z) in (Equation 2.3.54), taking ω → 0 limit,

setting ky = 0, and writing out the metric components explicitly, we’ll get

∂εIm (ηi z)−
a2

2κ2ω

e
3
4
φ(ε)
√
B(ε)

ε3
= 0, (2.3.57)

∂εRe (ηi z) + 4ωκ2 e
9
4
φ(ε)ε3

F(ε)
√
B(ε)

Im (ηi z)Re (ηi z) = 0. (2.3.58)

Since, we are interested only up to second order in a, we’ll take B = eφ = 1 + O(a2), and

F(u) = 1− u4

u4
h

+O(a2) =
(u2
h+u2)(u2

h−u2)

u4
h

+O(a2). Therefore, up to a second order in a, the flow

equation for Im (ηi z) can be written as

∂εIm (ηi z) =
a2

2κ2ω

1

ε3
+O(a4). (2.3.59)

Solving (Equation 2.3.59), using the initial condition at the horizon Im (ηj z(ε = uh)) = 0, and

using it in (Equation 2.3.58), we’ll get

∂εRe (ηi z)−
[ u2

hε

ε2 + u2
h

a2 +O(a4)
]
Re (ηi z) = 0. (2.3.60)

Note that ω is canceled out. Solving (Equation 2.3.60), and setting Re (ηi z) ≡ η(ε), we’ll get

η(ε) = η(uh)
(ε2 + u2

h

2u2
h

)a2u2
h

2 +O(a4) = η(uh)
(
1 +

1

2
a2u2

h log[
ε2 + u2

h

2u2
h

]
)

+O(a4),(2.3.61)
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which, after using (Equation 2.3.55), and (Equation 2.3.26), becomes

η(ε) =
πN2

c T
3

8
+
(
1 + log[

1

4
(1 + π2T 2ε2)4]

)N2
c T

64π
a2 +O(a4). (2.3.62)

Note that at a = 0 (Equation 4.3.149) reduces to the isotropic case calculated in (20). And,

using (Equation 2.3.27), the shear viscosity to entropy density ratio at any hypersurface u = ε

will be

η(ε)

s
=

1

4π

(
1 +

log[1
2(1 + π2T 2ε2)2]

4π2

( a
T

)2
+O(a4)

)
. (2.3.63)

Note again that when a = 0 in (Equation 2.3.63) η(ε)
s will take the universal value 1

4π . We’ve

plotted the holographic RG flow of η(ε)
s (Equation 2.3.63), for a fixed value of a and T , in

Figure 4.

As we can see from (Equation 2.3.63), the shear viscosity to entropy density ratio at the

boundary ε = 0 becomes

η(ε = 0)

s
=

1

4π

(
1− log 2

4π2

( a
T

)2
+O(a4)

)
<

1

4π
. (2.3.64)

Note that (Equation 2.3.64) is equivalent to (Equation 2.3.47) as advertised. And, at the

horizon ε2 = u2
h = 1

π2T 2 , (Equation 2.3.63) reproduces (Equation 2.3.56), as expected,

η(ε = uh)

s
=

1

4π

(
1 +

log 2

4π2

( a
T

)2
+O(a4)

)
>

1

4π
. (2.3.65)
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Figure 4. Shear viscosity η ≡ Re (ηi z) over s/4π as a function of the radial coordinate ε with
uh = 0.50, a = 0.1, and T = 0.64.
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Figure 5. Shear viscosity η ≡ Re (ηi z) over s/4π as a function of the anisotropy parameter
a/T at the horizon ε = uh = 0.50, and at the boundary ε = 0 for a� T .
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We’ve plotted the temperature flows of η(ε=uh)
s (Equation 2.3.65), and η(ε=0)

s (Equation 2.3.64)

in Figure 5.



CHAPTER 3

ELECROMAGNETIC PROBES OF QUARK-GLUON PLASMA

(Previously published as Kiminad A. Mamo, “Enhanced thermal photon and dilepton pro-

duction in strongly coupled N = 4 SYM plasma in strong magnetic field,” JHEP 1308, 083

(2013), Kiminad A. Mamo and Ho-Ung Yee, “Gradient Correction to Photon Emission Rate

at Strong Coupling,” Phys. Rev. D 91, no. 8, 086011 (2015), Kiminad A. Mamo and Ho-Ung

Yee, “Spin polarized photons and dileptons from axially charged plasma,” Phys. Rev. D 88,

no. 11, 114029 (2013), Kiminad A. Mamo and Ho-Ung Yee, “Spin polarized photons from an

axially charged plasma at weak coupling: Complete leading order,” Phys. Rev. D 93, no. 6,

065053 (2016))

Electromagnetic probes, such as thermal photons and dileptons, are defined as direct pho-

tons and dileptons produced from interactions other than decay process in the presence of

thermal background or quark-gluon plasma (QGP), and cover the low-momentum pT <2GeV

(68) and intermediate-mass 1GeV≤ M ≤3.2 GeV (69) region of the total direct photon and

dilepton production spectrums, respectively, in the heavy-ion collision experiments.

Thermal photons and dileptons, in heavy-ion collisions are valuable observables that can

provide important information on the properties of quark-gluon plasma. Since the emitted

photons and dileptons rarely interact with the background plasma again, their signals are

expected to faithfully describe the state of the quark-gluon plasma at the time of their emissions.

31
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The experimentally measured thermal photon and dilepton productions at RHIC (70; 71;

72) have shown significant enhancement in comparison to the thermal perturbative QCD (166;

74; 75) and relativistic hydrodynamics (68; 74; 75; 69) predictions, and the enhancements

increase in more non-central collisions (74; 75) where the magnetic field is expected to be

stronger. In addition, the experimental measurements show that, the enhancement of the

thermal dilepton production increases with the decreasing of its invariant mass (69). Thus,

in this chapter, we will explore different effects which might enhance the thermal photon and

dilepton production rates of the QGP. We will also propose and compute the spin polarization

asymmetries of thermal photons and dileptons as a probe to the topological charge of QCD

vacuum.

3.1 Soft Electromagnetic Probes of Strongly Magnetized Plasma at Strong Coupling

In this section, we will apply the AdS/CFT correspondence, to compute soft-thermal photon

and dilepton production rates in strongly coupled N = 4 super-Yang-Mills (SYM) plasma in

the presence of strong external magnetic field B � T 2 hoping to find qualitative insights into

the quark-gluon plasma produced at RHIC and LHC which were recently found to contain a

strong magnetic field background at the order of B ∼ 4m2
π at RHIC (152) and B ∼ 15m2

π at

LHC (54), produced during the early times of the non-central heavy-ion collisions. The effects

of this strong magnetic field backgrounds on different signatures of the quark-gluon plasma has

recently been explored in different contexts (153; 152; 57; 161; 59; 60; 61; 62; 213; 64; 65; 66),

see (67) for a review.
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Previous studies of the thermal photon and dilepton production rates at strong coupling

without magnetic field include: N = 4 super-Yang-Mills plasma with zero (77) and non-zero

chemical potential (78); a strongly coupled plasma with flavor and with zero (364) and non-zero

baryon chemical potential (80); finite ’t Hooft coupling corrections (81; 82; 83); prompt photon

production rate (84; 85); strongly coupled anisotropic plasma (86; 87).

In thermal equilibrium, if we let the photon interaction with matter be of the form eJµA
µ,

and Γγ denotes the number of photons emitted per unit time per unit volume, the photon

emission rate will be given by (77)

dΓγ
d3k

= Qγηµνχ
µν(K)

∣∣∣
k0=|k|

, (3.1.1)

where χµν(K) is the spectral function, proportional to the imaginary part of the retarded

current-current correlation function

χµν(K) = −2 ImCµν(K) , (3.1.2)

where Cµν is the retarded two-point function of conserved current Jν

Cµν(K) = −i
∫
d4Xe−iK·Xθ(t)〈[Jµ(X), Jν(0)]〉 . (3.1.3)
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And, Qγ = e2

16π3|k|nb(k
0) where nb(k

0) = 1/(e
k0

T − 1) is the Bose-Einstein distribution function,

T is the thermal equilibrium temperature of the plasma, ηµν=diag(-+++) is the Minkowski

metric, and K is a null four-momentum vector with k0 = |k| = ω.

We can also re-write (Equation 3.1.1) as

dΓγ
dω

= Qγχ
µ
µ(ω) , (3.1.4)

where Qγ = αEMT
π

ω
T

e
ω
T −1

. And, for soft photons the spectral function χµν(ω) is given in terms

of the frequency independent conductivity (DC conductivity) σµν as (333)

χµν(ω) ∼= 2ωσµν , (3.1.5)

for small ω. Note that equation (Equation 3.1.5) can be obtained by inverting the Kubo’s

formula for DC conductivity σµν(333)

σµν = lim
ω→0

1

2ω

∫
dtdxeiωt〈[Jµ(x), Jν(0)]〉 = lim

ω→0

1

2ω
χµν(ω). (3.1.6)

If we also add to the above theory massive leptons which carry only electric charge, then the

thermal system will also emit these leptons, produced by virtual photon decay. Therefore, the
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same electromagnetic current-current correlation function, evaluated for spacelike and timelike

momenta K2 = −M2, gives the dilepton production rate, (77)

dΓ`¯̀

d4K
= Q`¯̀χ

µ
µ(K) , (3.1.7)

where

Q`¯̀ =
1

(2π)4

e2 e2
`

6π|K2|5/2 Θ(k0)Θ(−K2−4m2)

× [−K2−4m2]1/2 (−K2+2m2) nb(k
0), (3.1.8)

and, e` is the electric charge of the lepton, m is lepton mass, and Θ(x) denotes a unit step

function. Expressions (Equation 3.1.1) and (Equation 3.1.7) for the production rates are true

to leading order in the electromagnetic couplings e and e`, but are valid non-perturbatively

in all other interactions. And, for soft dileptons the spectral functions are given by the same

equation as the soft photons (Equation 3.1.5).

3.1.1 DC Conductivities of Strongly Magnetized Plasma at Strong Coupling

In this subsection, we will calculate the DC conductivities of the N = 4 super-Yang-Mills

plasma both in the absence B = 0 and presence B � T 2 of the external magnetic field.

For the case, where the external magnetic field is present, we calculate the DC conductivities

separately when the momentum is parallel kz ‖ Bz and perpendicular kx ⊥ Bz to the magnetic

field Bz = B.

DC Conductivity for B = 0
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The gravity dual of N = 4 super-Yang-Mills plasma at strong coupling and large Nc limit

is studied in an asymptotically AdS5 metric (77)

ds2 = gµνdx
µdxν =

π2T 2R2

u

(
−f(u)dt2 + dx2 + dy2 + dz2

)
+

R2

4f(u)u2
du2 , (3.1.9)

where T = r0
πR2 is the Hawking temperature which is conjectured to be the thermal equilibrium

temperature of the plasma in section 2, R4 = λ`4s is the radius of the AdS5 spacetime, λ =

g2
YMNc is the ’t Hooft coupling, u = r2

0/r
2, f(u) = 1 − u2, the horizon corresponds to u = 1,

the boundary to u = 0, and the entropy density s is given by

s =
1

4G5

√
gxxgyygzz =

1

2
π2N2

c T
3 , (3.1.10)

where G5 = πR3

2N2
c

is Newton’s constant. So, the energy density ε = 3
4sT at infinite coupling

λ =∞ is

ε =
3

8
π2N2

c T
4 , (3.1.11)

while the zero coupling λ = 0 result is

ελ=0 =
4

3
ε =

1

2
π2N2

c T
4 . (3.1.12)
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In contrast, for the large-Nc QCD plasma at zero coupling, see for example (91), we’ve

εQCD =
π2

60
(4N2

c + 7NfNc)T
4 , (3.1.13)

and, comparing (Equation 3.1.13) and (Equation 3.1.12) for Nc = 3 and Nf = 3, we can

infer that εSYM = 2.73εQCD at zero coupling and similar difference can be expected at strong

coupling 1 � λ � Nc limit. Therefore, we have to take this qualitative difference between

QCD and N = 4 SYM plasma in consideration, whenever we try to compare the AdS/CFT

correspondence computations in this paper with the heavy-ion collision experiments at RHIC

and LHC.

The gauge fluctuation Aµ is governed by the Maxwell’s action

S = − 1

4g2
5

∫
dd+1x

√−gFMNF
MN , (3.1.14)

where g2
5 = 16π2R

N2
c

(77).

Choosing a gauge at which Au = 0 and choosing the wave to move in the z direction only,

i.e., K = (ω, 0, 0, kz), the equation of motion for the transversal component Ax derived from

the action (Equation 3.1.14) can be written as

∂u

(
1

g2
5

√−gguugxxA′x
)
− 1

g2
5

√−ggxxAx(ω2gtt + k2
zg
zz) = 0. (3.1.15)
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One also finds the current or the conjugate momentum to be

Jx =
∂L

∂∂uAx
= − 1

g2
5

√−gF ux = − 1

g2
5

√−gguugxxA′x. (3.1.16)

Then, using Ohm’s law, defining the transversal frequency and momentum dependent (AC)

conductivities at finite UV cut-off u = ε as σyyT (ε, ω, kz) = σxxT (ε, ω, kz) = Jx

iωAx
, one can derive

the RG flow equation for the transversal AC conductivity σxxT (ε, ω, kz) using (Equation 3.1.15)

as (6)

∂εσ
xx
T = ω

√
guu
gtt

[
(σxxT )2

Σxx(ε)
− Σxx(ε)

(
1 +

k2
zg
zz

ω2gtt

)]
, (3.1.17)

where

Σxx(u) =
1

g2
5

√
g

guugtt
gxx . (3.1.18)

Since the right hand side of (Equation 3.1.17) is divergent at the horizon u = 1, requiring them

to vanish there, due to the regularity condition at the horizon, we’ll get, the momentum and

frequency independent (DC) conductivities σyyT (ε = 1, ω, kz) = σxxT (ε = 1, ω, kz) (6)

σxxT (ε = 1, ω, kz) = σyyT (ε = 1, ω, kz) = Σxx(ε = 1) =
1

g2
5

√
gxx(1)gyy(1)gzz(1)gxx(1) =

N2
c T

16π
= σ(1) .

(3.1.19)
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Similarly, if the wave is chosen to move in the x-direction, we’ll have the transversal DC

conductivities σzzT (ε = 1, ω, kx) = σyyT (ε = 1, ω, kx)

σzzT (ε = 1, ω, kx) = Σzz(ε = 1) =
1

g2
5

√
gxx(1)gyy(1)gzz(1)gzz(1) =

N2
c T

16π
= σ(1) . (3.1.20)

We can also find the RG flow equation for the longitudinal component of the conductivity

σzzL (ε, ω, kz), for example when the momentum is in the z direction, from the equations of

motion for the longitudinal component Az and the time component At accompanied by the

equation for the conservation of the current Jz = − 1
g2
5

√−gF uz and the Bianchi identity as (6)

∂εσ
zz
L = ω

√
guu
gtt

[
(σzzL )2

Σzz(ε)

(
1 +

k2
zg
zz

ω2gtt

)
− Σzz(ε)

]
, (3.1.21)

where

Σzz(ε) =
1

g2
5

√
g

guugtt
gzz . (3.1.22)

Since the right hand side of (Equation 3.1.21) are divergent when the UV cut-off is at the horizon

ε = 1, requiring them to vanish there, due to the regularity condition at the horizon, we’ll get,

the momentum and frequency independent (DC) longitudinal conductivity σzzL (ε = 1, ω, kz) (6)

σzzL (ε = 1, ω, kz) = ΣL(ε = 1) =
1

g2
5

√
gxx(1)gyy(1)gzz(1)gzz(1) =

N2
c T

16π
= σ(1) . (3.1.23)
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Similarly, if the wave is chosen to move in the x-direction, we get the longitudinal DC

conductivity σxxL (ε = 1, ω, kx)

σxxL (ε = 1, ω, kx) = Σxx(1) =
1

g2
5

√
gxx(1)gyy(1)gzz(1)gxx(1) =

N2
c T

16π
= σ(1) . (3.1.24)

Note that, throughout this paper, we work in the limit kx ≈ ω � T where the diffusion constant

D = 0.

DC Conductivities for B � T 2

Recently, a magnetic brane solution has been found in (280; 93) which interpolates between

the AdS5 spacetime (Equation 3.1.9) in the UV or near the boundary and the AdS3 × T 2

spacetime in the IR or near the horizon for B � T 2. Near the boundary, i.e., for B � T 2

the magnetic brane solution can be given as a perturbation series around the AdS5 space

(Equation 3.1.9) in powers of B
T 2 (280; 93; 213) while the metric in the strong magnetic field

B � T 2 regime is given by AdS3 × T 2 metric (280; 93; 213)

ds2 = gBµνdx
µdxν =

r2

( R√
3
)2

(
−fB(r)dt2 + dz2

)
+

( R√
3
)2

r2fB(r)
dr2 +

( R√
3

)2
(
√

3Bdx2 +
√

3Bdy2) ,

(3.1.25)

where fB(r) = 1− r2
h
r2 , the horizon corresponds to r = rh, the boundary to r =∞, R4 = λ`4s is

the radius of the AdS5 spacetime, and we can identify R√
3

as the radius of the AdS3 spacetime.
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Introducing u = r2
h/r

2, we can re-write the metric (Equation 3.1.25) in more convenient

form as

ds2 = gBµνdx
µdxν =

4
3π

2T 2R2

u

(
−fB(u)dt2 + dz2

)
+

R2

12fB(u)u2
du2+B

R2

√
3

(dx2+dy2) , (3.1.26)

where T = rh
2
3
πR2 is the Hawking temperature (213), λ = g2

YMNc, fB(u) = 1−u, and the horizon

corresponds to u = 1. The entropy density sB is given by (280; 93)

sB =
1

4G5

√
gBxxg

B
yyg

B
zz =

1

3
N2
cBT , (3.1.27)

where G5 = πR3

2N2
c

is Newton’s constant. Comparing (Equation 3.1.27) and (Equation 4.3.147),

one can see that

sB =
2

3π2

B

T 2
s =

8

3
bs , (3.1.28)

where we’ve defined the dimensionless quantity b = B
4π2T 2 , and the ratio of the energy densities

εB = 3
4TsB and ε = 3

4Ts, at infinite coupling λ =∞, will be

εB
ε

=
2

3π2

B

T 2
' 0.07

B

T 2
, (3.1.29)

which can be compared to the zero coupling λ = 0 result (280; 93)

ελ=0
B

ελ=0
=

√
3

2

3

4

εB
ε
' 0.05

B

T 2
. (3.1.30)
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So, for N = 4 super-Yang-Mills plasma, the ratio of the energy densities interpolates between

0.05 B
T 2 at zero coupling to 0.07 B

T 2 at infinite coupling.

In contrast, using the fact that for QCD plasma εBQCD = B2

8παEM
in the presence of the

magnetic field B at zero coupling, see for example (66), we can infer that

εBQCD
εQCD

' (6.8
B

T 2
)× εBSYM

εSYM
= 0.05

(6.8 B
T 2 )×B
T 2

. (3.1.31)

Thus, one can see that equation Equation 3.1.30 and Equation 3.1.31 are equivalent with the

replacement of

B ↔ (6.8
B

T 2
)×B. (3.1.32)

Therefore, whenever we compare the AdS/CFT correspondence computations in this paper

with the heavy-ion collision experiments at RHIC and LHC, we have to use about 6.8 B
T 2

times stronger magnetic field than actually produced at those experiments, i.e., B = BSYM =

(6.8Bactual
T 2 ) × Bactual. Note that we are making the above conclusion based on an observa-

tion at weak coupling but we expect the same conclusion to hold in the strong coupling limit

1� λ� Nc, at least qualitatively.

The equation of motion and the RG flow equations for B � T 2 are still given by (Equa-

tion 3.1.15) and (Equation 3.1.17), respectively, but this time using the AdS3 × T 2 metric gBµν

(Equation 3.1.26). So, if we take the momentum kz to be in the z-direction, which is parallel
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to the direction of the magnetic field B = Bz ‖ kz, then the transversal DC conductivities

σ
xxB‖
T (1) = σ

yyB‖
T (1) will be

σ
xxB‖
T (1) =

1

g2
5

√
gBxx(1)gByy(1)gBzz(1)gxxB (1) =

2√
3

N2
c T

16π
=

2√
3
σ(1) , (3.1.33)

while the longitudinal DC conductivity σ
zzB‖
L (1) will be

σ
zzB‖
L (1) =

1

g2
5

√
gBxx(1)gByy(1)gBzz(1)gzzB (1) =

1

2

N2
cB

16π3T
= 2bσ(1) , (3.1.34)

where we used σ(1) = N2
c T

16π to get the last line. Therefore, one can see that the DC conductivity

σ
xxB‖
T (1) is independent of B and has increased by a factor of 2√

3
when the momentum is

parallel to the magnetic field Bz ‖ kz.

Similarly, if we take the momentum kx in the x-direction, which is perpendicular to the

direction of the magnetic field B = Bz ⊥ kx, then the transversal DC conductivities σyyB⊥T (1) 6=

σzzB⊥T (1) will be

σyyB⊥T (1) =
1

g2
5

√
gBxx(1)gByy(1)gBzz(1)gyyB (1) =

2√
3

N2
c T

16π
=

2√
3
σ(1) , (3.1.35)

and

σzzB⊥T (1) =
1

g2
5

√
gBxx(1)gByy(1)gBzz(1)gzzB (1) =

1

2

N2
cB

16π3T
= 2bσ(1) , (3.1.36)
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while the longitudinal DC conductivity σxxB⊥L (1) will be

σxxB⊥L (1) =
1

g2
5

√
gBxx(1)gByy(1)gBzz(1)gxxB (1) =

2√
3

N2
c T

16π
=

2√
3
σ(1) . (3.1.37)

Note that σyyB⊥T (1) is independent of B and has increased by a factor of 2√
3

while σzzB⊥T (1) has

increased linearly with b = B
4π2T 2 . The fact that the DC conductivities σxxB⊥T (1) = σyyB⊥T (1)

are independent of the magnetic field B = Bz while σzzB⊥T (1) increases linearly with B = Bz

has already been observed in the lattice computations for T = 0 (see Figure 3 of (88) and Figure

2 of (89), see also (94; 95) which is consistent with our strong magnetic field or low temperature

regime T �
√
B.

Production Rate of Longitudinal Photons

We’ll compute the spectral functions of photons in the low-frequency limit, ω � T for B = 0

or ω �
√
B for B � T 2, using the DC conductivities.

Photon Spectral Functions for B = 0

Using (Equation 3.1.5) and choosing the momentum of the photon to lie in the z-direction

K = (ω, 0, 0, kz = ω), we find the transversal components of the spectral function χxx(ω) and

χyy(ω) to be

χxx(ω) = χyy(ω) = 2ωσxxT (1) = 2ωσ(1) . (3.1.38)
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Then, we can calculate the trace of the spectral function χµµ(ω) as

χµµ(ω) = χtt(ω) + χzz(ω) + χxx(ω) + χyy(ω) = χxx(ω) + χyy(ω) = 4ωσ(1) , (3.1.39)

where we used the Ward identity k2
z
ω2χ

zz = χtt, at light like momentum kz = ω, to eliminate the

time and longitudinal components of the spectral function from its trace. The fact that only

the transversal components of the spectral function contribute for the photon production rate

has already been observed, for example in (77).

Similarly, by making the momentum of the photon to lie in the x-direction K = (ω, kx =

ω, 0, 0), one can find the transversal components of the spectral function χyy(ω) and χzz(ω) to

be

χyy(ω) = χzz(ω) = 2ωσyyT (1) = 2ωσ(1) . (3.1.40)

Hence, the trace of the spectral function χµµ(ω) becomes

χµµ(ω) = χyy(ω) + χzz(ω) = 4ωσ(1) . (3.1.41)
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For B = 0, one can also calculate the trace of the spectral function χµµ(ω) exactly at any

frequency ω, as it was first done in (77), giving us an opportunity to compare our low-frequency

result with the exact one. The exact result is (77)

χµµ(ω) = χyy(ω)+χzz(ω) = |2F1(1−(1+i)
ω

4πT
, 1+(1−i) ω

4πT
; 1−i ω

2πT
;−1)|−2ωσ(1) . (3.1.42)

So, using the identity 2F1(1, 1; 1;−1) = 1
2 for Gauss’s hypergeometric function 2F1(a, b; c; z),

it’s clear that the exact result (Equation 3.1.42) reduces to our low-frequency result (Equa-

tion 3.1.41) in the ω
T → 0 limit.

Photon Spectral Functions for B � T 2

Since, we have external magnetic field B = Bz in the z-direction which creates anisotropy

in our system, we’ll carefully and separately study the spectral functions when the momentum

is parallel and perpendicular to the direction of the magnetic field Bz.

Using (Equation 3.1.5) and choosing the momentum of the photon to lie in the z-direction

K = (ω, 0, 0, kz = ω), which is parallel to the magnetic field Bz, we find the transversal

components of the spectral function χxxB‖(ω) and χyyB‖(ω) to be

χxxB‖(ω) = χyyB‖(ω) = 2ωσ
xxB‖
T (1) =

4√
3
ωσ(1) , (3.1.43)

which means that the trace of the spectral function χ
µB‖
µ (ω) becomes

χ
µB‖
µ (ω) = χ

xB‖
x (ω) + χ

yB‖
y (ω) = 4ωσ

xxB‖
T (1) =

8√
3
ωσ(1) . (3.1.44)
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In the presence of strong external magnetic field Bz = B � T 2, for the photons with

momentum kz = ω parallel to the direction of the magnetic field Bz, the photon production

rate (Equation 3.1.4) using the trace of the spectral function (Equation 3.1.44) becomes

dΓ
B‖
γ

dω

∣∣∣
ω�
√
B

=
8√
3
Qγωσ(1). (3.1.45)

Production Rate of Transverse Photons

Using (Equation 3.1.5) and choosing the momentum of the photon to lie in the x-direction

K = (ω, kx = ω, 0, 0), which is perpendicular to the magnetic field Bz, we find the transversal

components of the spectral function χyyB⊥(ω) and χzzB⊥(ω) to be

χyyB⊥(ω) = 2ωσB⊥,yyT (1) =
4√
3
ωσ(1) , (3.1.46)

χzzB⊥(ω) = 2ωσB⊥,zzT (1) = 4bωσ(1) . (3.1.47)

So, the trace of the spectral function χµB⊥µ (ω) becomes

χµB⊥µ (ω) = χyB⊥y (ω) + χzB⊥z (ω) = 2ωσB⊥,yyT (1) + 2ωσB⊥,zzT (1) = (
4√
3

+ 4b)ωσ(1) . (3.1.48)

Note that our low-frequency limit results (Equation 3.1.44) and (Equation 3.1.48) should be

considered as a large magnetic field B � T 2 and low frequency ω �
√
B limits of a yet unde-

termined spectral functions at an arbitrary magnetic field B and frequency ω. Unfortunately,
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we couldn’t find the exact spectral functions here since the exact bulk metric which interpolates

between the AdS3 × T 2 metric near the horizon for B � T 2, which we used in this paper, and

the AdS5 metric near the boundary is lacking (280).

For the photons with momentum kx = ω perpendicular to the magnetic field Bz, the photon

production rate (Equation 3.1.4) using the trace of the spectral function (Equation 3.1.48)

becomes

dΓB⊥γ
dω

∣∣∣
ω�
√
B

= (
4√
3

+ 4b)Qγωσ(1). (3.1.49)

The photon production rates for B = 0 are found from (Equation 3.1.4) using the trace of

the spectral functions (Equation 3.1.42) and (Equation 3.1.41), therefore, they are given by

dΓB=0
γ

dω
= |2F1(1− (1 + i)

ω

4πT
, 1 + (1− i) ω

4πT
; 1− i ω

2πT
;−1)|−2Qγωσ(1), (3.1.50)

for any frequency ω, and

dΓB=0
γ

dω

∣∣∣
ω�T

= 4Qγωσ(1), (3.1.51)

for a small frequency ω � T . We’ve compared the low-frequency result (Equation 3.1.51) and

the exact result (Equation 3.1.50) in Figure 6. Note that, in Figure 6, we’ve multiplied both

(Equation 3.1.51) and (Equation 3.1.50) by a factor of 2 in order to find the total thermal

photon production rate in the x and z directions. Also, note that Qγωσ(1) = αEMN
2
c T

3

16π2

( ω
T

)2

e
ω
T −1

.
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Figure 6. Thermal photon production at any frequency (Equation 3.1.50) [solid lines] and at
low-frequency (Equation 3.1.51) [dashed lines] for B = 0.

Finally, the total thermal photon production rates
dΓB=0
γ(Total)

dω and
dΓB
γ(Total)

dω become

dΓB=0
γ(Total)

dω

∣∣∣
ω�T

= 2
dΓB=0

γ

dω

∣∣∣
ω�T

= 8Qγωσ(1), (3.1.52)

and

dΓBγ(Total)

dω

∣∣∣
ω�
√
B

=
dΓ

B‖
γ

dω

∣∣∣
ω�
√
B

+
dΓB⊥γ
dω

∣∣∣
ω�
√
B

= (
12√

3
+ 4b)Qγωσ(1). (3.1.53)

We have plotted the total thermal photon production rates (Equation 3.1.52) and (Equa-

tion 3.1.53) together in Figure 8. Note also that Qγωσ(1) = αEMN
2
c T

3

16π2

( ω
T

)2

e
ω
T −1

.

Production Rate of Longitudinal Dileptons
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Figure 7. The ratio of thermal photon production at any frequency (Equation 3.1.50) and at
low-frequency (Equation 3.1.51) for B = 0.

We will compute the spectral functions of soft or low-frequency dileptons, ω � T for B = 0

or ω �
√
B for B � T 2, using the DC conductivities.

Dilepton Spectral Functions for B = 0

Using (Equation 3.1.5) and choosing the momentum of the dilepton to lie in the z-direction

K = (ω, 0, 0, kz), we find the longitudinal and time components of the spectral function

χzz(ω, kz) and χtt(ω, kz), respectively, to be

χzz(ω, kz) = 2ωσzzL (1) = 2ωσ(1), (3.1.54)

and

χtt(ω, kz) =
k2
z

ω2
χzz(ω, kz) = 2

k2
z

ω
σ(1), (3.1.55)
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Figure 8. Thermal photon production in the absence of the magnetic field B = 0
(Equation 3.1.52) [solid lines] and in the presence of the strong magnetic field B � T 2

(Equation 3.1.53) [dashed lines]. In (a) we used (Equation 3.1.32) to get
B = BSYM = (6.8BRHIC

T 2 )×BRHIC = 10.90× 4m2
π, T = 1.58mπ and b = 1

4π2
B
T 2 = 0.44 at

RHIC. In (b) we used (Equation 3.1.32) to get
B = BSYM = (6.8BLHC

T 2 )×BLHC = 21.46× 15m2
π, T = 2.18mπ and b = 1

4π2
B
T 2 = 1.72 at

LHC.

where we used the Ward identity to find the time component of the spectral function χtt(ω, kz)

from the longitudinal one χzz(ω, kz). Again, using (Equation 3.1.5), we can find the transversal

components of the spectral function for the dileptons to be

χxx(ω, kz) = χyy(ω, kz) = 2ωσxxT (1) = 2ωσ(1). (3.1.56)

So, the trace of the spectral function for the dileptons χµµ(ω, kz) becomes

χµµ(ω, kz) = χtt(ω, kz) + χzz(ω, kz) + χxx(ω, kz) + χyy(ω, kz) = −2
k2
z

ω
σ(1) + 6ωσ(1) . (3.1.57)
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Similarly, when the momentum of the dileptons lies in the x-direction K = (ω, kx = ω, 0, 0),

the trace of their spectral function χµµ(ω, kz) becomes

χµµ(ω, kx) = χtt(ω, kx) + χxx(ω, kx) + χyy(ω, kx) + χzz(ω, kx) = −2
k2
x

ω
σ(1) + 6ωσ(1) . (3.1.58)

Dilepton Spectral Functions for B � T 2

Using (Equation 3.1.5) and choosing the momentum of the dileptons to lie in the z-direction

K = (ω, 0, 0, kz), which is parallel to the magnetic field Bz, we find the longitudinal and time

components of the spectral function χzzB‖(ω, kz) and χttB‖(ω, kz), respectively, to be

χzzB‖(ω, kz) = 2ωσ
zzB‖
L (1) = 4bωσ(1), (3.1.59)

and

χttB‖(ω, kz) =
k2
z

ω2
χzzB‖(ω, kz) = 4b

k2
z

ω
σ(1). (3.1.60)

We can also find the transversal components of the spectral function for the dileptons χxxB‖(ω, kz)

and χyyB‖(ω, kz) to be

χxxB‖(ω, kz) = χyyB‖(ω, kz) = 2ωσ
xxB‖
T (1) =

4√
3
ωσ(1), (3.1.61)
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which means that the trace of their spectral function χ
µB‖
µ (ω, kz) becomes

χ
µB‖
µ (ω, kz) = χ

tB‖
t (ω, kz)+χ

zB‖
z (ω, kz)+χ

xB‖
x (ω, kz)+χ

yB‖
y (ω, kz) = −4b

k2
z

ω
σ(1)+4bωσ(1)+

8√
3
ωσ(1) .

(3.1.62)

The thermal dilepton production rate for B = 0 is found from (Equation 3.1.7) using the

trace of the spectral function (Equation 3.1.57), thus, it’s given by

dΓB=0
`¯̀

d4K

∣∣∣
ω�T

= (−2
k2
z

ω2
+ 6)Q`¯̀ωσ(1). (3.1.63)

Therefore, in the presence of strong external magnetic field B = Bz � T 2, for the dileptons

with momentum kz which is parallel to the direction of the magnetic field Bz, the thermal dilep-

ton production rate (Equation 3.1.7) using the trace of the spectral function (Equation 3.1.62)

becomes

dΓ
B‖
`¯̀

d4K

∣∣∣
ω�
√
B

= (−4b
k2
z

ω2
+ 4b+

8√
3

)Q`¯̀ωσ(1). (3.1.64)

Production Rate of Transverse Dileptons

Using (Equation 3.1.5) and choosing the momentum of the dileptons to lie in the x-direction

K = (ω, kx, 0, 0), which is perpendicular to the magnetic field Bz, we find the longitudinal and

time components of the spectral function χxxB⊥(ω, kx) and χttB⊥(ω, kx), respectively, to be

χxxB⊥(ω, kx) = 2ωσxxB⊥L (1) =
4√
3
ωσ(1), (3.1.65)
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and

χttB⊥(ω, kx) =
k2
x

ω2
χxxB⊥(ω, kx) =

4√
3

k2
x

ω
σ(1). (3.1.66)

We can also find the transversal components of the spectral function for the dileptons χyyB⊥(ω, kx)

and χzzB⊥(ω, kx), respectively, to be

χyyB⊥(ω, kx) = 2ωσyyB⊥T (1) =
4√
3
ωσ(1), (3.1.67)

and

χzzB⊥(ω, kx) = 2ωσzzB⊥T (1) = 4bωσ(1). (3.1.68)

So, the trace of the spectral function for the dileptons χµB⊥µ (ω, kx) becomes

χµB⊥µ (ω, kx) = χtB⊥t (ω, kx)+χxB⊥x (ω, kx)+χyB⊥y (ω, kx)+χzB⊥z (ω, kx) = − 4√
3

k2
z

ω
σ(1)+

8√
3
ωσ(1)+4bωσ(1) .

(3.1.69)

for the dileptons with momentum kx perpendicular to the direction of the magnetic field

Bz, the dilepton production rate (Equation 3.1.7), using the trace of the spectral function

(Equation 3.1.69), becomes

dΓB⊥
`¯̀

d4K

∣∣∣
ω�
√
B

= (− 4√
3

k2
x

ω2
+

8√
3

+ 4b)Q`¯̀ωσ(1). (3.1.70)
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Figure 9. Thermal dilepton production in the absence of the magnetic field B = 0
(Equation 3.1.71) [solid lines] and in the presence the strong magnetic field B � T 2

(Equation 3.1.72) [dashed lines] as a function of the intermediate-mass 1GeV≤ M ≤3.2 GeV
of the dileptons. In (a) we used pT = 1GeV , also used (Equation 3.1.32) to get

B = BSYM = (6.8BRHIC
T 2 )×BRHIC = 10.90× 4m2

π, T = 1.58mπ, b = 1
4π2

B
T 2 = 0.44 at RHIC.

In (b) we used pT = 1GeV , also used (Equation 3.1.32) to get
B = BSYM = (6.8BLHC

T 2 )×BLHC = 21.46× 15m2
π, T = 2.18mπ and b = 1

4π2
B
T 2 = 1.72 at

LHC.

Finally, the total thermal dilepton production rates
dΓB=0
`¯̀(Total)

d4K
and

dΓB
`¯̀(Total)

d4K
are

dΓB=0
`¯̀(Total)

d4K

∣∣∣
ω�T

= 2
dΓB=0

`¯̀

d4K

∣∣∣
ω�T

= 2(−2
p2
T

ω2
+ 6)Q`¯̀ωσ(1), (3.1.71)

and

dΓB
`¯̀(Total)

d4K

∣∣∣
ω�
√
B

=
dΓ

B‖
`¯̀

d4K

∣∣∣
ω�
√
B

+
dΓB⊥

`¯̀

d4K

∣∣∣
ω�
√
B

= (−4(b+
1√
3

)
p2
T

ω2
+ 8b+

16√
3

)Q`¯̀ωσ(1),

(3.1.72)
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where we used p2
T = k2

x + k2
z . We’ve plotted the total soft-thermal dilepton production rates

(Equation 3.1.71) and (Equation 3.1.72) in Figure 9. Also, note that in Figure 9 Q`¯̀ =
Q`¯̀σ(1)T
nb(k0)

,

and ω2 = p2
T +M2.

3.2 Velocity Gradient Correction to Photon Production Rate at Strong Coupling

In this section, using the AdS/CFT correspondence, we will compute the velocity gradient

correction to photon emission rate of the QGP

dΓ

d3~k
(εµ) =

e2

(2π)32|~k|
εµ(εν)∗G<µν(k)

∣∣∣∣
k0=|~k|

, (3.2.73)

where

G<µν(k) =

∫
d4x e−ikx〈Jµ(0)Jν(x)〉 . (3.2.74)

Considering rotational invariance, the correction to the emission rate at local rest frame

should take the form

dΓshear

d3~k
=
e2

T
Γ(1)(ω)k̂ik̂jσij , (3.2.75)

where k̂i is the unit vector parallel to the momentum direction of the emitted photons, and T

is the temperature.

We note that for a static equilibrium QGP, the photon emission rate was computed both at

strong (77) and weak coupling (163; 164; 166; 132). In addition, in the weak coupling regime,

(135) has computed the correction to photon emission rate arising from non-vanishing shear
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component of velocity gradients, and has been implemented in realistic numerical simulations

of heavy-ion collisions in (136; 137; 138; 139). We also note that (220) has computed the similar

gradient correction to the drag force on heavy quark, and (84) has computed the photon emission

rate in far out-of-equilibrium geometry of falling mass shell (141).

In the AdS/CFT correspondence, computing the velocity gradient correction boils down to

computing the Wightman function G<µν(k) in a bulk metric with velocity gradient correction

gµν(t,x, r) = gµν(r) + δgµν(t,x, r), that is,

ds2 =
dr2

f(r, T )r2
+ r2 (−f(r, T )uµuνdx

µdxν + (ηµν − uµuν) dxµdxν) + δgµνdx
µdxν , (3.2.76)

with

δgij(r) = S(r)σij , (3.2.77)

where (147; 148)

S(r) =
r2

2

1

πT

(
π − 2 arctan

( r

πT

)
+ log

[(
1 +

(
πT

r

))2
(

1 +

(
πT

r

)2
)])

, (3.2.78)

σij =
1

2

(
∂iuj + ∂jui −

2

3

(
∂kuk

))
, (3.2.79)

is the shear component of velocity gradient with uµ slowly varying in space-time, hence we will

assume σij and uµ to be constant,

f(r, T ) = 1−
(
πT

r

)4

, (3.2.80)
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is the blackening factor of the black hole with the local temperature T , representing hydrody-

namic evolution of the gauge theory plasma close to equilibrium.

Since, in our computation, the bulk-to-boundary propagators Gab and GR are constructed

from the background metric gµν in thermal equilibrium, as we have showed in Chapter 1, the

fluctuation-dissipation relations Equation 1.0.25 still hold, specifically, G<µν = −2nB(ω)ImGRµν .

Therefore, we only need to compute the velocity gradient correction to the retarded Green’s

function GRµν .

Linearizing the 5-dimensional Maxwell’s gravitational action, for gµν(t,x, r) = gµν(r) +

δgµν(t,x, r), we find

S5 = − 1

16πG5

∫
d5x
√−g5

(1

8
FMNF

MN − 1

2
σij

S(r)

r4
FiNF

jQgNQ
)
. (3.2.81)

Note that we have dropped the bar from the background metric ḡµν after linearizing the action.

The Maxwell’s equation of motion for the transverse component ofAν(k, r) = (εν)∗GRµν(k, r)φ0(k)

(where we use the transverse photon polarization tensor εµ with ε0 = 0 and ~ε · ~k = εiki = 0) is

given by [
∂r
(
r3f(r)∂r

)
+

1

r

(
ω2

f(r)
− |~k|2

)]
Aν(k, r) = 0 , (3.2.82)

Aν(k, r) satisfies the UV boundary condition Aν(k, r →∞) = (εν)∗φ0(k).
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The exact analytic solution of Equation 3.2.82, for light-like on-shell momenta with |~k| = ω

is given, in terms of hypergeometric function 2F1(a, b; c; z), as (77)

Aν(k, r) = −i(εν)∗
(

1−
(
πT

r

)2
)−i ω

4πT
(

1 +

(
πT

r

)2
)− ω

2πT

(3.2.83)

×
2F1

(
1− 1

2(1 + i) ω
2πT ,−1

2(1 + i) ω
2πT ; 1− i ω

2πT ; 1
2

(
1−

(
πT
r

)2))
2F1

(
1− 1

2(1 + i) ω
2πT ,−1

2(1 + i) ω
2πT ; 1− i ω

2πT ; 1
2

) φ0(k)

= (εν)∗GRµν(k, r)φ0(k) . (3.2.84)

Similarly, we have

Aµ(k, r) = −iεµ
(

1−
(
πT

r

)2
)−i ω

4πT
(

1 +

(
πT

r

)2
)− ω

2πT

(3.2.85)

×
2F1

(
1− 1

2(1 + i) ω
2πT ,−1

2(1 + i) ω
2πT ; 1− i ω

2πT ; 1
2

(
1−

(
πT
r

)2))
2F1

(
1− 1

2(1 + i) ω
2πT ,−1

2(1 + i) ω
2πT ; 1− i ω

2πT ; 1
2

) φ0(k)

= (εν)∗GRµν(k, r)φ0(k) . (3.2.86)

Using the above solutions in the action Equation 3.2.81 and taking the functional derivative

twice with the boundary value Aν(k, r →∞) = (εν)∗φ0(k), we determine the velocity gradient

correction to the retarded Green’s function δGRµν(k) to be

δGRµν(k) =
32πG5

σij

∫ ∞
rH

dr
S(r)

r

[ (
∂rGRiν(k, r)

) (
∂rGRµj(k, r)

)
grr (3.2.87)

+
(
kiGRρν(k, r)− kρGRiν(k, r)

) (
kjGRµσ(k, r)− kσGRµj(k, r)

)
gρσ

]
,
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which after integrating by parts, and contracting it with the photon polarization tensors, be-

comes

δGR(k) =
32πG5

σij
C2

∫ ∞
rH

dr

[
εi(εj)

∗∂r

(
S(r)

r2

)
r3f(r)H(r)∂rH(r)− kikj

S(r)H(r)2

r3

]
,

(3.2.88)

where δGR(k) = εµ(εν)∗δGRµν(k),

H(r) ≡
(

1−
(
πT

r

)2
)−i ω

4πT
(

1 +

(
πT

r

)2
)− ω

2πT

(3.2.89)

× 2F1

(
1− 1

2
(1 + i)

ω

2πT
,−1

2
(1 + i)

ω

2πT
; 1− i ω

2πT
;
1

2

(
1−

(
πT

r

)2
))

,

C ≡ 2F1

(
1− 1

2
(1 + i)

ω

2πT
,−1

2
(1 + i)

ω

2πT
; 1− i ω

2πT
;
1

2

)
, (3.2.90)

and we have used the fact that the boundary term from the integration by part,

− i

32πG5

σij
C2

εi(εj)
∗
(
S(r)

r2
r3f(r)H(r)∂rH(r)

) ∣∣∣∣∣
∞

rH

, (3.2.91)

vanishes both at r =∞ and r = rH .

Therefore, the expression for the correction to the photon emission rate

dΓshear

d3~k
(εµ) =

e2

(2π)32ω
εµ(εν)∗δG<µν(k) = − e2

(2π)32ω
2nB(ω)Im

[
δGR(k)

]
, (3.2.92)
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Figure 10. The plot of R(1) = Γ(1)(ω)/Γ(0)(ω) as a function of ω/T .

after using

εi(εj)
∗ → δij − k̂ik̂j , (3.2.93)

in Equation 3.2.88, becomes

dΓshear

d3~k
=
e2

T
Γ(1)(ω)k̂ik̂jσij , (3.2.94)

where

Γ(1)(ω) =
1

(2π)32ω
2nB(ω)

N2
c T

16π2
(3.2.95)

× Im

[
1

C2

∫ ∞
rH

dr

[
∂r

(
S(r)

r2

)
r3f(r)H(r)∂rH(r) + ω2S(r)H(r)2

r3

]]
.
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Finally, the total photon emission rate including the velocity gradient correction becomes

dΓ

d3~k
= e2Γ(0)(ω) +

e2

T
Γ(1)(ω)k̂ik̂jσij + · · · , (3.2.96)

where (77)

Γ(0)(ω) =
1

(2π)32ω
εµ(εν)∗G<µν(k)

∣∣∣∣∣
ω=|~k|

× 2

= − 1

(2π)3ω
2nB(ω)Im

[
εµ(εν)∗GRµν(k)

]
=

1

(2π)3ω
nB(ω)

N2
c Tω

32π

∣∣∣∣2F1

(
1− 1

2
(1 + i)

ω

2πT
, 1 +

1

2
(1− i) ω

2πT
; 1− i ω

2πT
;−1

)∣∣∣∣−2

where the last factor 2 in the first line comes from the polarization summation. We have plotted

the dimensionless ratio R(1) ≡ Γ(1)(ω)

Γ(0)(ω)
in Figure 10.

3.3 Spin Polarized Photons and Dileptons of Axially Charged Plasma at Strong Coupling

So far, in the previous sections of this chapter, we have explored the effects of magnetic

field, and fluid velocity gradient on the thermal photon and/or dilepton emission rates of the

QGP. In this section, we will investigate the effect of chiral (axial) anomaly on the thermal

photons and dileptons emitted from the QGP.

An SU(N) Yang-Mills theory, such as QCD, in addition to infinite number of degenerate

vacua, can also has gauge field configurations with topological charge Q = g2

32π2

∫
d4xFµνa F̃ aµν

which is quantized as an integer if these configurations interpolate between two of the infinite



63

number of degenerate vacua. In the presence of axial anomaly in SU(N) Yang-Mills theory

coupled to massless fermions (quarks), i.e.,

∂µJ
µ
A = −Nfg

2

16π2
Fµνa F̃ aµν , (3.3.97)

it can be shown that the change in axial charge or chirality (where chirality is the difference

between the number of particles (plus antiparticles) with right-handed and left-handed helicity)

over time ∆J0
A is proportional to the topological charge Q, i.e.,

dJ0
A

dt
= −g

2Nf

16π2

∫
d3xFµνa F̃ aµν , (3.3.98)

where the axial charge J0
A = N(qL) + N(q̄L) − N(qR) − N(q̄R). Therefore, Equation 3.3.98

implies that the Q 6= 0 fields can induce parity (P) and charge-parity (CP) odd effects by

interacting with the fermions.

In off-central heavy-ion collisions, axial charges may be created event-by-event either by the

glasma color fields in the early stage of collisions or by thermal sphaleron transitions in a later

stage (152; 150; 100). Moreover, the ultra-relativistic heavy-ion projectiles can create a huge

magnetic field which provides an ideal set-up for Chiral Magnetic Effect (CME) (152)

~J =
e2µA
2π2

~B , (3.3.99)
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where µA is the axial chemical potential. The induced event-by-event charge separation from

the CME may lead to some experimental signatures (101) that indeed seem to be consistent

with the observations in RHIC (102) and LHC (103). However, as the proposed signal is roughly

the square of the charge separations in order to avoid event-averaging to zero, the signal is in

fact P-even and may get additional contributions from other background effects unrelated to

triangle anomaly (104; 105; 106; 107), which makes it hard to draw definite conclusions on the

CME in heavy-ion collisions.

Another related phenomenon is the Chiral Magnetic Wave (CMW) (60; 61) which is a

gapless sound-like propagation of chiral (that is, left-handed or right-handed) charges along

the direction of the magnetic field. The CMW may lead to a non-zero electric quadrupole

moment in the plasma fireball (108; 109; 110) that can explain the experimentally observed

(111; 112) charge-dependent elliptic flows of pions at RHIC (109; 110). Although this is quite

suggestive to the existence of the phenomenon, similarly to CME the observable is sensitive to

other background effects not originating from triangle anomaly (113; 114; 115; 90; 116).

The proposed observables sensitive to the presence of the axial charge J0
A in the quark-

gluon plasma (QGP), such as charge separation by Chiral Magnetic Effect rely on the presence

of background magnetic field B. However, thermal photon and dilepton emission rates are

directly sensitive to the axial charge J0
A, even in the absence of background magnetic field B.
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For example, in the presence of axial charge J0
A, the difference in the photon emission rates

between + and − circularly polarized states (”circular polarization asymmetry”)

A±γ ≡
dΓ

d3~k
(ε+)− dΓ

d3~k
(ε−)

dΓ

d3~k
(ε+) + dΓ

d3~k
(ε−)

, (3.3.100)

is given by

A±γ =
ImGR+ − ImGR−
ImGR+ + ImGR−

∣∣∣∣∣
k0=|~k|

=
ReGR12

ImGR11

∣∣∣∣∣
k0=|~k|

=
2ReGR12

ImTrGR

∣∣∣∣∣
k0=|~k|

=
Imσχ(k0)

Reσ11(k0)
, (3.3.101)

where we used the photon emission rate per unit volume dΓ/d3~k(εµ) to be

dΓ

d3~k
(εµ) =

e2

(2π)32|~k|
−2

eβ|~k| − 1
Im
[
εµ(εν)∗GRνµ(k)

] ∣∣∣
k0=|~k|

, (3.3.102)

with the retarded correlation functions

GRµν(k) ≡ −i
∫
d4x e−ikx θ(x0)〈[Jµ(x), Jν(0)]〉 , (3.3.103)

which after choosing the momentum of the emitted photons to be ~k = kx̂3, and contracting

with the circular polarization vectors εµ± = (ε0, ε1, ε2, ε3) = 1√
2
(0, 1,±i, 0), becomes

εµ±(εν±)∗GRνµ =
(
GR11 ± iGR12

)
≡ GR± . (3.3.104)
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To get the last line, we have also used GR12 ∼ ik0σχ(k0) and GR11 ∼ −ik0σ11(k0) where

GR,−ij = iσχ(ω, k)εijkk
k , i, j, k = 1, 2, 3 , (3.3.105)

and σχ(ω, k) is the coefficient of the CME Equation 3.3.99 at finite frequency-momentum,

~J = e2σχ(ω, k) ~B(ω, k) . (3.3.106)

Since in the zero frequency limit, the chiral magnetic conductivity σχ(k0) is given by

lim
k0→0

σχ(k0) =
e2µA
2π2

, (3.3.107)

which is real, we expect the imaginary part of the chiral magnetic conductivity hence the

circular polarization asymmetry A±γ Equation 3.3.101 to vanish in the zero frequency limit of

our numerical computation. We also expect the circular polarization asymmetry A±γ to be

proportional to the axial chemical potential µA.

Similarly, for dileptons, one can show that their spin polarization asymmetry A±ll̄ is given

by (154)

A±ll̄ =

(
2 cos θ

1 + cos2 θ

)
· ImGR+ − ImGR−
ImGR+ + ImGR−

∣∣∣∣∣
pµ=pµf=pµ1 +pµ2

, (3.3.108)

where ~p1 = p (− sin θ, 0, cos θ) and ~p2 = p (sin θ, 0, cos θ) are the two momenta of the lepton and

anti-lepton with the same magnitude p = |~p1| = |~p2|, and an angle 2θ between them as shown

in Figure 11, pµf =
(

2E = 2
√
p2 +m2, 0, 0, 2p cos θ

)
is the total center of mass four-momentum



67

θθ

x 1 x 2

x 3 p1
p2

Figure 11. A schematic illustration of the lepton (~p1) and anti-lepton (~p2) momenta in the
di-lepton emission from an isotropic axially charged plasma.

that is carried by the virtual photons, and m is the mass of the lepton species. Note that

Equation 3.3.108 is similar to the expression Equation 3.3.101 for A±γ , except for an additional

angular factor and a different kinematic domain probed.

An interesting observation on the effect of triangle anomaly to the photons interacting with

the plasma was previously made in Ref.(126), showing that the photon field with a particular

polarization is unstable and seems to grow. The physics is based on the same P- and CP-odd
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part of the retarded correlation functions (Equation 3.3.105), now entering the dispersion rela-

tion of photon field interacting with the plasma medium. Although this is quite interesting, for

this instability to be realized, the time scale should be long enough to allow multiple interactions

between photons and the plasma. Due to a smallness of electromagnetic coupling αEM � 1,

this required time scale is parametrically long (proportional to α−1
EM ), and based on this, it has

been typically assumed that the photons in heavy-ion collisions once emitted from the plasma

do not interact with the plasma again before they leave out the fireball, and the well-known

photon emission rate is based on this premise. In this case, the more plausible phenomenon

happening in real heavy-ion collisions seems to be a simple asymmetry in the emission rates for

different spins we discuss.

In what follows, we will compute the spin polarization asymmetries Equation 3.3.101 and

Equation 3.3.108 in strongly coupled regime, using the AdS/CFT correspondence in Sakai-

Sugimoto model (300).

Spin Polarized Photons and Dileptons in Sakai-Sugimoto Model

Sakai-Sugimoto holographic model of QCD (300)(for detailed discussion of Sakai-Sugimoto

model, see for example, the section 5 of (161) and section 3 of (124)) lives in a 5 dimensional

space-time, (xµ, U) where U is an extra holographic dimension. There are two 5 dimensional

U(1) gauge fields, AV and Aa, corresponding to the vector and axial symmetry of the massless

quark species in the QCD side, whose 5 dimensional dynamics describes the chiral dynamics
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of the massless quark holographically. Especially, there are 5 dimensional Chern-Simons terms

that are the holographic manifestation of the triangle anomaly in the QCD side

SCS =
Nc

96π2

∫
d4xdU εMNPQR [−(AL)M (FL)NP (FL)QR + (AR)M (FR)NP (FR)QR] , (3.3.109)

where we introduce chiral gauge fields defined by

AL = AV −Aa , AR = AV +Aa . (3.3.110)

The QCD plasma with a finite axial charge is described in the model by a non-zero background

configuration of the axial gauge field Aa which is

(Fa)
(0)
tU = − α√

U5 + α2
, (3.3.111)

where the parameter α is related to the axial chemical potential µA by the relation

µA =

∫ ∞
UT

dU
α√

U5 + α2
=

2α

3U
3
2
T

2F1

(
3

10
,
1

2
,
13

10
,− α

2

U5
T

)
. (3.3.112)

The parameter UT in the above in turn is determined by the temperature T by

UT = R3

(
4πT

3

)2

, (3.3.113)
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with a numerical value R3 = 1.44 in units of GeV. The UT is in fact the location of the black-hole

horizon at U = UT in the background holographic space-time describing a finite temperature

plasma, and the holographic coordinate U has a range UT < U <∞ where U =∞ is the region

corresponding to the UV regime of the QCD side.

Our main interest is to compute retarded (vector) current correlation functions in the axially

charged plasma described above. To do this in holography, one first solves the linearized

equations of motion for the vector gauge field AV fluctuations from the background solution

given by (Equation 3.3.111) (161)

∂U (A(U)FtU )−B(U)(∂iFUi) = 0 , (3.3.114)

A(U)(∂tFtU ) +B(U)(∂iFti) + C(U)(∂iFUi) = 0 ,

B(U)(∂tFUi) + ∂U (B(U)Fti + C(U)FUi) +D(U)∂jFji −
Nc

8π2C
(Fa)

(0)
tU ε

ijkFjk = 0 ,

where i, j, k = 1, 2, 3, C = 0.0211 in units of GeV, and the functions A(U), B(U), C(U), D(U)

are given by

A(U) = U−5
(
U5 + α2

) 3
2 , B(U) =

(
R

U

) 3
2 (
U5 + α2

) 1
2 ,

C(U) = f(U)
(
U5 + α2

) 1
2 , D(U) =

(
R

U

)3

U5
(
U5 + α2

)− 1
2 , (3.3.115)

with

f(U) = 1−
(
UT
U

)3

. (3.3.116)
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Note that the last term in the third equation in (Equation 3.3.114) is from the 5 dimensional

Chern-Simons term which is a consequence of triangle anomaly. The solution has a near U →∞

behavior given by

Aµ = A(0)
µ +

A
(1)
µ

U
1
2

+
A

(2)
µ

U
+
Ãµ

U
3
2

+ · · · , (3.3.117)

with

A
(1)
t = 0 , A

(1)
i = 2R

3
2F

(0)
ti , A

(2)
t = −2R3∂jF

(0)
tj , A

(2)
i = −2R3∂jF

(0)
ij , (3.3.118)

where A
(0)
µ is a free parameter (the UV boundary condition) acting as a source for the QCD

vector current Jµ, while the Ãµ is a dynamically determined quantity which encodes the ex-

pectation value of the current in the presence of the source A
(0)
µ by (124)

〈Jt〉 = 3C

(
Ãt +

8

3
R

9
2∂t∂jF

(0)
tj

)
,

〈Ji〉 = 3C

(
Ãi + 4R

9
2

(
∂t∂jF

(0)
ij +

2

3
∂2
t F

(0)
ti −

1

3
∂i∂jF

(0)
tj

))
. (3.3.119)

The solution with a given source A
(0)
µ and the incoming boundary condition at the horizon

U = UT is unique and it is proportional to A
(0)
µ , and hence the current expectation value

(Equation 3.3.119) is a linear function of A
(0)
µ from which we finally obtain our desired retarded

correlation functions as

〈Jµ〉 = −GR ν
µ A(0)

ν . (3.3.120)
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Since we are interested in computing only the transverse part of the correlation functions, we

can consistently turn on A1,2 components only, after taking the frequency-momentum (ω,~k =

kx̂3), so that ∂t = −iω, ∂i = ikδi3. The relevant equation of motion is the third equation in

(Equation 3.3.114),

− iωB(U)∂UAi + ∂U (−iωB(U)Ai + C(U)∂UAi)− k2D(U)Ai + ik
Nc

8π2C
(Fa)

(0)
tU ε

ijAj = 0 ,

(3.3.121)

with i, j = 1, 2 and ε12 = −ε21 = +1. From the structure of the above equation, it is natural to

work with a helicity basis

A± =
1√
2

(A1 ∓ iA2) , (3.3.122)

in terms of which the equation of motion diagonalizes as

− iωB(U)∂UA± + ∂U (−iωB(U)A± + C(U)∂UA±)− k2D(U)A± ∓ k
Nc

8π2C
(Fa)

(0)
tU A± = 0 .

(3.3.123)

Once we find the solution of A±, we can read off the source A
(0)
± = 1/

√
2(A

(0)
1 ∓ A

(0)
2 ) and the

expectation value via (Equation 3.3.119)

〈J±〉 =
1√
2

(
J1 ∓ iJ2

)
= 3C

(
Ã± + 4R

9
2 (−iω)

(
k2 − 2

3
ω2

)
A

(0)
±

)
. (3.3.124)
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From the relation 〈J i〉 = −GRijA(0)
j , and the rotational symmetry GR11 = GR22 and GR12 = −GR21,

it is straight forward to see that

〈J±〉 = −
(
GR11 ± iGR12

)
A

(0)
± = −GR±A(0)

± , (3.3.125)

so that we can naturally obtain our desired GR±, entering our expressions (??) and (??) for A±γ

and A±ll̄, from the solutions of A±.

Numerically, what we do is to solve the equation (Equation 3.3.123) from the horizon U = UT

up to a UV maximum Umax and then compare its value and derivative at Umax with the UV

expansion (Equation 3.3.117),

A±(Umax) = A
(0)
± +

2R
3
2 (−iω)

U
1
2

max

A
(0)
± +

−2R3k2

Umax
A

(0)
± +

Ã±

U
3
2

max

,

∂UA±(Umax) = −1

2

2R
3
2 (−iω)

U
3
2

max

A
(0)
± +

2R3k2

U2
max

A
(0)
± −

3

2

Ã±

U
5
2

max

, (3.3.126)

to obtain A
(0)
± and Ã±. We then compute 〈J±〉 from (Equation 3.3.124), and finally get GR±

from

GR± = −〈J
±〉

A
(0)
±

. (3.3.127)

Figure 12 shows our numerical results of photon circular polarization asymmetry A±γ as

a function of frequency, where T = 300 MeV with µA = 100 MeV (solid) and µA = 50 MeV

(dashed). Since the model is trustable only up to a few GeV’s, we compute A±γ only for ω < 2

GeV. We observe that the asymmetry is about a percent level with a peak around ω = 1 GeV.
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Figure 12. The photon circular polarization asymmetry A±γ from an axially charged plasma
as a function of frequency ω, where T = 300 MeV with µA = 100 MeV (solid) and µA = 50

MeV (dashed).

It is easy to check that the result is absent without the Chern-Simons term (triangle anomaly)

and the effect is roughly proportional to the axial chemical potential.

Figure 13 shows our numerical results for the di-lepton spin polarization asymmetry A±ll̄

in the case of di-muon pair with a relative angle 2θ = π
2 as a function of the muon momentum

p = |~p| (see Figure 11). Note that the pµf which probes the plasma is

p0
f = 2

√
p2 +m2

µ , mµ = 100MeV , |~pf | = 2p cos θ . (3.3.128)

We observe again that the effect is about a percent level.
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Figure 13. The di-lepton spin polarization asymmetry A±ll̄ from an axially charged plasma as
a function of one lepton momentum p = |~p| for the case of muon, where T = 300 MeV with
µA = 100 MeV (solid) and µA = 50 MeV (dashed). The relative angle between muon and

anti-muon pair is taken to be 2θ = π
2 .

3.4 Spin Polarized Photons of Axially Charged Plasma at Weak Coupling

In this section, we will compute the spin or circular polarization asymmetry of photons

Equation 3.3.101 in the weakly coupled regime of thermal QCD, by using the concept of “P-

odd spectral density”, first introduced in (182) (see Appendix 1 of that reference).

We will compute it in real-time Schwinger-Keldysh formalism, where we have two time

contours joined at future infinity, one is going forward in time (labeled as contour 1) and the

other is going backward (contour 2). Initial thermal density matrix is realized by attaching an

imaginary time thermal contour at the beginning time (at past infinity). By placing operators
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in suitable positions in the two contours, one can generate all kinds of time orderings for

correlation functions. In terms of “ra”-variables defined by

Or =
1

2
(O1 +O2) , Oa = O1 −O2 , (3.4.129)

our starting point is the thermal relation for the current-current correlation functions

Grrij (k) =

(
1

2
+ nB(k0)

)(
Graij (k)−Garij (k)

)
. (3.4.130)

The retarded Green’s function is given in this notation by

GRij(k) = −iGraij (k) , (3.4.131)

and by hermiticity of the current operator, the retarded Green’s function should be real-valued

in coordinate space. This requires to have (GRij(k))∗ = GRij(−k) in momentum space, or equiv-

alently

(Graij (k))∗ = −Graij (−k) . (3.4.132)

On the other hand, by definition, Graij (x) = Garji (−x), so that in momentum space we have

Garij (k) = Graji (−k) = −(Graji (k))∗ , (3.4.133)

where the last equality comes from (Equation 3.4.132).



77

In the relation (Equation 6.1.13), the left-hand side means the fluctuation amplitude, and

the right-hand side, besides the statistical factor, represents the spectral density

Grrij (k) =

(
1

2
+ nB(k0)

)
ρij(k) , ρij(k) ≡ Graij (k)−Garij (k) . (3.4.134)

The relation (Equation 3.4.133) gives us

ρij(k) = Graij (k) + (Graji (k))∗ , (3.4.135)

so that the spectral density is twice of the hermitian part of Graij (k) in terms of spatial i, j

indices. In a P-even ensemble, rotational invariance dictates that Graij (k) be proportional to δij

or kikj , and hence be symmetric with respect to i, j. The resulting spectral density from this

should then be real-valued by (Equation 3.4.135).

In a P-odd ensemble, such as with axial chemical potential, rotational invariance allows us

to have a purely imaginary and anti-symmetric (and hence hermitian) spectral density,

ρij(k) ∼ ρodd(k)iεijlkl , (3.4.136)

with a real valued function ρodd(k). From (??), we have ρodd(k) = −2Imσχ(k), that is, the

P-odd spectral density is in fact the imaginary part of chiral magnetic conductivity. We see

that the imaginary part of chiral magnetic conductivity governs P-odd thermal fluctuations of

currents, while the topological real part at zero momentum limit (??) does not contribute to
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thermal fluctuations. This gives some intuition why Imσχ(k) is subject to microscopic real-time

dynamics of the theory.

From (Equation 3.4.132), and (Equation 3.4.135), we have

ρodd(−k) = −ρodd(k) . (3.4.137)

Rotational invariance dictates that ρodd(k) be a function of |k|, so ρodd(ω, |k|) is an odd function

on ω, similarly to P-even spectral densities. In small frequency, zero momentum limit we expect

to have

ρodd(ω,0) ∼ 2ξ5ω + · · · , ω → 0 , (3.4.138)

where the hydrodynamic transport coefficient ξ5 has the meaning of (??). As the sign of ξ5

depends both on the chirality and the axial chemical potential, there seems to be no concept

of positivity constraint on it, contrary to electric conductivity. However, explicit computa-

tions indicate that the “relative” sign between σ0 (defined in (??)) and ξ5 is always negative,

reminiscent of magnetic induction (182). We are not yet aware of any formal proof on this.

Our P-odd photon emission rate is related to the P-odd spectral density via (??) by

dΓodd

d3k
= − e2

(2π)3
nB(ω)ρodd(ω,k)

∣∣
ω=|k| , (3.4.139)

which explains that the P-odd photon emission rate, while it is P- and CP-odd, is a dynamics

driven observable.
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We will compute the P-odd photon emission rate at complete leading order in QCD coupling

αs,

dΓodd

d3k
≡ dΓ+

d3k
− dΓ−

d3k
∼ αEMαs(log(1/αs) + c) , (3.4.140)

with an (approximate) axial chemical potential µA in the chiral limit of QCD.

The leading order rate consists of three distinct contributions: 1) Compton and Pair An-

nihilation with hard (that is, comparable to T ) momentum exchanges, 2) Soft (that is, much

less than T ) t-channel exchange contribution with IR divergence regulated by Hard Thermal

Loop (HTL) re-summation of exchanged fermion line, and 3) collinear Bremstrahlung and pair-

annihilation contributions induced by multiple scatterings with soft thermal gluons, referred to

as Landau-Pomeranchuk-Migdal (LPM) effect. The leading log result in αs is produced by 1)

and 2), and the matching of the two logarithms from 1) and 2) to have the cut-off dependence

removed is an important consistency check for the computation. We will see that this happens

for our result.

Our methods of computation for the above three contributions closely follow the well-known

ones in literature (163; 164; 165; 166), and we apply them to our case of P-odd emission rate,

modulo a few subtleties. The complexity of numerical evaluation is somewhat heavier than the

P-even total emission rate.

A massless Dirac quark consists of a pair of left- and right-handed Weyl fermions. At

leading order in αs, the QCD interaction between them gives a higher order correction to the

photon emission rate, and hence we can treat them independently. This will be clear in the

Feynman diagrams we compute in the following. The only effect of having the other chiral Weyl
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fermion appears in the value of Debye mass m2
D in the gluon Hard Thermal Loop self-energy

which enters the Landau-Pomeranchuk-Migdal (LPM) resummation of collinear Bremstrahlung

and pair-annihilation.We therefore present our computational details only for the right-handed

Weyl fermion with its chemical potential µ = µA. The other left-handed Weyl fermion then

has µ = −µA, and the total contribution to our P-odd photon emission rate is simply twice of

that from the right-handed Weyl fermion, up to the above mentioned modification of m2
D. We

assume our Dirac quark has a electromagnetic charge Q = +1, and the full result for two flavor

QCD is simply

Q2
u +Q2

d =
5

9
, (3.4.141)

times of the result for Q = +1 (where again m2
D has to include two flavor contributions).

We briefly summarize our notation and convention for a right-handed Weyl fermion theory.

Our metric convention is η = (−,+,+,+). Let us define

σµ = (1,σ) , σ̄µ = (1,−σ) , (3.4.142)

which satisfy

σµσ̄ν + σ̄µσν = −2ηµν . (3.4.143)

The equation

(p · σ)(p · σ̄) = −p2 = (p0)2 − |p|2 , (3.4.144)
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and the following trace formula will be useful,

Tr(σµσ̄νσασ̄β) = 2(ηµνηαβ + ηµβηνα − ηµαηνβ + iεµναβ) . (3.4.145)

The right-handed Weyl fermion action with QCD coupling g is

L = iψ†σµ(∂µ − igtaAaµ)ψ , (3.4.146)

Upon quantization, we have

ψ(x) =

∫
d3p√
2|p|

(
u(p)ape

−i|p|t+ip·x + v(p)b†−pe
i|p|t+ip·x

)
, (3.4.147)

where particle and antiparticle spinors are defined by

(1− σ · p̂)u(p) = 0 , (1 + σ · p̂)v(p) = 0 , p̂ ≡ p

|p| , (3.4.148)

with normalization

u(p)u†(p) = −p · σ̄ , v(p)v†(p) = −p · σ , pµ = (|p|,p) . (3.4.149)
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Note also that v(−p)v†(−p) = −p · σ̄. It will be convenient to define spin projection operators

to quark/anti-quark states

P s(p) ≡ 1

2
(1 + sp̂ · σ) = −sps · σ̄

2|p| , ps ≡ (s|p|,p) , s = ±1 , (3.4.150)

in terms of which the (bare) real-time propagators in “r/a” basis are

Sra(p) = i
p · σ̄
p2

∣∣∣∣
p0→p0+iε

=
∑
s=±

i

p0 − s|p|+ iε
P s(p) ,

Sar(p) =
∑
s=±

i

p0 − s|p| − iεP s(p) ,

Srr(p) =

(
1

2
− n+(p0)

)
(Sra(p)− Sar(p)) =

(
1

2
− n+(p0)

)
ρF (p) , (3.4.151)

where n±(p0) = 1/(eβ(p0∓µ) + 1) and the (bare) fermionic spectral density is

ρF (p) = (2π)
∑
s=±

δ(p0 − s|p|)P s(p) . (3.4.152)

The Feynman rules are as usual, for example, for incoming (out-going) quark of momentum

p, we have u(p) (u†(p)), and for the incoming (out-going) antiquark of momentum p, we have

v†(−p) (v(−p)). We remind ourselves of the rules for polarization states as it is important to

get the correct sign for our P-odd photon emission rate. For out-going photon of polarization

εµ, we attach (εµ)∗ contracted with the photon vertex ieσµ in the diagram. The same is true for
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Figure 14. Pair Annihilation diagrams with hard momentum exchanges.

gluons. For incoming gluon of polarization ε̃µ, we attach ε̃µ contracted with the gluon vertex

igtaσµ. Finally, with these normalizations, the natural momentum integration measure is

∫
d3p

(2π)32|p| . (3.4.153)

Hard Compton and Pair Annihilation Contributions

Let the final photon momentum be k. For Pair Annihilation we label the momenta of

incoming quark and antiquark pair by p and p′ respectively, and let k′ be the momentum of

out-going gluon of polarization ε̃µ and color a. There are two Feynman diagrams as in Figure 14

with the total amplitude given as

Mpair(ε±) = −iegv†(−p′)
[
taσν

(p− k) · σ̄
(p− k)2

σµ + σµ
(k − p′) · σ̄
(k − p′)2

taσν
]
u(p)(ε±µ )∗(ε̃ν)∗ , (3.4.154)
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where εµ± are the spin polarized photon states. Summing over colors in the squared amplitude

produces a simple color factor

∑
a

tr(tata) = C2(R)dR =
1

2
(N2

c − 1) , (3.4.155)

for the fundamental representation of SU(Nc). The summation over gluon polarization can be

replaced by ∑
ε̃

(ε̃ν)∗ε̃ν′ → ηνν′ , (3.4.156)

thanks to Ward identities. Since our P-odd photon emission rate is the difference between the

rates with ε+ and ε−, what we need is the difference

|Mpair(ε+)|2 − |Mpair(ε−)|2 ≡ |Mpair|2odd , (3.4.157)

and the Pair Annihilation contribution to the P-odd photon emission rate is written as

(2π)32ω
dΓodd

d3k
=

∫
d3p

(2π)32|p|

∫
d3p′

(2π)32|p′|

∫
d3k′

(2π)32|k′|(2π)4δ(p+ p′ − k − k′)

× |Mpair|2odd n+(|p|)n−(|p′|)(1 + nB(|k′|)) . (3.4.158)
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The computation of P-odd amplitude |Mpair|2odd is algebraically complicated, although con-

ceptually straightforward. Using (Equation 3.4.149) and (Equation 4.1.27), and the polarization

vectors

εµ± =
1√
2

(0, 1,±i, 0) , (3.4.159)

after choosing k = |k|x̂3, it reduces to computing traces of 8 σ matrices. After some amount

of efforts, we obtain a compact expression

|Mpair|2odd = C2(R)dR · 4e2g2(t− u)

(
1

t
+

1

u
− 2

(
p⊥
t
− p

′
⊥
u

)2
)
, (3.4.160)

where t ≡ (p − k)2, u ≡ (k − p′)2, and p⊥ is the component of p perpendicular to the photon

momentum k.

The momentum integration in the emission rate (Equation 3.4.158) with the above P-odd

amplitude possesses logarithmic IR divergences near t ∼ 0 and u ∼ 0, corresponding to soft

fermion exchanges. From the diagrams in Figure Figure 14, it is clearly seen that the u ∼ 0

divergence is the same type of divergence near t ∼ 0 with a simple interchange of quark and

anti-quark. We can explore this symmetry of interchanging quark and anti-quark to simplify

our computation: the kinematics is identical under the interchange

p←→ p′ , t←→ u , n+(|p|)←→ n−(|p′|) , (3.4.161)
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Figure 15. Compton scattering diagrams with hard momentum exchanges.

and we can replace singular ∼ 1/u terms in the amplitude with ∼ 1/t terms, so that the

IR divergence appears in the new expression only around t ∼ 0. Explicitly, we can have a

replacement

|Mpair|2odd n+(|p|)n−(|p′|)(1 + nB(|k′|))

−→ C2(R)dR · 4e2g2

(
−u
t
− 2(t− u)

(
p2
⊥
t2
− p⊥ · p

′
⊥

tu

))
× (n+(|p|)n−(|p′|)− n−(|p|)n+(|p′|))(1 + nB(|k′|)) . (3.4.162)

The integral with the above new expression has an additional advantage besides the absence of

IR divergence near u ∼ 0: from the new structure of distribution function factor, the fact that

the result is an odd function on the chemical potential µ is manifest.
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For Compton scatterings, let us first consider the Compton scattering with incoming quark

of momentum p and incoming gluon of momentum p′. The momentum of out-going quark will

then be k′. The kinematics is identical to the Pair Annihilation case with the same definitions

of t ≡ (p− k)2, u ≡ (k − p′)2 and s ≡ (k + k′)2. Note that

t+ u+ s = 0 . (3.4.163)

There are two Feynman diagrams as in Figure 15 with the amplitude

MCompton
quark (ε±) = −iegu†(k′)

[
σν

(p− k) · σ̄
(p− k)2

σµ + σµ
(k + k′) · σ̄
(k + k′)2

σν
]
u(p)(ε±µ )∗ε̃ν , (3.4.164)

where we omit color generators as it produces the same C2(R)dR factor in the final result. The

P-odd amplitude square is then computed after some amount of algebra as

|MCompton
quark |2odd ≡ |MCompton

quark (ε+)|2 − |MCompton
quark (ε−)|2

= C2(R)dR · 4e2g2(s− t)
(

1

t
+

1

s
− 2

(
p⊥
t

+
k′⊥
s

)2
)
. (3.4.165)

The P-odd emission rate with this Compton amplitude for quarks is given by

(2π)32ω
dΓodd

d3k
=

∫
d3p

(2π)32|p|

∫
d3p′

(2π)32|p′|

∫
d3k′

(2π)32|k′|(2π)4δ(p+ p′ − k − k′)

× |MCompton
quark |2odd n+(|p|)(1− n+(|k′|))nB(|p′|) . (3.4.166)
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There arises a logarithmic divergence near t ∼ 0 only, which can be treated together with the

one from the Pair Annihilation contribution.

The Compton scatterings with anti-quark has the P-odd amplitude square which is precisely

negative to the above. This could be expected simply from the fact that anti-quark has the

opposite chirality (helicity) to that of quark, so P-odd observable has to flip sign between them.

We confirmed this expectation by an explicit computation, but just for reference we present

the Compton amplitude with anti-quark,

MCompton
antiquark(ε±) = −iegv†(−p)

[
σµ

(k − p) · σ̄
(k − p)2

σν + σν
(−k − k′) · σ̄

(k + k′)2
σµ
]
v(−k′)(ε±µ )∗ε̃ν .

(3.4.167)

Besides to this sign flip compared to the quark Compton contribution, the distribution function

n+ in (Equation 3.4.166) has to be replaced by n− for anti-quarks, so the final Compton rate

is given as

(2π)32ω
dΓodd

d3k
=

∫
d3p

(2π)32|p|

∫
d3p′

(2π)32|p′|

∫
d3k′

(2π)32|k′|(2π)4δ(p+ p′ − k − k′)

× |MCompton
quark |2odd

(
n+(|p|)(1− n+(|k′|))− n−(|p|)(1− n−(|k′|))

)
nB(|p′|) .

(3.4.168)

The fact the the result is an odd function on the chemical potential is also apparent here.

To perform the phase space integrations in (Equation 3.4.158) and (Equation 3.4.168) with

P-odd amplitudes (Equation 3.4.160) and (Equation 3.4.165), we follow the technique nicely
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introduced and explained in Refs.(167; 168). The idea is to introduce auxiliary energy variable

q0 corresponding to either t-channel energy transfer (“t-channel parametrization” according to

Ref.(168)), or s-channel energy transfer (”s-channel parametrization”). Its essential role is to

trade the angular integration, coming from the energy δ-function, for a scalar integration of

q0. The price to pay is a somewhat complicated, but manageable integration domain. The

choice between t-channel and s-channel parametrizations is simply for convenience: t-channel

parametrization is convenient for terms with 1/t, and vice versa for s-parametrization.

We will give a brief summary on these parametrizations that one can also find in the

original Refs.(167; 168). Let us focus on the common phase space integration measure in

(Equation 3.4.158) and (Equation 3.4.168),

∫
d3p

(2π)32|p|

∫
d3p′

(2π)32|p′|

∫
d3k′

(2π)32|k′|(2π)4δ(p+ p′ − k − k′) . (3.4.169)

For t-channel parametrization, we perform d3k′ integration, and shift the integration variable

p to q ≡ p− k to obtain

∫
d3q

(2π)32|q + k|

∫
d3p′

(2π)32|p′|
1

2|q + p′|(2π)δ
(
|q + k|+ |p′| − |k| − |q + p′|

)
. (3.4.170)

We then introduce a variable q0 to write the energy δ function as

δ
(
|q + k|+ |p′| − |k| − |q + p′|

)
=

∫ +∞

−∞
dq0 δ

(
|q + k| − |k| − q0

)
δ
(
q0 + |p′| − |q + p′|

)
,

(3.4.171)
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where the meaning of Q ≡ (q0, q) as the t-channel exchange momentum is obvious.

The next step is to express the energy δ-functions in terms of angle variables. Denoting the

angle between q and k as θ, we have

δ
(
|q + k| − |k| − q0

)
=
|k|+ q0

|q||k| δ (cos θ − cos θqk) , (3.4.172)

where

cos θqk =
(q0)2 − |q|2 + 2|k|q0

2|q||k| . (3.4.173)

There appears constraints on (q0, |q|) simply from the requirement that | cos θqk| ≤ 1, which

restricts the final integration domain that will be described shortly. Similarly, for the angle θ′

between q and p′ we have

δ
(
q0 + |p′| − |q + p′|

)
=
|p′|+ q0

|p′||q| δ
(
cos θ′ − cos θp′q

)
, (3.4.174)

with

cos θp′q =
(q0)2 − |q|2 + 2|p′|q0

2|p′||q| . (3.4.175)

Using these, one can perform the angular integrals of cos θ from d3q and cos θ′ from d3p′,

localizing cos θ and cos θ′ to the values cos θqk and cos θp′q. Since we need to compute p⊥ = q⊥

and p′⊥ that appear in the P-odd amplitudes, it is convenient to fix the photon momentum

direction to be along x̂3, and using the overall rotational symmetry in (x1, x2)-plane, we can

align q to be in (x1, x3) plane. See Figure 16 for the illustration. This alignment will produce
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Figure 16. The geometry of t-channel parametrization. (q̂, x̂′1, x̂2) form an orthonormal basis
rotated by θqk, and p′′ is a projection of p′ onto the (x̂′1, x̂2) plane.

a trivial (2π) azimuthal integration factor in the integral of d3q. Note that the azimuthal angle

φ of p′ with respect to q as defined in Figure ?? still has to be integrated explicitly. From the

geometry in Figure 16, we have

q⊥ = (|q| sin θqk, 0) , (3.4.176)
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Figure 17. The integration domain of (q0, |q|) (shaded blue). The domain for |p′| is
|p′| > (|q| − q0)/2. The soft region A (shaded red) is responsible for leading log IR divergence,

and the region B produces the energy logarithm that is described in the following.

in (x1, x2) plane, and the p′ in (x1, x2, x3)-basis is given as

p′ = |p′|


cos θqk 0 sin θqk

0 1 0

− sin θqk 0 cos θqk




sin θp′q cosφ

sin θp′q sinφ

cos θp′q



= |p′|


cos θqk sin θp′q cosφ+ sin θqk cos θp′q

sin θp′q sinφ

− sin θqk sin θp′q cosφ+ cos θqk cos θp′q

 , (3.4.177)

which will be used in computing the P-odd amplitudes (Equation 3.4.160) and (Equation 3.4.165).

Finally, the integration domain for (q0, |q|, |p′|) is depicted in Figure 17.
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From all these, the phase space integration in the t-channel parametrization becomes

∫
d3p

(2π)32|p|

∫
d3p′

(2π)32|p′|

∫
d3k′

(2π)32|k′|(2π)4δ(p+ p′ − k − k′)

=
1

8(2π)4|k|

∫ ∞
0

d|q|
∫ |q|
max(−|q|,|q|−2|k|)

dq0

∫ ∞
|q|−q0

2

d|p′|
∫ 2π

0
dφ . (3.4.178)

For the amplitudes, we need to express various quantities in terms of integration variables and

the angles θkq and θp′q. The following expressions can be derived from (Equation 3.4.176) and

(Equation 3.4.177) and the previous definitions:

t = −(q0)2 + |q|2 , u = 2|k||p′|
(
1 + sin θqk sin θp′q cosφ− cos θqk cos θp′q

)
,

q2
⊥ = |q|2 sin2 θqk , q⊥ · p′⊥ = |q||p′|

(
sin θqk cos θqk sin θp′q cosφ+ sin2 θqk cos θp′q

)
,

s = −t− u , p⊥ = q⊥ , k′⊥ = q⊥ + p′⊥ , (3.4.179)

where θkq and θp′q are given by (Equation 3.4.173) and (Equation 3.4.175). Finally, for the

arguments that enter the distribution functions, we have

|p| = q0 + |k| , |k′| = q0 + |p′| . (3.4.180)

The above data are enough, at least numerically, to compute the phase space integrations in

(Equation 3.4.158) and (Equation 3.4.168) to obtain our P-odd emission rate from the hard

Compton and Pair Annihilation processes. This t-channel parametrization is not efficient for

the terms of ∼ 1/s or ∼ 1/s2 type, for which we use s-channel parametrization.
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The geometry of s-channel parametrization is similar, so we simply summarize it. The phase

space measure becomes

∫
d3p

(2π)32|p|

∫
d3p′

(2π)32|p′|

∫
d3k′

(2π)32|k′|(2π)4δ(p+ p′ − k − k′)

=
1

8(2π)4|k|

∫ ∞
|k|

dq0

∫ q0

|2|k|−q0|
d|q|

∫ q0+|q|
2

q0−|q|
2

d|p|
∫ 2π

0
dφ , (3.4.181)

and we have

s = −(q0)2 + |q|2 , t = 2|k||p| (1 + sin θqk sin θpq cosφ− cos θqk cos θpq) ,

q2
⊥ = |q|2 sin2 θqk , p⊥ · q⊥ = |p||q|

(
sin θqk cos θqk sin θpq cosφ+ sin2 θqk cos θpq

)
,

k′⊥ = q⊥ , (3.4.182)

where

cos θqk =
|q|2 − (q0)2 + 2q0|k|

2|q||k| , cos θpq =
|q|2 − (q0)2 + 2q0|p|

2|q||p| , (3.4.183)

and finally, we have to replace

|p′| → q0 − |p| , |k′| → q0 − |k| , (3.4.184)

in the arguments of distribution functions.
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The φ integrations in both t-channel and s-channel methods are at most of the type

∫ 2π

0
dφ

A+B cosφ

C +D cosφ
, (3.4.185)

which can be done analytically. The rest parts of the integration have to be done numerically,

but we can identify the leading log parts of log(1/αs) and log(ω/T ) for ω � T analytically

(recall ω = |k|), which we now describe.

Leading Log

The Pair Annihilation contribution (Equation 3.4.158) with (Equation 3.4.160) has a loga-

rithmic IR divergence near t ∼ 0, or when (q0, |q|)� |k|, |p′| in the t-channel parametrization.

The same is true for the Compton rate (Equation 3.4.168) with (Equation 3.4.165). These

divergences are regulated by including HTL self-energy (169) in the t-channel fermion propaga-

tor, which screens the fermion exchange for soft momenta (q0, |q|) . gT (“soft region”). When

(q0, |q|) � gT (“hard region”), the HTL correction is sub-leading in αs and what we have in

the above as hard Compton and Pair Annihilation contributions give the leading order result.

A practical way to organize the leading order contributions from both regions is to introduce

an intermediate scale gT � q∗ � T (183), which serves as a t-channel IR cutoff for the above

hard Compton and Pair Annihilation rates in the hard region, and as a t-channel UV cutoff

for the same rates in the soft region with now the HTL self-energy included in the fermion

propagator. The two logs of log q∗ from both regions have to match to produce a final result

independent of q∗: after identifying log q∗ from each region, we neglect q∗/T and (gT )/q∗
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corrections in the rest parts of the two regions by sending q∗ → 0 in the hard region and

q∗ → ∞ in the soft region. The resulting (numerical) constant is the leading order constant

under the log.

Let us identify the leading log from the hard region in this subsection. The t-channel

parametrization is most efficient for this purpose. The q∗ is introduced as an IR cutoff of

d|q|-integral in (Equation 3.4.178)

(2π)32ω
dΓoddhard

d3k
=

1

8(2π)4|k|

∫ ∞
q∗

d|q|
∫ |q|
max(−|q|,|q|−2|k|)

dq0

∫ ∞
|q|−q0

2

d|p′|
∫ 2π

0
dφ I , (3.4.186)

where I is the sum of the integrands in (Equation 3.4.162) and (Equation 3.4.168) from the

Compton and Pair Annihilation processes:

I = C2(R)dR · 4e2g2

(
−u
t
− 2(t− u)

(
q2
⊥
t2
− q⊥ · p

′
⊥

tu

))
× (n+(q0 + |k|)n−(|p′|)− n−(q0 + |k|)n+(|p′|))(1 + nB(q0 + |p′|))

+ C2(R)dR · 4e2g2(s− t)
(

1

t
+

1

s
− 2

(
q⊥
t

+
(q⊥ + p′⊥)

s

)2
)

×
(
n+(q0 + |k|)(1− n+(q0 + |p′|))− n−(q0 + |k|)(1− n−(q0 + |p′|))

)
nB(|p′|) ,

(3.4.187)

with the use of expressions in (Equation 3.4.179) and (Equation 3.4.180) for the t-channel

parametrization.
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From the distribution functions, |p′| integral is dominated by |p′| ∼ T . The log divergence

appears in small (q0, |q|) � |k|, |p′| ∼ T since we assume hard photons T . |k|. Figure 17

shows this region (region A). In this case, from (Equation 3.4.173) and (Equation 3.4.175), we

have

cos θqk ≈ cos θp′q ≈
q0

|q| , (3.4.188)

and the leading behavior in A comes from the terms of (u, s)/t or (u, s)q2
⊥/t

2 types, which gives

after some algebra,

I ∼ C2(R)dR · 8e2g2 |k||p′|
|q|2 (1 + cosφ)

×
(
n+(|k|)n−(|p′|)(1 + nB(|p′|)) + n+(|k|)nB(|p′|)(1− n+(|p′|))− (n+ ↔ n−)

)
= C2(R)dR · 8e2g2 |k||p′|

|q|2 (1 + cosφ)

× (n+(|k|)n−(0)− n−(|k|)n+(0))
(
n+(|p′|) + n−(|p′|) + 2nB(|p′|)

)
, (3.4.189)

where in the last line, we use an interesting identity

n∓(|p′|)(1 + nB(|p′|)) + nB(|p′|)(1− n±(|p′|)) = n∓(0)
(
n+(|p′|) + n−(|p′|) + 2nB(|p′|)

)
.

(3.4.190)
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We then have a leading log behavior

(2π)32ω
dΓoddhard

d3k
∼ C2(R)dR ·

e2g2

(2π)3
(n+(|k|)n−(0)− n−(|k|)n+(0))

×
∫ ∼T
q∗

d|q| 1

|q|2
∫ |q|
−|q|

dq0

∫ ∞
0

d|p′| |p′|
(
n+(|p′|) + n−(|p′|) + 2nB(|p′|)

)
∼ C2(R)dR ·

e2g2

(2π)3

(
π2T 2 + µ2

)
(n+(|k|)n−(0)− n−(|k|)n+(0)) log (T/q∗)

= dR
e2

(2π)
m2
f (n+(|k|)n−(0)− n−(|k|)n+(0)) log (T/q∗) , (3.4.191)

where we use

∫ ∞
0

d|p′| |p′|
(
n+(|p′|) + n−(|p′|) + 2nB(|p′|)

)
=

1

2

(
π2T 2 + µ2

)
, (3.4.192)

and in the last line we write the result in terms of the asymptotic fermion thermal mass

m2
f = C2(R)

g2

4

(
T 2 +

µ2

π2

)
. (3.4.193)

We will check that the leading log from the hard Compton and Pair Annihilation given in

(Equation 3.4.191) nicely matches to the soft region result with HTL re-summation in the next

subsection.

For an ultra-hard photon energy ω = |k| � T , there appears a logarithmic rise of log(ω/T )

in the energy dependence of the leading order constant under the log. We close this subsection
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by identifying this “energy logarithm”. For this aim, it is convenient to work with the light

cone variables

q± ≡ |q| ± q
0

2
, (3.4.194)

with the measure change d|q|dq0 = 2dq+dq−. The energy logarithm appears in the domain

where

q− . |p′| ∼ T � q+ � |k| = ω , (3.4.195)

which is also indicated in Figure 17 (region B). In this case, we have

cos θqk ≈
q0

|q| ≈ 1 , cos θp′q =
−4q+q− + 2q0|p′|

2|p′||q| ≈ 1− 2q−

|p′| , (3.4.196)

and the leading behavior in A arises again from the same (u, s)/t or (u, s)q2
⊥/t

2 terms, with

I ∼ C2(R)dR · 4e2g2 |k|
q+

(
n+(|k|)

(
n−(|p′|) + nB(|p′|)

)
− (n+ ↔ n−)

)
, (3.4.197)

so that we have

(2π)32ω
dΓoddhard

d3k
∼ C2(R)dR

e2g2

(2π)3

∫ |k|
∼T

dq+ 1

q+

∫ ∞
0

dq−
∫ ∞
q−

d|p′|

×
(
n+(|k|)

(
n−(|p′|) + nB(|p′|)

)
− (n+ ↔ n−)

)
= C2(R)dR

e2g2

(2π)3
log(|k|/T )

(
n+(|k|)

∫ ∞
0

dq− q−
(
n−(q−) + nB(q−)

)
− (n+ ↔ n−)

)
,

(3.4.198)
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where in the first line, we can safely let the upper cutoff of q− be infinity, due to the presence of

effective cutoff by the distribution functions (more precisely, the cutoff is given by ∼ q+ � T ).

The integrals that appear in the above

∫ ∞
0

dq− q−
(
n∓(q−) + nB(q−)

)
=
T 2

6

(
π2 − 6 Li2

(
−e∓µ/T

))
, (3.4.199)

are not simple polynomials in T and µ, contrary to the case of leading log in coupling (Equa-

tion 3.4.191).

Soft t-Channel Contribution: Hard Thermal Loop

We compute the soft t-channel contributions from Compton and Pair Annihilation pro-

cesses, whose IR divergence is regulated by re-summing fermion HTL self-energy in the fermion

exchange line. Following the original treatment in Refs.(163; 164), we compute this directly in

terms of 1-loop current-current correlation functions that enter the emission rate formula (??)

or (??), with one internal fermion line being soft, and hence HTL re-summed, corresponding to

soft t-channel exchange. The emission rate written in (??) is given by suitable imaginary part

of the correlation functions, and by applying the cutting-rule, it is easy to see that the result

should be equivalent to that from computing Feynman diagrams of only t-channel Compton

and Pair Annihilation processes (with the HTL re-summed propagator) that we described in

the previous subsection.
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Figure 18. Two real-time Feynman diagrams for Graµν(k) in the “ra”-basis.

We compute the following with the soft t-channel momentum with an UV cutoff q∗,

(2π)32ω
dΓ(ε±)

d3k
= e2nB(ω)(−2) Im

[
(εµ±)∗εν±G

R
µν(k)

]
= e2nB(ω) 2Re

[
(εµ±)∗εν±G

ra
µν(k)

]
.

(3.4.200)

Since (εµ±)∗εν± is a hermitian matrix in terms of µ, ν indices, the emission rate picks up only the

hermitian part of Graµν(k). There are two real-time Feynman diagrams for Graµν(k) depicted

in Figure 18, which gives

Graµν(k) = (−1)dR

∫
d4p

(2π)4
tr [σνSrr(p)σµSra(p+ k) + σνSar(p)σµSrr(p+ k)] , (3.4.201)
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where dR is the dimension of color representation. Recall the thermal relation

Srr(p) =

(
1

2
− n+(p0)

)
(Sra(p)− Sar(p)) ≡

(
1

2
− n+(p0)

)
ρF (p) , (3.4.202)

and by the reality property Sar(p)† = −Sra(p), Srr(p) and ρF (p) are hermitian matrices in

terms of 2 component spinor indices. Using the same relations and the hermiticity of σµ, it is

easy to find the hermitian part of Graµν(k) as (we denote ω ≡ k0 = |k|)

Graµν(k) + (Graνµ(k))∗ = dR

∫
d4p

(2π)4

(
n+(p0)− n+(p0 + ω)

)
tr [σνρF (p)σµρF (p+ k)] . (3.4.203)

The emission rate is given solely by (fermion) spectral density ρF , which conforms to the

expectation from cutting rules.

Bare fermion spectral density is easy to read off from (Equation 3.4.151) or (Equation 3.4.152):

ρbareF (p) = (2π)
∑
s=±

δ(p0 − s|p|)P s(p) , (3.4.204)

with the projection operators we repeat here for convenience,

P s(p) =
1

2
(1 + sp̂) = −sσ̄ · ps

2|p| , pµs ≡ (s|p|,p) . (3.4.205)



103

In general, fermion spectral density in a Weyl fermion theory including HTL self-energy is

written as (see Appendix 2 of Ref.(182)),

ρHTLF (p) =
∑
s

ρHTLs (p)P s(p) , ρHTLs (p) = −2 Im

[
1

p0 − s|p|+ ΣR,HTL
s (p)

]
, (3.4.206)

where the HTL self-energy is given by

ΣR,HTL
s (p) = −

m2
f

4|p|

(
2s+

(
1− s p

0

|p|

)
log

(
p0 + |p|+ iε

p0 − |p|+ iε

))
, (3.4.207)

with the asymptotic fermion thermal mass that is introduced before in (Equation 3.4.193),

m2
f = C2(R)

g2

4

(
T 2 +

µ2

π2

)
. (3.4.208)

Inserting (Equation 3.4.203) into (Equation 3.4.200), choosing the direction of k = |k|x̂3 ex-

plicitly and computing the σ-matrix traces using (Equation 3.4.145), we end up to an expression

for our P-odd emission rate as

(2π)32ω
dΓodd

d3k
= dRe

2nB(ω)

∫
d4p

(2π)4

(
n+(p0)− n+(p0 + ω)

)
×

∑
s,t

ρs(p)ρt(p+ k)

(
t
(p3 + |k|)
|p+ k| − s

p3

|p|

)
, (3.4.209)
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where ρs,t in the above can be either bare or HTL, depending on whether the momentum

argument is hard or soft. We should consider the region of p where one of the two momenta, p

or p+ k, is soft, corresponding to soft t- or u-channel processes.

It would be convenient to combine the two soft regions into one, say soft p region. That is,

for soft p + k region, let us change the variable p → −p − k, so that in the new variable, p is

soft. Under this transform, we have

n+(p0)− n+(p0 + ω)→ n−(p0)− n−(p0 + ω) , ρs(p)→ ρ−s(p+ k) , ρt(p+ k)→ ρ−t(p) ,

(3.4.210)

and relabeling −t → s and −s → t, we arrive at the precisely the same form as in (Equa-

tion 3.4.212), with the replacement

(
n+(p0)− n+(p0 + ω)

)
→ −

(
n−(p0)− n−(p0 + ω)

)
, (3.4.211)

therefore, we can study only the soft p region of the following expression

(2π)32ω
dΓoddsoft

d3k
= dRe

2nB(ω)

∫
d4p

(2π)4

(
n+(p0)− n+(p0 + ω)− (n+ ↔ n−)

)
×

∑
s,t

ρHTLs (p)ρbaret (p+ k)

(
t
(p3 + |k|)
|p+ k| − s

p3

|p|

)
, (3.4.212)

where we explicitly indicated the HTL (bare) spectral density for soft (hard) p (p + k). An

additional bonus is that the result is manifestly an odd function in the chemical potential.
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This is reminiscent of what happens in our previous computation of hard Compton and Pair

Annihilation processes.

From

ρbaret (p+ k) = (2π)δ(p0 + |k| − t|p+ k|) , (3.4.213)

and since p is soft while (ω = |k|,k) is hard, we see that only t = 1 contributes. The total

integrand has a rotational symmetry on (x1, x2)-plane, so the azimuthal integral of p around

k will trivially give (2π). The polar integration can be done by the same technique we use

in (Equation 3.4.173): for p � k, we can write the integral measure including the energy

δ-function as

∫
d4p

(2π)4
(2π)δ(p0 + |k| − |p+ k|) =

1

(2π)2

∫ ∞
0

d|p|| |p|
∫ |p|
−|p|

dp0

(
1 +

p0

|k|

) ∣∣∣∣
p3→|p| cos θpk

,

(3.4.214)

where

cos θpk =
(p0)2 − |p|2 + 2p0|k|

2|p||k| . (3.4.215)

Using this, our P-odd rate (Equation 3.4.212) from soft region is compactly written as

(2π)32ω
dΓoddsoft

d3k
= dR

e2

(2π)2
nB(ω)

∫ q∗

0
d|p|| |p|

∫ |p|
−|p|

dp0

(
1 +

p0

|k|

)
×

(
n+(p0)− n+(p0 + ω)− (n+ ↔ n−)

)
×

∑
s

ρHTLs (p0, |p|)
( |p| cos θpk + |k|

p0 + |k| − s cos θpk

)
, (3.4.216)
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where we introduce the UV cutoff q∗ for the t-channel momentum integral of |p| to regulate the

logarithmic diveregence. The meaning of q∗ here is identical to that used in the hard Compton

and Pair Annihilation rates in the previous subsection, which is important to get the correct

leading order constant under the log.

Since the cutoff is q∗ � T . |k| (while q∗ � mf ∼ gT ), we have a further simplification at

leading order to

cos θpk ≈
p0

|p| ,
( |p| cos θpk + |k|

p0 + |k| − s cos θpk

)
≈ 1− s p

0

|p| , (3.4.217)

and we arrive at

(2π)32ω
dΓoddsoft

d3k
≈ dR

e2

(2π)2
nB(ω) (n+(0)− n+(ω)− (n+ ↔ n−))

×
∫ q∗

0
d|p|| |p|

∫ |p|
−|p|

dp0
∑
s

ρHTLs (p0, |p|)
(

1− s p
0

|p|

)
= dR

e2

(2π)2
(n+(ω)n−(0)− n−(ω)n+(0))

×
∫ q∗

0
d|p|| |p|

∫ |p|
−|p|

dp0
∑
s

ρHTLs (p0, |p|)
(

1− s p
0

|p|

)
, (3.4.218)

where in the last line, we use an interesting identity

nB(ω)(n±(0)− n±(ω)) = n±(ω)n∓(0) . (3.4.219)

As it happens, the remaining integral is something that has been already computed in

literature: the same integral appears in the P-even total emission rate. In fact, a similar
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manipulation in our language produces the usual P-even total emission rate from soft t-channel

region at leading order as

(2π)32ω
dΓtotalsoft

d3k
≈ dR

e2

(2π)2
(n+(ω)n−(0) + n−(ω)n+(0))

×
∫ q∗

0
d|p|| |p|

∫ |p|
−|p|

dp0
∑
s

ρHTLs (p0, |p|)
(

1− s p
0

|p|

)
, (3.4.220)

and matching to the known results in Refs.(163; 166) when µ = 0, we have at leading order

∫ q∗

0
d|p|| |p|

∫ |p|
−|p|

dp0
∑
s

ρHTLs (p0, |p|)
(

1− s p
0

|p|

)
= (2π)m2

f (log(q∗/mf )− 1 + log 2) .

(3.4.221)

Using this in (Equation 3.4.218) we finally have the leading order expression for our P-odd

emission rate as

(2π)32ω
dΓoddsoft

d3k
≈ dR

e2

(2π)
m2
f (n+(ω)n−(0)− n−(ω)n+(0)) (log(q∗/mf )− 1 + log 2) . (3.4.222)

Nonetheless, it is instructive to see how the leading log arises from the above integral, using

the sum rules for the fermion spectral densities ρHTLs . The leading log comes from the region

mf � |p| � q∗, and in this case, we have sum rules (see, for example, Refs.(171; 172))

∫ |p|
−|p|

dp0 ρHTLs (p0, |p|) =
π

2

m2
f

|p|2

(
log

(
4|p|2
m2
f

)
− 1

)
,

∫ |p|
−|p|

dp0 p0 ρHTLs (p0, |p|) = s
π

2

m2
f

|p|2

(
log

(
4|p|2
m2
f

)
− 3

)
, (3.4.223)



108

which gives

(2π)32ω
dΓoddsoft

d3k
≈ dR

e2

(2π)
m2
f (n+(ω)n−(0)− n−(ω)n+(0))

∫ q∗

mf

d|p| 1

|p|

= dR
e2

(2π)
m2
f (n+(ω)n−(0)− n−(ω)n+(0)) log(q∗/mf ) . (3.4.224)

Looking at the leading log from the hard Compton and Pair Annihilation processes (Equa-

tion 3.4.191),

(2π)32ω
dΓoddhard

d3k
≈ dR

e2

(2π)
m2
f (n+(|k|)n−(0)− n−(|k|)n+(0)) log (T/q∗) , (3.4.225)

we see that the log(q∗) nicely cancels in their sum, which is an important consistency check of

our computation.

Physics of Leading Log Result

Looking at the leading log expressions for both P-even case (Equation 3.4.220) and the

P-odd emission rate (Equation 3.4.222),

(2π)32ω
dΓtotalsoft

d3k
≈ dR

e2

(2π)
m2
f (n+(ω)n−(0) + n−(ω)n+(0)) log(q∗/mf ) ,

(2π)32ω
dΓoddsoft

d3k
≈ dR

e2

(2π)
m2
f (n+(ω)n−(0)− n−(ω)n+(0)) log(q∗/mf ) , (3.4.226)

and recalling that they are given in terms of spin polarized emission rates as

Γtotal = Γ(ε+) + Γ(ε−) , Γodd = Γ(ε+)− Γ(ε−) , (3.4.227)
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Figure 19. Leading log contributions from soft t- or u-channel exchanges: a hard fermion
making conversion to a collinear photon. The blob represents Hard Thermal Loop (HTL)

re-summed propagator.

we find that the leading log spin polarized emission rates are given, after matching the loga-

rithmic dependence on q∗ with the hard rate, as

(2π)32ω
dΓ(ε±)

d3k

∣∣∣∣
Leading Log

= dR
e2

(2π)
m2
f n±(ω)n∓(0) log(T/mf ) , (3.4.228)

which can be physically understood as follows.

Recall that the leading log comes from the soft t-channel fermion exchange, and the t-

channel momentum is space-like as can be seen in the integral in (Equation 3.4.218); we have

p0 < |p|. The spectral density in this kinematics is non-zero due to Landau damping that is

captured by HTL self-energy, and represents thermally excited (fermionic) fluctuations of soft

momentum that are present in the finite temperature plasma. The leading log process can be

understood as a process of a hard fermion making conversion into a collinear photon after being
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annihilated by a soft fermion of momentum gT , as in the Figure 19. At leading order, this gT

momentum can be taken as zero.

For definite spin helicity of the final photon in Γ(ε±), the conservation of angular momentum

dictates that the incoming hard fermion which is collinear to the photon should have a spin

±1/2 aligned with the momentum direction: the other spin ±1/2 to make up the final spin ±1

of the photon will be provided by the annihilating soft fermion. Since hard fermions have bare

spectral density at leading order in coupling, they have definite helicities determined by their

quantization in free limit: for our right-handed Weyl fermion field, a particle has helicity +1/2

and anti-particle has −1/2. This means that the leading log rate of Γ(ε+) (for photons of spin

helicity +1) can appear only from the incoming particle of helicity +1/2, while an incoming

anti-particle of helicity −1/2 can not contribute to Γ(ε+). Since the incoming particle can

annihilate only with a soft anti-particle, the rate Γ(ε+) should be proportional to n+(ω)n−(0),

where the first factor is the number density of incoming particle and the second is the number

density of annihilating anti-particle of zero (soft) momentum. See Figure 20. The precisely

same logic tells us that the leading log rate of Γ(ε−) should be proportional to n−(ω)n+(0).

This argument nicely explains the result in (Equation 3.4.228). The overall m2
f is nothing but

the strength of the fermionic spectral density in soft momentum range that arises from the HTL

self-energy: the same self-energy also gives arise to the asymptotic thermal mass m2
f .

Collinear Bremstrahlung and Pair Annihilation: LPM Resummation

We compute collinear Bremstrahlung and Pair Annihilation contributions to the P-odd

photon emission rate that are induced by multiple scatterings with soft thermal gluons in



111

Figure 20. Angular momentum conservation in leading log spin polarized emission rates.

the plasma (165). The incoming quark or anti-quark of a hard momentum experiences soft

transverse kicks by thermal gluons of momenta ∼ gT , becoming off-shell by small amount

g2T , during which a nearly collinear photon is emitted, or quark-antiquark pair annihilates

to a collinear photon. The rate of these soft scatterings is well-known to be ∼ g2T (which

causes the damping rate of ∼ g2T ). The scattering gluons are genuine thermal effects: their

momenta are space like and the non-zero spectral density in this kinematics arises only due to

the Landau damping. Since the life time of the intermediate states dictated by small virtuality

g2T is of 1/(g2T ), which is comparable to the scattering rate, one has to sum over all multiple

scatterings to get the correct leading order result, coined as the LPM re-summation (165).

These contributions add to the leading order constant under the log. The effect of re-summation

typically gives a suppression compared to the single scattering contribution.
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Figure 21. Ladder diagrams to be summed over to get the correct leading order LPM
contribution to (our P-odd) photon emission rate.

In diagrammatic language, the LPM re-summation corresponds to summing over all ladder

diagrams of the type depicted in Figure 21 for the retarded (or “ra”) current-current correlation

functions that enter the photon emission rate formula (165). The reason why these multiple

ladder diagrams are not suppressed by higher powers in coupling constant is the presence of

collinear “pinch” singularities arising from nearly on-shell fermion propagators: the momentum

transfer by exchanged gluon lines are soft, and each pair of fermion propagators, one from the

upper line and the other from the lower line, are nearly on-shell and have an IR pinch singularity

when the internal momentum is nearly collinear to the external photon momentum (the detail

will become clear in the following). This singularity is regulated by soft transverse component

of the fermion momentum, p2
⊥ ∼ g2T 2, induced by soft kicks from thermal gluons. Then, one

has to also include in the propagators the fermion thermal mass m2
f ∼ g2T 2 and the leading

order damping rate ζ ∼ g2T which are of the same order as p2
⊥.

Since the exchanged gluons have soft momenta for leading order contributions, we need

to re-sum gluonic HTL self-energy in their propagators. To get a Bose-Einstein enhancement
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Figure 22. Two types of real-time ladder diagrams for leading order LPM contributions. The
shaded part represents the re-summed rr-type current vertex Λi(p, k). The rr-type gluon lines

are the HTL re-summed ones.

nB(q0) ∼ T/q0 ∼ 1/g in the exchanged gluon lines, the gluon propagators need to be of the rr-

type in the “ra”-basis of Schwinger-Keldysh formalism: only these diagrams give leading order

contributions in g. Imposing this requirement and the maximal number of pinch singularities

(that arise from a pair of Sra and Sar propagators), there are essentially two types of ladder

diagrams to be summed over in the “ra”-basis as depicted in Figure 22. Defining the

re-summed“rr”-type fermion-current vertex Λi(p, k) which has two r-type fermions legs, the

re-summed Graij (k) current-current correlation function is written as

Graij (k) = (−1)dR

∫
d4p

(2π)4
tr
[
Sra(p+ k)σjSrr(p)Λi(p, k) + Srr(p+ k)σjSar(p)Λi(p, k)

]
.

(3.4.229)
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Since the pinch singularity appears from a pair of Sra and Sar, and using the thermal relation

Srr(p) = (1/2−n+(p0))(Sra(p)−Sar(p)), the singular part of Graij (k) is given by (ω ≡ k0 = |k|)

Graij (k) ≈ dR
∫

d4p

(2π)4

(
n+(p0 + ω)− n+(p0)

)
tr
[
Sra(p+ k)σjSar(p)Λi(p, k)

]
. (3.4.230)

The re-summation of the vertex Λi(p, k) is achieved by solving the Schwinger-Dyson equation

described in the Figure 23,

Λi(p, k) = σi+(ig)2C2(R)

∫
d4Q

(2π)4
σβSar(p+Q)Λi(p+Q, k)Sra(p+Q+k)σαGrrαβ(Q) , (3.4.231)

where Grrαβ is the HTL re-summed gluon propagator. We will solve this integral equation and

compute Graij (k) in leading collinear pinch singularity limit.

The real-time fermion propagators, including the thermal mass and the leading order damp-

ing rate, are given as

Sra(p) =
∑
s

iP s(p)

p0 − s
√
|p|2 +m2

f + i
2ζ

= −(Sar(p))† , (3.4.232)

where the damping rate is independent of momentum p and the species s at leading order

ζ = C2(R)
g2

2π
log(1/g)T . (3.4.233)
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Figure 23. The real-time Schwinger-Dyson equation for the re-summed vertex Λi(p, k).

Let’s consider the pair of Sra(p + k) and Sar(p) in (Equation 3.4.230) to illustrate the pinch

singularity and its leading order treatment. Looking at the expression

Sra(p+ k)Sar(p) =
∑
s,t

iP s(p+ k)(
p0 + |k| − s

√
|p+ k|2 +m2

f + i
2ζ
) iP t(p)(

p0 − t
√
|p|2 +m2

f − i
2ζ
) ,

(3.4.234)

the two poles in the complex p0-plane, one in the upper half plane and the other in the lower

half plane,

p0 = −|k|+ s
√
|p+ k|2 +m2

f −
i

2
ζ , p0 = t

√
|p|2 +m2

f +
i

2
ζ , (3.4.235)
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may be close to each other with a distance of ∼ g2T , if p is nearly collinear to k and p⊥ ∼ gT .

In computing p0 integral, we close the p0 integral contour, say, in the upper half plane, picking

up the pole of p0 = t
√
|p|2 +m2

f + iζ/2, then the residue from the other pole is

1

|k|+ t
√
|p|2 +m2

f − s
√
|p+ k|2 +m2

f + iζ
. (3.4.236)

Let’s fix the direction of k to be along ẑ = x̂3 direction, and write the ẑ component of

momentum p as p‖, and the perpendicular component as p⊥, so that we can expand up to

order g2T as

√
|p|2 +m2

f ≈ |p‖|+
p2
⊥ +m2

f

2|p‖|
,
√
|p+ k|2 +m2

f ≈ |p‖ + |k||+
p2
⊥ +m2

f

2|p‖ + |k|| . (3.4.237)

The pinch singularity happens when the leading collinear terms in the denominator cancel with

each other, that is |k| + t|p‖| − s|p‖ + |k|| = 0, to result in ∼ g2T in the denominator which

enhances the contribution. There are three physically distinct cases where this happens:

1) s = t = 1: in this case, |k|+ |p‖|− |p‖+ |k|| = 0 is satisfied when p‖ > 0. Considering the

kinematics, one easily sees that this case corresponds to quark of momentum p + k emitting

the collinear photon of momentum k by Bremstrahlung. The residue becomes

p2
⊥ +m2

f

2p‖
−
p2
⊥ +m2

f

2(p‖ + |k|) + iζ =
|k|(p2

⊥ +m2
f )

2p‖(p‖ + |k|) + iζ ≡ δE(p⊥) + iζ . (3.4.238)
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2) s = 1, t = −1: the condition |k| − |p‖| − |p‖ + |k|| = 0 is fulfilled when −|k| < p‖ < 0,

and this case corresponds to collinear pair annihilation of a quark of momentum p+ k and an

anti-quark of momentum −p. Considering signs of p‖ and p‖ + |k|, one finds that the residue

has the precisely the same expression, δE + iζ with δE is defined as above.

3) s = t = −1: we have p‖ < −|k|, which corresponds to Bremstrahlung of anti-quark of

momentum p+ k. Again the residue has the precisely the same form as δE + iζ.

Note that in all three cases, (s, t) are correlated with p‖ in such a way that s(p‖ + |k|) > 0

and tp‖ > 0. Since we only care about the above pinch singularity enhanced contributions, the

(s, t) are uniquely chosen for each value of p‖ as above, and we consider only these terms in the

following.

In leading order treatment, the location of the pole can be approximated as p0 = t
√
|p|2 +m2

f+

iζ/2 ≈ t|p‖| = p‖ in all other places in the integral once the above residues are correctly iden-

tified. In summary, we can replace the two poles in (Equation 3.4.234) by

1(
p0 + |k| − s

√
|p+ k|2 +m2

f + i
2ζ
) 1(

p0 − t
√
|p|2 +m2

f − i
2ζ
) → (2πi)δ(p0 − p‖)

δE + iζ
, (3.4.239)

and depending on the value of p‖ ∈ [−∞,+∞], the suitable (s, t) as described in the above has

to be chosen. For example, we have for (Equation 3.4.230),

Sra(p+ k)σjSar(p) →
(
P+(p+ k)σjP+(p)Θ(p‖) + P+(p+ k)σjP−(p)Θ(−p‖)Θ(p‖ + |k|)

+ P−(p+ k)σjP−(p)Θ(−p‖ − |k|)
) −(2πi)δ(p0 − p‖)

δE(p⊥) + iζ
. (3.4.240)
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Since Q carried by exchange gluons is soft, we have an essentially same structure for Sar(p+

Q)Λi(p+Q, k)Sra(p+Q+k) appearing in the integral equation for Λi(p, k) in (Equation 3.4.231),

Sra(p+Q)Λi(p+Q, k)Sar(p+Q+ k)

→
(
P+(p+ q)Λi(p+Q, k)P+(p+ q + k)Θ(p‖)

+ P−(p+ q)Λi(p+Q, k)P+(p+ q + k)Θ(−p‖)Θ(p‖ + |k|)

+ P−(p+ q)Λi(p+Q, k)P−(p+ q + k)Θ(−p‖ − |k|)
) −(2πi)δ(q0 − q‖)
δE(p⊥ + q⊥) + iζ

,

(3.4.241)

the only difference of which are the argument p⊥ + q⊥ in δE instead of p⊥. In writing the

δ(q0 − q‖) factor, we used p0 = p‖ that is imposed by (Equation 3.4.240) when we compute

the correlation function Graij (k) by (Equation 3.4.230). We will solve the integral equation

(Equation 3.4.231) for Λi, with the above replacement (Equation 3.4.241) that is enough for

the leading order result.

Looking at (Equation 3.4.230), (Equation 3.4.240), and (Equation 3.4.241), what we need

are the projected vertices

P s(p+ k)σjP t(p) ≡ Σj
st(p,k)P s(p+ k)P t(p) , (3.4.242)
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and we define a vector function F i(p⊥) as (we ignore p‖ and |k| arguments in F i as they are

common in all subsequent expressions)

P t(p)Λi(p, k)
∣∣
p0=p‖

P s(p+ k) ≡ (δE(p⊥) + iζ) F i(p⊥) P t(p)P s(p+ k) . (3.4.243)

Here, we emphasize again that the (s, t) are the choice depending on the value of p‖ suitable

for the pinch singularity that we discuss in the above. Note that Σj
st and F i are complex

valued functions, not 2 × 2 matrices. In terms of these functions, using (Equation 3.4.230),

(Equation 3.4.240), (Equation 3.4.242) and (Equation 3.4.243), we have (recall ω ≡ k0 = |k|)

Graij (k) = dR(−i)
∫

d4p

(2π)4
(n+(p0 + ω)− n+(p0))Σj

st(p,k)F i(p⊥)tr (P s(p+ k)P t(p))

× (2π)δ(p0 − p‖)

≈ dR(−i)
∫

d4p

(2π)4
(n+(p0 + ω)− n+(p0))Σj

st(p,k)F i(p⊥)(2π)δ(p0 − p‖) ,

(3.4.244)

where in the last line, we use

tr (P s(p+ k)P t(p)) =
1

2

(
1 + st p̂ · p̂+ k

)
≈ 1 , (3.4.245)

to leading order in p⊥/p‖ ∼ g and we use tp‖ > 0 and s(p‖ + |k|) > 0.
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Recall that our P-odd photon emission rate is given in terms of Graij (k) as

(2π)32ω
dΓodd

d3k
= e2nB(ω)(−2)Im [Gra12(k)−Gra21(k)] , (3.4.246)

given the choice of k = |k|x̂3. Hence, we need only the transverse components of Σj
st and F i.

A short computation from the definition (Equation 3.4.242) after taking the trace of the both

sides gives

Σj
st(p,k) =

s p̂+ k
j

+ t p̂j + ist εjlmp̂l p̂+ k
m

1 + st p̂ · p̂+ k
, (3.4.247)

and the integral equation (Equation 3.4.231) after being contracted with P t(p) on the left and

P s(p+ k) on the right gives

(δE(p⊥) + iζ)F i(p⊥) =
(
Σi
st(p,k)

)∗
+g2C2(R)

∫
d4Q

(2π)4
F i(p⊥+q⊥)v̂αv̂βGrrαβ(Q)(2πi)δ(q0−q‖) ,

(3.4.248)

where in the integral kernel, we used an approximation

P t(p)σβP t(p+ q) ≈ P t(p)σβP t(p) = pβt /|p‖|P t(p) , (3.4.249)

for soft Q, where pαt = (|p|, tp) ≈ (|p‖|, 0, 0, tp‖) at leading order, so that pαt /|p‖| is a light-like

4-velocity v̂α along the collinear vector tp. Considering the correlation between p‖ and the
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sign of t that we describe before, we see that tp‖ > 0 always, so that this 4-velocity is always

v̂α = (1, 0, 0, 1). The same is true for P s(p+ q + k)σαP s(p+ k) so that we have

P t(p)σβP t(p+ q)P s(p+ q + k)σαP s(p+ k) ≈ v̂αv̂βP t(p)P s(p+ k) , (3.4.250)

which has been used to arrive at our integral equation for F i in (Equation 3.4.248). Since

F i ∼ 1/g and the both sides of (Equation 3.4.248) are of order ∼ g, this approximation is

enough for the leading order computation.

One subtle point is that the HTL gluon fluctuations in Grrαβ contains a P-odd spectral

densitywhich is anti-symmetric in α and β, which could potentially contribute to our P-odd

photon emission rate, if we keep Q corrections in (Equation 3.4.249). We estimated them to

find that these corrections are higher order in g. The fluctuations contracted with light-like

vector v̂α in (Equation 3.4.248), v̂αv̂βGrrαβ (which are the correlations along the Eikonalized

light-like Wilson line) receive only the usual P-even longitudinal and transverse contributions.

As is well-known (165), the integral equation is further simplified due to the fact that the

integral on the right in (Equation 3.4.248) without F i is identical to the leading order damping

rate ζ,

ζ = g2C2(R)

∫
d4Q

(2π)4
v̂αv̂βGrrαβ(Q)(2π)δ(q0 − q‖) , (3.4.251)
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so that we can move iζ F i(p⊥) term in the left to the right to arrive at

δE(p⊥)F i(p⊥) =
(
Σi
st(p,k)

)∗
(3.4.252)

+ g2C2(R)

∫
d4Q

(2π)4

(
F i(p⊥ + q⊥)− F i(p⊥)

)
v̂αv̂βGrrαβ(Q)(2πi)δ(q0 − q‖) .

This form has a good infrared behavior so that only the well-controlled soft scale Q ∼ gT

contributes at leading order, while the magnetic scale of g2T gives a finite, sub-leading contri-

butions.

Finally, for soft Q we replace

Grrαβ(Q) =

(
1

2
+ nB(q0)

)
ρgluonαβ (Q) ≈ T

q0
ρgluonαβ (Q) , (3.4.253)

for leading order, where ρgluonαβ is the gluon spectral density in HTL approximation, and the

amazing sum rule in Ref.(173) gives the integral over (q0, q‖) as

T

∫
dq0dq‖
(2π)2

v̂αv̂β
1

q0
ρgluonαβ (Q)(2π)δ(q0 − q‖) =

Tm2
D

q2
⊥(q2

⊥ +m2
D)

, (3.4.254)

where

m2
D = g2

(
T 2

3
+
µ2

π2

)
(TA +NFTR) = g2

(
T 2

3
+
µ2

π2

)
(Nc +NF /2) , (3.4.255)
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is the Debye mass for NF Dirac quarks in fundamental representation, so that the integral

equation for F i(p⊥) is finally recast to

δE(p⊥)F i(p⊥) =
(
Σi
st(p,k)

)∗
+ i

∫
d2q⊥
(2π)2

C(q⊥)
(
F i(p⊥ + q⊥)− F i(p⊥)

)
, (3.4.256)

with

C(q⊥) = g2C2(R)
T m2

D

q2
⊥(q2

⊥ +m2
D)

. (3.4.257)

Since we need only the transverse parts of (Equation 3.4.256) and (Equation 4.1.22) for

Graij (k), we expand Σi
st(p,k) given in (Equation 3.4.247) to linear order in p⊥/p‖ ∼ g, which is

enough for leading order,

Σi
st(p,k) ≈ 1

2

(
1

p‖
+

1

p‖ + |k|

)
pi⊥ +

i

2

(
1

p‖
− 1

p‖ + |k|

)
εil⊥ p

l
⊥

=
2p‖ + |k|

2p‖(p‖ + |k|)p
i
⊥ + i

|k|
2p‖(p‖ + |k|)ε

il
⊥ p

l
⊥ , (3.4.258)

where we used the fact that tp‖ > 0 and s(p‖ + |k|) > 0, and ε12
⊥ = −ε21

⊥ = 1. We use this

expansion in both (Equation 4.1.22) and (Equation 3.4.256). From (Equation 3.4.256), we see

that the solution for F i(p⊥) is given by

F i(p⊥) =
2p‖ + |k|

2p‖(p‖ + |k|)f
i
⊥(p⊥)− i |k|

2p‖(p‖ + |k|)ε
il
⊥ f

l
⊥(p⊥) , (3.4.259)
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where f i⊥(p⊥) is the solution of the integral equation

δE(p⊥)f i⊥(p⊥) = pi⊥ + i

∫
d2q⊥
(2π)2

C(q⊥)
(
f i⊥(p⊥ + q⊥)− f i⊥(p⊥)

)
. (3.4.260)

This equation for f i⊥(p⊥) is identical to the integral equation obtained by Arnold-Moore-Yaffe

in Ref.(165), with the identification

f i⊥(p⊥) = − i
2

(
f iAMY (p⊥)

)∗
, (3.4.261)

so that the techniques of solving this integral equation that are known in literature can be

utilized to find our object F i(p⊥). Using this expression for F i and (Equation 4.1.22) for

Graij (k), we obtain after short manipulations,

Gra12 −Gra21(k) = −dR
2

∫
dp‖d2p⊥

(2π)3
(n+(p‖ + ω)− n+(p‖))

|k|(2p‖ + |k|)
p2
‖(p‖ + |k|)2

(p⊥ · f⊥) , (3.4.262)

and using an interesting identity

nB(ω)
(
n+(p‖ + ω)− n+(p‖)

)
= −n+(p‖ + ω)

(
1− n+(p‖)

)
, (3.4.263)
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we finally arrive at an expression for our P-odd photon emission rate in terms of the solution

f⊥(p⊥) of the integral equation (Equation 3.4.260) (recall ω = |k|),

(2π)32ω
dΓoddLPM

d3k
= e2dR

∫
dp‖d2p⊥

(2π)3
n+(p‖ + ω)

(
1− n+(p‖)

) ω(2p‖ + ω)

p2
‖(p‖ + ω)2

(−1)Im [(p⊥ · f⊥)] .

(3.4.264)

This is the main outcome of this section. Our numerical evaluation is based on this expression

with the integral equation (Equation 3.4.260), where δE is given in (Equation 3.4.238) (see also

(Equation 3.4.267)).

Although it is not manifestly obvious that the above expression is an odd function in (axial)

chemical potential µ that enters the distribution function n+, one way to see this is to first

observe that the factor n+(p‖ + ω)
(
1− n+(p‖)

)
is easily recognized as the statistical factor for

the collinear Bremstrahlung process of a fermion of momentum p + k emitting a photon of

momentum k, provided that p‖ > 0. In the case p‖ < −|k|, using the identity

n+(p‖ + ω)
(
1− n+(p‖)

)
= n−(−p‖)

(
1− n−(−p‖ − ω)

)
(3.4.265)

we see that the process is in fact the Bremstrahlung of anti-fermion of momentum −p emitting

a photon of momentum k. It is more convenient to change the integration variable in this case

to p‖ → −(p̃‖ + ω) so that we have p̃‖ > 0 and the statistical factor becomes

n−(p̃‖ + ω)
(
1− n−(p̃‖)

)
, (3.4.266)
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which makes the interpretation clearer. From the expression for δE in (Equation 3.4.238), we

have

δE =
ω(p2

⊥ +m2
f )

2p‖(p‖ + ω)
=
ω(p2

⊥ +m2
f )

2p̃‖(p̃‖ + ω)
, (3.4.267)

so that the integral equation (Equation 3.4.260) and hence the solution f⊥(p⊥) is invariant

under this change of variable, but the integral kernel in our P-odd emission rate in (Equa-

tion 3.4.264) changes sign under this transformation as

ω(2p‖ + ω)

p2
‖(p‖ + ω)2

→ −
ω(2p̃‖ + ω)

p̃2
‖(p̃‖ + ω)2

, (3.4.268)

so that the net sign of the contribution from anti-fermion Bremstrahlung is opposite to the

one from fermion Bremstrahlung. This is expected since fermion and anti-fermion from our

right-handed Weyl fermion field have opposite chirality, so their contributions to Γodd should

be opposite. From the above, if we sum over p‖ > 0 and p̃‖ > 0 regions (and calling p̃‖ as p‖),

we see that the final result is proportional to

n+(p‖ + ω)
(
1− n+(p‖)

)
− n−(p‖ + ω)

(
1− n−(p‖)

)
, (3.4.269)
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which is indeed an odd function on the (axial) chemical potential µ. More generally, by the

change of variable from p‖ to p̃‖ for the entire range of p‖, we can simply replace the statistical

factor in our main formula (Equation 3.4.264) with the average

n+(p‖ + ω)
(
1− n+(p‖)

)
→ 1

2

(
n+(p‖ + ω)

(
1− n+(p‖)

)
− n−(p‖ + ω)

(
1− n−(p‖)

))
,

(3.4.270)

so that the LPM contribution to our P-odd emission rate, (Equation 3.4.264), is now manifestly

an odd function in µ.

Following Ref.(174), the integral equation (Equation 3.4.260) can be transformed to the one

in the transverse 2-dimensional coordinate space b, which takes a form

ω(−∇2
b +m2

f )

2p‖(p‖ + ω)
f i⊥(b) = −i∇i

bδ
(2)(b) + i C(b)f i⊥(b) , (3.4.271)

where

f i⊥(b) =

∫
d2p⊥
(2π)2

eib·p⊥ f i⊥(p⊥) , (3.4.272)

and

C(b) ≡
∫

d2q⊥
(2π)2

C(q⊥)
(
e−ib·q⊥ − 1

)
= −g

2C2(R)T

2π
(K0(|b|mD) + γE + log(|b|mD/2)) .

(3.4.273)

From rotational symmetry, one can write

f⊥(b) = bf(b) , b ≡ |b| , (3.4.274)
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in terms of a scalar function f(b) which satisfies the following second order differential equation

ω

2p‖(p‖ + ω)

(
−∂2

b −
3

b
∂b +m2

f

)
f(b) = i C(b) f(b) , (3.4.275)

with the boundary conditions

f(b→ 0) = −i
p‖(p‖ + ω)

πωb2
+O(b0) , f(b→∞) = 0 . (3.4.276)

In terms of the scalar function f(b) which can be easily solved from the above differential

equation, the p⊥ integral in our P-odd emission rate (Equation 3.4.264) takes a simple form

∫
d2p⊥
(2π)2

(−1)Im [p⊥ · f⊥(p⊥)] = (−1)Im [(−i)∇b · f⊥(b)]

∣∣∣∣
b→0

= 2Re f(0) , (3.4.277)

so that the final expression for the LPM contribution to the P-odd photon emission rate becomes

(2π)32ω
dΓoddLPM

d3k
= e2dR

∫ +∞

−∞

dp‖
2π

(
n+(p‖ + ω)

(
1− n+(p‖)

)
− n−(p‖ + ω)

(
1− n−(p‖)

))
×

ω(2p‖ + ω)

p2
‖(p‖ + ω)2

Re f(0) . (3.4.278)

This is what we practically use for numerical evaluations, and the computation reduces to

solving the second order differential equation (Equation 3.4.275) with the boundary conditions

(Equation 3.4.276).
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In summary, the leading order P-odd photon emission rate for a single species of right-

handed Weyl fermion is a sum of the three contributions: 1) hard Compton and Pair An-

nihilation rate given by (in t-channel parametrization) the equation (Equation 3.4.186) with

(Equation 3.4.187) where one has to use (Equation 3.4.179), 2) soft t- and u-channel con-

tributions given in (Equation 3.4.222), 3) the LPM re-summed collinear Bremstrahlung and

Pair Annihilation contribution given in (Equation 3.4.278) with (Equation 3.4.275) and (Equa-

tion 3.4.276). For a theory with NF Dirac fermions with an axial chemical potential µA, one

has to multiply the above results by a factor

2

(∑
F

Q2
F

)
, (3.4.279)

with a replacement µ→ µA in the distribution functions, where QF are electromagnetic charges

of flavor F in units of e. Recall also that the Debye mass

m2
D = g2

(
T 2

3
+
µ2

π2

)
(Nc +NF /2) , (3.4.280)

has to be adjusted according to the number of flavors NF .

We choose to present our result in a way similar to the existing literature. Define

A(ω) ≡ 2αEM

(∑
F

Q2
F

)
dR
m2
f,(0)

ω
nf (ω) , (3.4.281)



130

where nf (ω) is the Fermi-Dirac distribution with zero chemical potential andm2
f,(0) ≡ C2(R)g2T 2/4

is the asymptotic fermion thermal mass at zero chemical potential that has to be compared to

the full expression (Equation 3.4.193) in the presence of (axial) chemical potential

m2
f = C2(R)

g2

4

(
T 2 +

µ2
A

π2

)
. (3.4.282)

The hard Compton and Pair Annihilation rate is then written as

(2π)3dΓoddhard

d3k
= A(ω)

2

(2π)3

T

ω

1

nf (ω)

∫ ∞
q∗

d|q|
T

∫ |q|
max(−|q|,|q|−2|k|)

dq0

T

∫ ∞
|q|−q0

2

d|p′|
T

∫ 2π

0
dφ Ī ,

(3.4.283)

where

Ī =

(
−u
t
− 2(t− u)

(
q2
⊥
t2
− q⊥ · p

′
⊥

tu

))
× (n+(q0 + |k|)n−(|p′|)− n−(q0 + |k|)n+(|p′|))(1 + nB(q0 + |p′|))

+ (s− t)
(

1

t
+

1

s
− 2

(
q⊥
t

+
(q⊥ + p′⊥)

s

)2
)

×
(
n+(q0 + |k|)(1− n+(q0 + |p′|))− n−(q0 + |k|)(1− n−(q0 + |p′|))

)
nB(|p′|) .

(3.4.284)
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Note that what is multiplied to A(ω) is a dimensionless function on ω/T (recall |k| = ω), and

the phase space integral as well as the integrand Ī is in terms of dimensionless variables |q|/T ,

etc. The soft t- and u-channel contribution is written as

(2π)3
dΓoddsoft

d3k
= A(ω)

m2
f

m2
f,(0)

1

nf (ω)
(n+(ω)n−(0)− n−(ω)n+(0)) (log(q∗/mf )− 1 + log 2) .

(3.4.285)

Finally, the LPM contribution is

(2π)3dΓoddLPM

d3k
= A(ω)

1

nf (ω)

∫ +∞

−∞
dp̄‖

(
n+(p‖ + ω)

(
1− n+(p‖)

)
− n−(p‖ + ω)

(
1− n−(p‖)

))
×

ω̄(2p̄‖ + ω̄)

p̄2
‖(p̄‖ + ω̄)2

Re f̄(0) , (3.4.286)

where p̄‖ ≡ p‖/T and ω̄ ≡ ω/T , and f̄(b̄) is the solution of the differential equation

ω̄

2p̄‖(p̄‖ + ω̄)

(
−∂2

b̄ −
3

b̄
∂b̄ +

m2
f

m2
D

)
f̄(b̄) = −i 2

π

m2
f,(0)

m2
D

(
K0(b̄) + γE + log(b̄/2)

)
f̄(b̄) , (3.4.287)

with the boundary conditions

f̄(b̄→ 0) = −i
p̄‖(p̄‖ + ω̄)

πω̄b̄2
m2
D

m2
f,(0)

, f̄(b̄→∞) = 0 . (3.4.288)

The final result can be recast to the form

(2π)3dΓoddLO

d3k
= A(ω)

(
CoddLog(ω/T ) log (T/mf ) + Codd2↔2(ω/T ) + CoddLPM (ω/T )

)
, (3.4.289)
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with the dimensionless functions CoddLog, C
odd
2↔2, CoddLPM , where

CoddLog =
m2
f

m2
f,(0)

1

nf (ω)
(n+(ω)n−(0)− n−(ω)n+(0)) ,

Codd2↔2 = lim
q∗→0

(
2

(2π)3

T

ω

1

nf (ω)

∫ ∞
q∗

d|q|
T

∫ |q|
max(−|q|,|q|−2|k|)

dq0

T

∫ ∞
|q|−q0

2

d|p′|
T

∫ 2π

0
dφ Ī

− CoddLog(ω/T ) (log(T/q∗) + 1− log 2)

)
,

CoddLPM =
1

nf (ω)

∫ +∞

−∞
dp̄‖

(
n+(p‖ + ω)

(
1− n+(p‖)

)
− n−(p‖ + ω)

(
1− n−(p‖)

))
×

ω̄(2p̄‖ + ω̄)

p̄2
‖(p̄‖ + ω̄)2

Re f̄(0) . (3.4.290)

Note that we have not extracted out the energy logarithm given in (Equation 5.0.24), but one

could choose to do so to redefine Codd2↔2.

The above result is valid for full dependence in the axial chemical potential µA, but we will

present our numerical evaluations only for its linear dependency by expanding the dimensionless

functions CoddLog, C
odd
2↔2, CoddLPM in linear order in µA/T . In this case, m2

f can be identified with

m2
f,(0) and one can also neglect µ2

A in the Debye mass m2
D. Writing this linear expansion as

(2π)3dΓoddLO

d3k
≈ A(ω)

(
C
odd,(1)
Log (ω/T ) log (T/mf ) + C

odd,(1)
2↔2 (ω/T ) + C

odd,(1)
LPM (ω/T )

) µA
T

+ O(µ3
A) , (3.4.291)

we have

C
odd,(1)
Log =

1

2
(1− 2nf (ω)) , (3.4.292)



133

while the other two functions, C
odd,(1)
2↔2 , C

odd,(1)
LPM , have to be evaluated numerically. The nu-

merical evaluation involves three dimensional integrals and solving second order differential

equation, and can be performed with a reasonable precision using Mathematica. We present

our numerical results in Figure 24 for the range 0.5 < ω/T < 3. We see that the LPM contri-

butions to the constant under the log is 2-3 times bigger than the one from 2 ↔ 2 Compton

and Pair Annihilation contributions in this range, but we should remember that the leading log

contribution comes from these 2↔ 2 processes.

Finally, recalling that

Γtotal = Γ(ε+) + Γ(ε−) , Γodd = Γ(ε+)− Γ(ε−) , (3.4.293)

we get

(2π)3dΓtotalLO

d3k
≈ A(ω)

(
log (T/mf ) + C

total,(0)
2↔2 (ω/T ) + C

total,(0)
LPM (ω/T )

)
+O(µ2

A) , (3.4.294)

where

C
total,(0)
2↔2 (ω/T ) =

1

2
ln

(
2ω

T

)
+ 0.041

T

ω
− 0.3615 + 1.01e−1.35ω/T ,

0.2 <
ω

T
, (3.4.295)

C
total,(0)
LPM (ω/T ) = 2

[
0.316 ln(12.18 + T/ω)

(ω/T )3/2
+

0.0768ω/T√
1 + ω/(16.27T )

]
,

0.2 <
ω

T
< 50 , (3.4.296)
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odd,(1)

CLPM
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Figure 24. Numerical results for C
odd,(1)
2↔2 (ω/T ), C

odd,(1)
LPM (ω/T ) for NF = 2 QCD.

which is nothing but AMY’s result for µA = 0 (166).

Therefore, the circular polarization asymmetry A±γ = Γodd

Γtotal
≈ 0.03 for ω/T = 2, αs = 0.2,

and µA/T = 0.1 which is about three times more than the strong coupling result A±γ ≈ 0.01

that we found in Sakai-Sugimoto model using AdS/CFT correspondence, see Figure 12.



CHAPTER 4

HARD PROBES OF STRONGLY MAGNETIZED QUARK-GLUON

PLASMA

(Previously published as Shiyong Li, Kiminad A. Mamo, and Ho-Ung Yee, “Jet quench-

ing parameter of the quark-gluon plasma in a strong magnetic field: Perturbative QCD and

AdS/CFT correspondence,” Phys. Rev. D 94, no. 8, 085016 (2016), and Kiminad A. Mamo,

“Energy loss of a nonaccelerating quark moving through a strongly coupled N=4 super Yang-

Mills vacuum or plasma in strong magnetic field,” Phys. Rev. D 94, no. 4, 041901 (2016))

In this chapter, we will investigate the energy loss of a high energy jet in a strongly magne-

tized plasma both at weak and strong coupling regimes.

The energy loss of a high energy jet in the QCD plasma via gluon Bremstrahlung, described

by BDMPS-Z formalism in large scattering number limit (175; 176; 177; 178; 179), rests on

a single parameter q̂, the jet quenching parameter. It is defined as the transverse momentum

diffusion constant of the (emitted) gluon per unit length of the jet trajectory: q̂ = 〈p2
⊥〉/dz (176).

In our computation, we will call any fast moving color charged object with some representation

R a jet, since in the eikonal limit the identity of the object should not matter except its color

charge (this includes the emitted gluon as well). The same parameter also gives the damping rate

of an energetic small dipole of size b by Γdipole = 1
2 q̂b

2 in small b limit. This connection between

the two can be understood as follows. The amplitude square of the gluon Bremstrahlung is

135
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a product of transition amplitude forward in time and its complex conjugate. The conjugate

amplitude can be put as

(〈f |U(t)|i〉)∗ = 〈f̄ |(U(t))∗ |̄i〉 , (4.0.1)

where U(t) is the time-evolution operator and |̄i〉 is a time-inversion state of the initial state

|i〉, which in Schrodinger picture is just the complex conjugate wave function of the original

wave-function. Since the time-inverse operator U(t)∗ describes a negative energy state with

opposite color charge, the complex conjugate of transition amplitude can be put as an ordinary

transition amplitude of a jet, but with a negative energy and opposite color charge, which

evolves with time-reversed propagator U(t)∗. Let’s call this ”anti-jet”. This is nothing but

the evolution on the second contour in Schwinger-Keldysh formalism for complex conjugate

amplitudes. The key element is that the thermally fluctuating soft gauge fields that are the main

source of scatterings with the jet are classical fields in nature, which are ”r”-type fields in the

language of Schwinger-Keldysh formalism: these classical soft r-type fluctuations give leading

order contributions to the total scattering rate to the jet, due to Bose-Einstein enhancement

in the soft region, nB(ω) ∼ T/ω for ω � T . As these r-type fields have the same values

on both contours in the Schwinger-Keldysh formalism, it doesn’t matter on which contour we

put the anti-jet for the computation of soft scatterings with them. If we choose to put the

jet and anti-jet together, they look just like a color dipole. In BDMPS-Z formalism, we have

jet-antijet-gluon three body system during the virtual process, which can be thought of as a

collection of three color dipoles. The only difference between this jet-antijet pair and a real

color dipole is that the anti-jet has a negative kinetic energy: the damping rate part of the



137

hamiltonian (i.e. the imaginary part) coming from soft scatterings with thermal fluctuations

is the same between the two, since these scatterings care only the color charges of the pair. In

large scattering number limit, the small size regime dominates, and the scattering amplitude

becomes

Apair = (1− eib·q⊥)Asingle ≈ −i(b · q⊥)Asingle, (4.0.2)

where Asingle is the scattering amplitude with a single jet, q is the spatial part of the exchanged

momentum, and b is the transverse size of the color dipole. This gives the damping rate part

being

Γpair = Γdipole ≈
∫
d3q

dΓsingle

d3q
(b · q⊥)2 =

1

2
b2
∫
d3q

dΓsingle

d3q
q2
⊥ =

1

2
b2q̂ , (4.0.3)

with the conventional definition of q̂ being the transverse momentum diffusion rate of a single

jet.

We compute q̂ in the presence of strong magnetic field limit eB � T 2, in both weakly coupled

regime at leading order in αs as well as in strongly coupled regime described by AdS/CFT

correspondence. In the former case, we additionally assume αseB � T 2, so that self-energy

corrections from lowest Landau level states (LLL) of quarks to the “hard” particles of typical

momenta T can be neglected (see later sections for more details). Only with this additional

assumption of small enough coupling αs, a systematic power counting scheme at weak coupling

we employ can apply: this scheme was recently introduced in Ref.(180) to compute heavy-quark

diffusion constant in strong magnetic field in perturbative QCD (pQCD). We follow the same
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scheme in this work. We further neglect small quark mass corrections treating them massless:

this is well-justified practically, m2
q/eB or m2

q/T
2 is about 10−4 for T ∼ 300 MeV. In both

weakly and strongly coupled regimes, we consider the two cases of jet motions: the jet moving

parallel to the magnetic field and the one moving perpendicular to the magnetic field.

4.1 Jet Quenching Parameter at Weak Coupling

The leading order computation of q̂ in small αs can be done by first computing the scattering

rate per unit momentum transfer, dΓsingle/d3q, from leading t-channel gluon exchange between

hard thermal quarks or gluons and the jet. Then the jet quenching parameter is computed as

q̂ =
1

v

∫
dq3dΓsingle

d3q
q2
⊥ , (4.1.4)

where q⊥ is the transverse component of the momentum transfer, and 1/v factor is from the

translation between the diffusion constants “per unit length” and “per unit time” : d/dz =

(1/v)d/dt. In the large jet momentum limit P � T , which is the case for either heavy-quarks

(P 0 = MQ � T ) or for a ultra-relativistic jet (P ≈ E(1,v) with E � T and v ≈ 1), the leading

power of P in the Feynman diagrams arises only in the t-channel exchange diagrams. For the

case of scatterings with thermal gluons, this statement is not gauge-invariant, but is true in the

gauge ε ·P = ε̃ ·P = 0 where ε, ε̃ are polarizations of incoming and out-going gluons (181). For

a ultra-relativistic jet where P is nearly light-like, this gauge is essentially the light-cone gauge.

The t-channel momentum exchange q involves a soft scale (Q � T ) for leading log con-

tributions (as we will see), which features logarithmic IR singularity for q̂. This is cured by
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gluon self-energy corrections either from thermally excited LLL quarks or from thermally ex-

cited hard gluons. Both give the screening masses for t-channel gluon exchange, the former

being m2
D,B ∼ αseB and the latter m2

D ∼ αsT
2. Under our assumption of eB � T 2, we can

keep only the former Debye screening from the LLL states. We emphasize that the t-channel

exchanged gluons for which we include the self-energy are space-like and soft.

On the other hand, the dispersion relations of scattering hard quarks and hard gluons

generally get thermal mass corrections from the same self-energy but evaluated in nearly on-

shell kinematic regions. They are of the same order, αseB or αsT
2. As our further assumption of

αseB � T 2, and hard quarks and gluons have typical momenta T , we can neglect the self-energy

(i.e. thermal mass) for these scattering hard thermal particles in leading order computation:

the leading order q̂ comes from the hard momentum (∼ T ) region of scattering particles. These

hard particles are then free particles in leading order treatment. In turn, this also justifies the

computation of self-energy itself from 1-loop of hard particles in the loop: these hard particles

in the loop are free particles, their thermal mass corrections give only higher order corrections

to the self-energy. This leading order treatment is then self-consistent (180).

We give a brief summary of results we will obtain in the next subsections of detailed com-

putation of q̂. For the case of scattering with thermal gluons, due to an issue of gauge in-

variance that we mentioned above, one needs to work directly with this formula computing

somewhat challenging phase space integrals as done originally in Ref.(181). The leading log

contribution is however manageable, can be shown to be q̂gluon ∼ α2
sT

3 log
(

T 2

αseB

)
. On the

other hand, the contribution coming from scatterings with LLL quarks will be shown to be
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q̂quarks ∼ α2
seBT log

(
1
αs

)
, which is larger than q̂gluon by a factor of eB/T 2 � 1. The origin

of this enhancement is basically the large density of states of LLL quarks which scales linearly

with eBT (eB from the density of states of LLL in two transverse dimensions and T from the

longitudinal thermal distribution), while the density of states of gluons with thermal distribu-

tion scales only with T 3. Therefore, the leading order q̂ is provided by the scatterings with the

thermally excited LLL quarks.

The t-channel process with LLL quarks is free of gauge-invariance issue, and in this case

one can explore an alternative way of computing the t-channel scattering rate dΓ/d3q from

cutting the 1-loop retarded jet self-energy diagram, which gives the imaginary part of retarded

jet self-energy or the damping rate of the jet,

− Im[ΣR(P )] ∼ Γsingle =

∫
d3q

dΓsingle

d3q
, (4.1.5)

where q is nothing but the loop momentum of the gluon line in the jet self-energy computation,

and ΣR(P ) is the retarded jet self-energy: see Figure 25. The internal gluon line should

include its own self-energy coming from 1-loop hard thermal LLL states: that would be the

Hard Thermal Loop propagator in the soft t-channel momentum region of q, but now from the

LLL states instead of more conventional free hard fermions/gluons. As argued in the above,the

contributions from hard gluons to this t-channel gluon self-energy is subdominant and neglected.

Once we compute dΓsingle/d3q in this method, we can compute q̂ by weighting the integral by
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Figure 25. The imaginary cut of the jet self-energy is equal to the damping rate, that is, the
total scattering rate with thermal (hard) particles, especially the lowest Landau level quarks.

The exchanged gluon line is Debye screened by the same hard LLL states.

an additional factor of q2
⊥. This method seems much simpler, so we will adopt it in the next

subsections.

Scattering rate of the jet from its 1-loop self-energy

For definiteness we assume that the jet is a fast moving fermion with momentum P , but the

result in high P limit is independent of this detail, due to eikonal reduction of jet propagation

when P � Q: the only important fact is that the current of the jet in relativistic normalization

is

Ū(P +Q)γµtaU(P ) ≈ 2Pµta , (4.1.6)

where ta is the color charge of the jet.
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The 1-loop retarded jet self-energy is given by ΣR(P ) = (−i)Σra(P ) with ”ra”-self-energy

in real-time formalism is

Σra(P ) = (ig)2CJ2 γ
β

∫
d4Q

(2π)4

[
Grrαβ(Q)Sra(0)(P +Q) +Garαβ(Q)Srr(0)(P +Q)

]
γα , (4.1.7)

where CJ2 is the color Casimir of the jet, and Gαβ(Q) = 〈Aα(Q)Aβ(−Q)〉 are the real-time

gluon propagators without colors (or the color diagonal part defined by 〈Aaα(Q)Abβ(−Q)〉 ≡

Gαβ(Q)δab), and S(0)(Q) are the bare jet propagator given by

Sra(0)(Q) = (−i) γ0P (q)

q0 −
√
q2 +M2 + iε

, Sar(0)(Q) = (−i) γ0P (q)

q0 −
√
q2 +M2 − iε

,

Srr(0)(Q) = −
(

1

2
− nF (q0)

)
(2π)γ0P (q)δ

(
q0 −

√
q2 +M2

)
, (4.1.8)

with the spinor projection operator

P (q) =
1

2

(
1 +

γ0(γ · q − iM)√
q2 +M2

)
, (4.1.9)

and M is the rest mass of the jet. We will consider relativistic cases where the jet momentum

p � M . Our metric convention in this work is η = (−,+,+,+). The self-energy re-summed

jet propagator S(P ) is given by

(Sra(P ))−1 = (Sra(0)(P ))−1 − Σra(P ) , (4.1.10)
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and the damping rate of the jet Γsingle is identified by the ansatz

Sra(P ) ≈ (−i) γ0P (p)

p0 −
√
p2 +M2 + iΓsingle/2

(4.1.11)

neglecting a mass shift and wave function renormalization which are from the real part of ΣR(P )

instead of the imaginary part. This ansatz is equivalent to

(Sra(P ))−1 ≈ (−i)P (p)γ0
(
p0 −

√
p2 +M2 + iΓsingle/2

)
= (Sra(0)(P ))−1 + P (p)γ0Γsingle/2 ,

(4.1.12)

and comparing with (Equation 4.1.10) and using Tr(P (p)) = 2, we have

Γsingle = Re
[
Tr
(
Σra(P )γ0P (p)

)] ∣∣∣∣
p0=
√

p2+M2

= −Im
[
Tr
(
ΣR(P )γ0P (p)

)] ∣∣∣∣
p0=
√

p2+M2

,

(4.1.13)

which is the desired formula relating the damping rate of the jet with the imaginary part of its

retarded self-energy.

Using the explicit expression (Equation 4.1.7) for Σra(P ), and (Equation 4.1.8), and the

similar thermal relations for gluon propagators

Garαβ(Q) =
(
Graβα(Q)

)∗
,

Grrαβ(Q) =

(
1

2
+ nB(q0)

)(
Graαβ(Q)−Garαβ(Q)

)
≡
(

1

2
+ nB(q0)

)
ρgαβ(Q) , (4.1.14)
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with the gluon spectral density ρgαβ(Q) that is a hermitian matrix in (α, β), one can finally

arrive at after some amount of manipulations (see Appendix 2 in Ref.(182) for the relevant

details)

Γsingle =
g2

2
CJ2

∫
d4Q

(2π)4

(
nB(q0) + nF (p0 + q0)

)
(2π)δ(p0 + q0 −

√
(p+ q)2 +M2)ρgαβ(Q)

× Tr
[
γβγ0P (p+ q)γαγ0P (p)

]
, (4.1.15)

which is basically a cut of the self-energy where all internal propagators are replaced by their

spectral densities. For the bare jet internal line S(0)(P + Q), it imposes simply the on-shell δ

function on the out-going jet state after the scattering, while the spectral density of the internal

gluon line encodes the soft t-channel scatterings with hard LLL quarks or hard thermal gluons.

A convenient fact for us is that the internal 1-loop momentum q is nothing but the exchanged

momentum in these t-channel scattering with the hard particles, so that one can read off the

differential scattering rate dΓsingle/d3q by simply writing the result as

Γsingle =

∫
d3q

dΓsingle

d3q
. (4.1.16)

To find the gluon spectral density after re-summing 1-loop gluon self-energy from the LLL

quarks, we start from

(Gra(Q))−1 = (Gra(0)(Q))−1 −Πra(Q) , (4.1.17)
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where the inverse refers to the Lorentz indices, and Πra
αβ(Q) is the ra-type gluon self-energy at

1-loop

Πra
αβ(Q) = (ig)2TRNF 〈jrα(Q)jaβ(−Q)〉 , (4.1.18)

where jα is the quark color current after color indices are stripped off, and the quark color

traces gives TR which is 1/2 for fundamental and Nc for adjoint representation, and NF is the

number of light flavors. In our LLL approximation in massless limit, the above current-current

correlation function factorizes into a product of 1+1 dimensional correlation function and the

transverse density of the LLL states. The former is then easily computed using the well-known

bosonization of 1+1 dimensional fermion into a massless real scalar field. These have been

recently computed in Ref.(180) and the result is given by

Πra
αβ(Q) = χ

(
Q2
‖η‖αβ −Q‖αQ‖β

)
, χ ≡ −ig

2

π
TRNF

(
eB

2π

)
e−

q2
⊥

2eB
1

Q2
‖ε
, (4.1.19)

where Q‖ and η‖αβ refer to 1+1 dimensional components of momentum and the metric along

the magnetic field direction, q⊥ is the component perpendicular to the magnetic field direction,

and

Q2
‖ε ≡ Q2

‖

∣∣∣
q0→q0+iε

= −(q0 + iε)2 + q2
z . (4.1.20)
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The (Gra(0)(Q))−1 and therefore Gra(Q) needs a gauge-fixing, and we choose to work in the

covariant gauge where

(Gra(0)(Q))−1 = i

(
Q2ηαβ −QαQβ +

1

ξ
QαQβ

) ∣∣∣∣
q0→q0+iε

, (4.1.21)

where ξ is a gauge parameter. Then, Gra(Q) with (Equation 4.1.19) is found to be given by

Graαβ(Q) = −iηαβ
Q2
ε

+ i(1− ξ)QαQβ
(Q2

ε )
2
−
(
Q2
‖η‖αβ −Q‖αQ‖β

) χ

Q2
ε (Q

2
ε + iχQ2

‖)
, (4.1.22)

where Q2
ε ≡ −(q0 + iε)2 +q2. The gluon spectral density is defined to be twice of the hermitian

part of Gra(Q), and since the above is symmetric in Lorentz indices, it is simply twice of the

real part: ρgαβ(Q) = 2Re
[
Graαβ(Q)

]
.

The second term involving ξ is proportional to Qα, which vanishes after being contracted

with the jet current Ū(P + Q)γαU(P ) in (Equation 4.1.15) by Ward identity, which ensures

the gauge invariance of the scattering rate (Equation 4.1.15). From the on-shell constraint

in (Equation 4.1.15) the momentum transfer Q is space like, so the real part from the first

term in (Equation 4.1.22) which is ∼ δ(Q2)sgn(q0) does not contribute to the scattering rate

in (Equation 4.1.15). The contribution from the last term in (Equation 4.1.22) represents the
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scatterings with the LLL states we are looking for. A simple, but careful computation as in

Ref.(180) gives

ρgαβ(Q) ∼
(2π)Q‖αQ‖β

g2

π TRNF

(
eB
2π

)
e−

q2
⊥

2eB sgn(q0)δ(Q2
‖)(

q2
⊥ + g2

π TRNF

(
eB
2π

)
e−

q2
⊥

2eB

)2 , (4.1.23)

which is a key ingredient in our subsequent computations.

Since

sgn(q0)δ(Q2
‖) =

1

2q0

(
δ(q0 − qz) + δ(q0 + qz)

)
, (4.1.24)

where we assume the magnetic field points to the ẑ direction, there are two separate pieces in

the above spectral function. They reflect the two light-like spectrums of 1+1 dimensional LLL

quarks moving in opposite directions, each corresponding to a definite 4D chirality of massless

quarks. Since the gluon vertex with the quarks does not mix the two chiralities, the momentum

transfer Q should be given by the momentum difference of the two states within the same 1+1

dimensional chiral spectrum, and therefore Q should be also light-like in 1+1 dimensions. The

term with δ(q0 − qz) arises from the LLL quarks moving to ẑ direction, while the term with

δ(q0 + qz) corresponds to the LLL quarks moving to the opposite direction.

Computing the spinor trace in (Equation 4.1.15) gives

Tr
[
γβγ0P (p+ q)γαγ0P (p)

]
= v̂αp v̂

β
p+q + v̂αp+qv̂

β
p − ηαβ

(P ·Q)

EpEp+q
≡ Sαβ , (4.1.25)
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where Ep ≡
√
p2 +M2 and

v̂αp ≡
Pα

Ep
= (1,p/Ep) = (1,vp) , (4.1.26)

where vp is nothing but the velocity of the jet of momentum P . In deriving the above result,

we used the on-shell condition P 2 = −M2. From the above expression, it is straightforward to

see the on-shell Ward identity that we claimed before holds

SαβQα =
1

EpEp+q
(2P ·Q+Q2)P β = 0 , (4.1.27)

where we used the fact that the energy δ function in (Equation 4.1.15) imposes the on-shell

condition (P +Q)2 = −M2 which is equivalent to

2P ·Q+Q2 = 0 , (4.1.28)

since P 2 = −M2.

The scattering rate (Equation 4.1.15) with the gluon spectral density (Equation 4.1.23) and

the spinor trace (Equation 4.1.25) are the basic ingredients in our computation of jet quenching

parameter in weak coupling theory in the following subsections.

q̂ when the jet is parallel to the magnetic field

Let us first consider the case where the jet is moving parallel to the magnetic field, say along

ẑ direction: p = pz ẑ, pz > 0. In this case, the notions of ‖ and ⊥ from the magnetic field and
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the jet coincide, so we can use them for both. From the gluon spectral density (Equation 4.1.23)

and

sgn(q0)δ(Q2
‖) =

1

2q0

(
δ(q0 − qz) + δ(q0 + qz)

)
, (4.1.29)

there are two distinct delta-functions which give different characteristic contributions to the jet

scattering rate. We will find that the one coming from LLL quarks moving opposite to the jet

direction (i.e. the one with δ(q0 + qz)) gives the dominant contribution in high energy limit

v → 1.

From (Equation 4.1.15) with (Equation 4.1.23), we see that we need to compute SαβQ‖αQ‖β.

Due to the Ward identity and Q‖α = Qα −Q⊥α, this is equal to

SαβQ‖αQ‖β = SαβQ⊥αQ⊥β = − 1

EpEp+q
(P ·Q)q2

⊥ =
1

2EpEp+q
Q2q2

⊥ =
(q2
⊥)2

2EpEp+q
, (4.1.30)

where we used P · Q⊥ = 0 and (Equation 4.1.28), as well as Q2 = q2
⊥ in the last equality due

to the δ(Q2
‖) factor in (Equation 4.1.23). The net result is quite simple.

From (Equation 4.1.29), let us consider each delta-function separately, and perform q0

integral so that we can replace q0 with ±qz where ± refers to each case of the two delta-

functions. Then, the energy delta function in (Equation 4.1.15) is worked out as

δ(p0 + q0 −
√

(p+ q)2 +M2) = δ

(√
p2
z +M2 ± qz −

√
(pz + qz)2 + q2

⊥ +M2

)
=

Ep+q

Ep(1∓ v)
δ

(
qz ∓

q2
⊥

2Ep(1∓ v)

)
, (4.1.31)
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where Ep+q should be replaced by

Ep+q = Ep ± qz = Ep +
q2
⊥

2Ep(1∓ v)
, (4.1.32)

and

q0 = ±qz =
q2
⊥

2Ep(1∓ v)
. (4.1.33)

Finally, the statistical factor (nB(q0) + nF (p0 + q0)) in (Equation 4.1.15) is simplified if we

assume that the coupling αs = g2
s/(4π) is small enough that

q0 =
q2
⊥

2Ep(1∓ v)
� T , (4.1.34)

since we will see shortly that the typical momentum transfer is q2
⊥ ∼ αseB. Then we have at

leading order

nB(q0) ≈ T

q0
=

2TEp(1∓ v)

q2
⊥

, (4.1.35)

while nF (p0 + q0) is exponentially suppressed due to high energy limit p0 = Ep →∞.

Gathering all the above discussions, especially (Equation 4.1.30), (Equation 4.1.31) and

(Equation 4.1.35), we finally arrive at a compact result for the scattering rate (Equation 4.1.15)

as

Γsingle =
∑
±

(8π)αsC
J
2 (1∓ v)T

∫
d2q⊥
(2π)2

αsTRNF

(
eB
2π

)
e−

q2
⊥

2eB(
q2
⊥ + 4αsTRNF

(
eB
2π

)
e−

q2
⊥

2eB

)2 , (4.1.36)
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from which we see that the lower sign case (that is, from δ(q0 + qz) piece in the gluon spectral

density coming from the LLL quarks moving opposite to the jet direction) gives the dominant

contribution in high energy limit v → 1.

The condition (Equation 5.0.13) we assumed is perfectly fine for the lower sign case (that

is, (1 + v), or δ(q0 + qz) case) in high energy limit: v → 1 and Ep = Mγ →∞. For the uppers

sign case, (Equation 5.0.13) will eventually be violated in ultra-high energy limit when

γ(1− v) ∼
√

1− v .
q2
⊥

TM
≈ αseB

TM
, (4.1.37)

but in this case, nB(q0) ∼ e−q
0/T � 1 is exponentially suppressed anyway. Therefore, we

always get the dominant contribution from the δ(q0 + qz) piece in the gluon spectral density

in high energy limit v → 1, while δ(q0 − qz) contribution is sub-leading. We will keep only the

dominant contribution in the following.

From (Equation 4.1.36), we get the sought-for differential scattering rate of the jet with the

LLL quarks

dΓsingle

d2q⊥
=

2

π
αsC

J
2 (1 + v)T

αsTRNF

(
eB
2π

)
e−

q2
⊥

2eB(
q2
⊥ + 4αsTRNF

(
eB
2π

)
e−

q2
⊥

2eB

)2 , (4.1.38)

and the jet quenching parameter to complete leading order in αs is finally computed as

q̂ ≡ 1

v

∫
d2q⊥

dΓsingle

d2q⊥
q2
⊥ =

1

π
(1+1/v)CJ2 TRNF α

2
s(eB)T

(
log (1/αs)−1−γE−log (TRNF /π)

)
,

(4.1.39)
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where γE ≈ 0.577 and the leading logarithm is produced from the range

αseB � q2
⊥ � eB . (4.1.40)

In getting the above complete leading order result (leading log and the constant under the log),

we used the standard technique (183) of introducing the intermediate scale
√
αseB � q∗ �

√
eB, and divide the integral into two separate regions |q⊥| < q∗ and |q⊥| > q∗ where the

integrand simplifies to leading order in q∗/
√
eB and

√
αseB/q

∗ (see the next section for a more

detailed example of the same technique). It is interesting to point out that the UV cut-off is

provided by the inverse size of the LLL levels,
√
eB, from the exponential term e−

q2
⊥

2eB , which is

naturally expected since the LLL states cannot provide or absorb transverse momentum greater

than this. It should be also remarked that the jet-quenching parameter from the LLL states is

finite in the infinite energy limit of v → 1.

q̂ when the jet is perpendicular to the magnetic field

Let us next consider the case where the jet is moving perpendicular to the magnetic field

direction. We choose the magnetic field to point to ẑ, and the jet to move to x̂ direction: p =

pxx̂. What we mean by q⊥ in the gluon spectral density (Equation 4.1.23) is then q⊥ = (qx, qy),

while the parallel component is Q‖ = (q0, qz). The transverse directions to the jet is (qy, qz),

and recall that q̂ is defined as a momentum diffusion constant in this transverse space.

The definition of q̂ assumes a rotational symmetry around the jet direction x̂, which is clearly

broken by the magnetic field along ẑ. This means that the transverse momentum diffusion of
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the jet along ẑ will in general be different from the diffusion along ŷ direction. Let us denote

the momentum diffusion along ẑ as q̂z, and along ŷ as q̂y. The original definition of q̂ assuming

the rotational invariance is the sum of momentum diffusion constants along the two transverse

directions: q̂ = q̂z + q̂y. The asymmetry in the momentum diffusion constants should affect

the BDMPS-Z gluon Bremstrahlung emission pattern in interesting ways to have an azimuthal

asymmetry in the gluon emission spectrum.

From (Equation 4.1.15) with (Equation 4.1.23) and (Equation 4.1.25), we need to compute

SαβQ‖αQ‖β = SαβQ⊥αQ⊥β where we again used the Ward identity. We have

SαβQ⊥αQ⊥β =
1

EpEp+q

(
2(P ·Q⊥)((P +Q) ·Q⊥)− (P ·Q)Q2

⊥
)

=
1

EpEp+q

(
2(pxqx)(pxqx + q2

x + q2
y) +

1

2

(
q2
x + q2

y

)2)
, (4.1.41)

where we used the on-shell condition 2P ·Q+Q2 = 0 as well as Q2
‖ = 0 from (Equation 4.1.23).

We will consider a high jet energy limit such that

px ∼Mγ �
√
eB � T , (4.1.42)

and since we will see later that Q .
√
eB, this means that the jet energy is much larger than

the momentum transfer: px ∼ Ep � Q. Then (Equation 4.1.41) is simplified as

SαβQ⊥αQ⊥β ≈ 2q2
x

p2
x

E2
p

= 2q2
xv

2 , (4.1.43)
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where v = px/Ep is the velocity of the jet.

As before, the gluon spectral density (Equation 4.1.23) has two separate pieces, each from

δ(q0∓qz) (see (Equation 4.1.24)). Performing q0 integration simply replaces q0 with ±qz. Then

the energy δ-function in (Equation 4.1.15) becomes after some algebra

δ
(
p0 + q0 −

√
(p+ q)2 +M2

)
= δ

(√
p2
x +M2 ± qz −

√
(px + qx)2 + q2

y + q2
z +M2

)
=

(Ep ± qz)√
p2
x ± 2qzEp − q2

y

(
δ(qx + px −

√
p2
x ± 2qzEp − q2

y) + δ(qx + px +
√
p2
x ± 2qzEp − q2

y)
)

∼ (Ep ± qz)√
p2
x ± 2qzEp − q2

y

δ(qx + px −
√
p2
x ± 2qzEp − q2

y) , (4.1.44)

where in the final form, we dropped the second δ-function, since it would give no contribution

due to Q� px. On the other hand, the first δ-function will put qx to be

qx =
√
p2
x ± 2qzEp − q2

y − px =
±2qzEp − q2

y√
p2
x ± 2qzEp − q2

y + px
≈ ±qz

Ep

px
= ±qz

v
, (4.1.45)

where we used px � Q as before. Since qx is along the jet direction, while we are interested in

computing the transverse momentum diffusion along ẑ and ŷ (q̂z and q̂y), we should integrate

over qx at this stage, and the above energy δ-function simply replaces qx with ±qz/v at leading

order. The Jacobian in front of the δ-function (Equation 4.1.44) also simplifies as

(Ep ± qz)√
p2
x ± 2qzEp − q2

y

≈ Ep

px
=

1

v
. (4.1.46)
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With all these, the (Equation 4.1.43) becomes

SαβQ⊥αQ⊥β ≈ 2q2
xv

2 ≈ 2q2
z , (4.1.47)

and the jet scattering rate is given by

Γsingle ≈
∑
±

2

πv
αsC

J
2

∫
dqz

∫
dqynB(±qz)(±qz)

αsTRNF

(
eB
2π

)
e−

(q2z/v2+q2y)
2eB(

q2
z
v2 + q2

y + 4αsTRNF

(
eB
2π

)
e−

(q2z/v2+q2y)
2eB

)2 .

(4.1.48)

For the lower sign (that is coming from δ(q0 + qz) piece in the gluon spectral density), we can

simply change the variable from qz to −qz to get the same expression to the upper sign case,

which means that the LLL states moving along or opposite directions to the magnetic field

give the same contributions to the jet scattering rate and hence to the momentum diffusion

constants. Therefore, the total scattering rate should be twice of the one with the upper sign

and the differential scattering rate we can use in order to compute the momentum diffusion

constants is finally given as

dΓsingle

dqydqz
≈ 4

πv
αsC

J
2 nB(qz) qz

αsTRNF

(
eB
2π

)
e−

(q2z/v2+q2y)
2eB(

q2
z
v2 + q2

y + 4αsTRNF

(
eB
2π

)
e−

(q2z/v2+q2y)
2eB

)2 , (4.1.49)

which is our starting point of computing the jet quenching parameters q̂z and q̂y in high energy

limit:

q̂z =
1

v

∫
dqy

∫
dqz q

2
z

dΓsingle

dqydqz
, q̂y =

1

v

∫
dqy

∫
dqz q

2
y

dΓsingle

dqydqz
. (4.1.50)
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One aspect of the above result (Equation 4.1.49) is that it contains the vacuum contribution

which can be obtained in T → 0 limit. In T → 0 limit, we have

nB(qz)→ −Θ(−qz) , T → 0 , (4.1.51)

which restricts the integral to q0 = qz < 0 region. The q0 < 0 means that the jet gives the

energy to the LLL states, and it is not difficult to find that the only way this is possible in the

vacuum is a pair-creation of quark and antiquark pair from the vacuum. In the presence of the

magnetic field with the 1+1 dimensional dispersion relation of LLL quarks, this pair-creation

by the jet energy transfer to LLL states is consistent with the on-shell kinematics, which gives a

finite contribution to the jet scattering rate even in the vacuum, as is given by (Equation 4.1.49)

with nB(qz)→ −Θ(−qz).

We first compute these vacuum contributions to q̂z and q̂y. We show some details for q̂vacuumz

and the computation for q̂vacuumy is nearly identical. We have

q̂vacuumz =
4

πv2
αsC

J
2

∫ ∞
−∞

dqy

∫ 0

−∞
dqz (−qz)3 αsTRNF

(
eB
2π

)
e−

(q2z/v2+q2y)
2eB(

q2
z
v2 + q2

y + 4αsTRNF

(
eB
2π

)
e−

(q2z/v2+q2y)
2eB

)2 .

(4.1.52)



157

Changing qz → vqz, and working in the polar coordinate system of (qz, qy) plane, (q, θ), we

have

q̂vacuumz =
4v2

π
αsC

J
2

∫ 3π/2

π/2
dθ(− cos θ)3

∫ ∞
0

dq q4 αsTRNF

(
eB
2π

)
e−

q2

2eB(
q2 + 4αsTRNF

(
eB
2π

)
e−

q2

2eB

)2 . (4.1.53)

Without the exponential factor in the numerator, the q integral is linearly divergent in large q

limit, so the exponential factor in the numerator provides a relevant UV cutoff, which implies

that the dominant leading contribution to the final result comes from the region q2 ∼ eB. Then

in the denominator, one can safely neglect the Debye mass term which is m2
D,B ∼ αseB � eB ∼

q2 compared to q2 at leading order computation. This brings us to leading order

q̂vacuumz =
4v2

π
αsC

J
2

∫ 3π/2

π/2
dθ(− cos θ)3

∫ ∞
0

dq αsTRNF

(
eB

2π

)
e−

q2

2eB

=
16v2

3(2π)3/2
CJ2 TRNFα

2
s(eB)3/2 . (4.1.54)

The next-to-leading order correction is further suppressed by an additional factor of
√
αs coming

from the region q ∼ √αseB. The almost same computation gives the leading order vacuum

contribution to q̂y as

q̂vacuumy =
4

π
αsC

J
2

∫ 3π/2

π/2
dθ(− cos θ sin2 θ)

∫ ∞
0

dq αsTRNF

(
eB

2π

)
e−

q2

2eB

=
8

3(2π)3/2
CJ2 TRNFα

2
s(eB)3/2 . (4.1.55)
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We see that q̂vacuumz 6= q̂vacuumy at leading order, which implies that the momentum diffusion in

the transverse space of the jet direction is asymmetric.

Next, we would like to compute the thermal contributions at finite temperature T . This

can be obtained by subtracting the vacuum contribution from (Equation 4.1.49):

dΓsinglethermal

dqydqz
≈ 4

πv
αsC

J
2 (nB(qz) + Θ(−qz)) qz

αsTRNF

(
eB
2π

)
e−

(q2z/v2+q2y)
2eB(

q2
z
v2 + q2

y + 4αsTRNF

(
eB
2π

)
e−

(q2z/v2+q2y)
2eB

)2 .

(4.1.56)

From the fact that

nB(qz) + Θ(−qz) ≈ sgn(qz)e
−|qz |/T , |qz| � T , (4.1.57)

the integration range of qz is effectively confined into |qz| . T . Then, due to the hierarchy

we are assuming eB � T 2, we can replace the exponent e−
q2z/v

2

2eB with 1 at leading order in

T 2/eB � 1:

dΓsinglethermal

dqydqz
≈ 4

πv
αsC

J
2 (nB(qz) + Θ(−qz)) qz

αsTRNF

(
eB
2π

)
e−

q2y
2eB(

q2
z
v2 + q2

y + 4αsTRNF

(
eB
2π

)
e−

q2y
2eB

)2 . (4.1.58)

There are three important scales in the above result: 1)
√
αseB which sets the scale of Debye

screening mass (that appears in the denominator) which serves an IR cut-off, 2) the temperature

T that enters nB(qz) + Θ(−qz), 3)
√
eB that gives the ultimate UV cutoff by the exponential

suppression e−
q2y

2eB . Recall that our assumption on hierarchy of scales is
√
αseB � T �

√
eB.
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It can be easily seen from the qy integral in (Equation 6.1.13) that the leading contribution

comes from the region

|qy| ∼
√
q2
z/v

2 + αseB . T . (4.1.59)

This is because qy integral is UV convergent for both q̂z and q̂y due to the denominator,

independent of the existence of the e−
q2y

2eB term. Therefore, to leading order in T 2/eB we again

can replace e−
q2y

2eB with 1, and we finally have

dΓsinglethermal

dqydqz
≈ 4

πv
αsC

J
2 (nB(qz) + Θ(−qz)) qz

αsTRNF

(
eB
2π

)(
q2
z
v2 + q2

y + 4αsTRNF

(
eB
2π

))2 , (4.1.60)

valid at leading order. This means that the ultimate UV cutoff,
√
eB, does not play a role

at leading order in T 2/eB, and the leading order result comes from the softer scale dynamics

between
√
αseB and T .

Let us show some details of our computation of q̂z with (Equation 4.1.60) at complete

leading order in αs (that is, the leading log as well as the constant under the log):

q̂thermalz ≡ 4

πv2
αsC

J
2

∫
dqz

∫
dqy (nB(qz) + Θ(−qz)) q3

z

αsTRNF

(
eB
2π

)(
q2
z
v2 + q2

y + 4αsTRNF

(
eB
2π

))2

=
2

v2
α2
sC

J
2 TRNF

(
eB

2π

)∫
dqz (nB(qz) + Θ(−qz)) q3

z

1(
q2
z
v2 + 4αsTRNF

(
eB
2π

)) 3
2

,

(4.1.61)

where we performed the qy integration in the last line. It is not difficult to see from the above

that the remaining qz integral produces the logarithm between the IR cutoff
√
αseB and the UV
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cutoff T . To handle this, we follow the standard technique (183) of introducing an intermediate

scale q∗ between
√
αseB and T (that is,

√
αseB � q∗ � T ), and divide the qz integral into

|qz| < q∗ and |qz| > q∗. In the first integral of |qz| < q∗, since |qz| � T we can replace to leading

order

nB(qz) + Θ(−qz) ≈
T

qz
, (4.1.62)

and we have

2

v2
α2
sC

J
2 TRNF

(
eB

2π

)
T

∫ q∗

−q∗
dqz q

2
z

1(
q2
z
v2 + 4αsTRNF

(
eB
2π

)) 3
2

= 2vα2
sC

J
2 TRNF

(
eB

2π

)
T

(
log

(
(q∗)2

αsTRNF

(
eB
2π

)
v2

)
− 2 +O

(
αseB

(q∗)2

))
. (4.1.63)

In the other region of |qz| > q∗, we instead have |qz| �
√
αseB, so we can ignore the Debye

mass in the denominator at leading order to have

2vα2
sC

J
2 TRNF

(
eB

2π

)∫
|qz |>q∗

dqz (nB(qz) + Θ(−qz)) sgn(qz)

= 2vα2
sC

J
2 TRNF

(
eB

2π

)
T

(
log

(
T 2

(q∗)2

)
+O

(
q∗

T

))
. (4.1.64)

Combining the two regions (Equation 4.1.63) and (Equation 4.1.64), we finally have the thermal

contribution to q̂thermalz at complete leading order as

q̂thermalz =
1

π
vCJ2 TRNFα

2
s(eB)T

(
log

(
T 2

αsTRNF

(
eB
2π

)
v2

)
− 2

)
, (4.1.65)
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to leading order in αs and αseB/T
2. Recall our assumed hierarchy of scales αseB � T 2 � eB.

A similar computation can be done for q̂thermaly :

q̂thermaly ≡ 4

πv2
αsC

J
2

∫
dqz

∫
dqy (nB(qz) + Θ(−qz)) qzq2

y

αsTRNF

(
eB
2π

)(
q2
z
v2 + q2

y + 4αsTRNF

(
eB
2π

))2

=
2

v2
α2
sC

J
2 TRNF

(
eB

2π

)∫
dqz (nB(qz) + Θ(−qz)) qz

1(
q2
z
v2 + 4αsTRNF

(
eB
2π

)) 1
2

.

(4.1.66)

From the region |qz| < q∗ we have

2

v2
α2
sC

J
2 TRNF

(
eB

2π

)
T

∫ q∗

−q∗
dqz

1(
q2
z
v2 + 4αsTRNF

(
eB
2π

)) 1
2

=
2

v
α2
sC

J
2 TRNF

(
eB

2π

)
T

(
log

(
(q∗)2

αsTRNF

(
eB
2π

)
v2

)
+O

(
αseB

(q∗)2

))
. (4.1.67)

and from the region |qz| > q∗ we have

2

v
α2
sC

J
2 TRNF

(
eB

2π

)∫
|qz |>q∗

dqz (nB(qz) + Θ(−qz)) sgn(qz)

=
2

v
α2
sC

J
2 TRNF

(
eB

2π

)
T

(
log

(
T 2

(q∗)2

)
+O

(
q∗

T

))
. (4.1.68)

so the final result for q̂thermaly at complete leading order is given by

q̂thermaly =
1

πv
CJ2 TRNFα

2
s(eB)T

(
log

(
T 2

αsTRNF

(
eB
2π

)
v2

)
+ 0

)
, (4.1.69)
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where by 0 in the above, we mean there is no other constant under the log than what is shown

in the above result.

Comparing (Equation 4.1.65) and (Equation 4.1.69), we see that q̂thermalz and q̂thermaly are

in general different, but in the high energy limit v → 1, they differ only by a constant under

the log, while they become equal at leading log order in T 2/(αseB).

In summary, the sum of the vacuum and thermal contributions to the q̂z and q̂y is given by

q̂z =
16v2

3(2π)3/2
CJ2 TRNFα

2
s(eB)3/2 +

1

π
vCJ2 TRNFα

2
s(eB)T

(
log

(
T 2

αsTRNF

(
eB
2π

)
v2

)
− 2

)
,

q̂y =
8

3(2π)3/2
CJ2 TRNFα

2
s(eB)3/2 +

1

πv
CJ2 TRNFα

2
s(eB)T

(
log

(
T 2

αsTRNF

(
eB
2π

)
v2

)
+ 0

)
.

(4.1.70)

We should note that the next-to-leading order correction to the vacuum contribution (the first

term in the above) is further suppressed by
√
αs compared to the leading order (see the previous

discussion below (Equation 4.1.54)), so it is sub-leading by
√
αseB/T � 1 compared to the

leading order result from the thermal contributions (the second term in the above). Therefore,

the above two terms indeed represent the first two leading terms in our assumed hierarchy of

scales αseB � T 2 � eB.

4.2 Jet Quenching Parameter at Strong Coupling

We compute our jet quenching parameter in strong magnetic field in the AdS/CFT corre-

spondence. We use two well-established methods in literature corresponding to the two different

definitions of the jet quenching parameter, albeit the fact that these two definitions agree with
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each other at weak coupling regime: 1) the first definition is what we have used in our com-

putation at weak coupling, that is, the transverse momentum diffusion constant, q̂ =
d〈p2
⊥〉

dz ,

2) the second definition is in terms of a light-like Wilson loop (179) with a transverse spatial

separation b⊥ in small b⊥ limit behaving as 〈W (b⊥)†W (0)〉 ∼ exp[− 1
4
√

2
q̂b2
⊥x

+] where x+ is

the light-like extension of the loop. To see the equivalence heuristically at weak coupling (we

will not be precise about color factors and normalizations), let’s prepare a fast moving initial

state with a transverse momentum p⊥ written in the position basis |x⊥〉 as

|p⊥〉 =
1√
S⊥

∫
d2x⊥e

ip⊥·x⊥ |x⊥〉 , (4.2.71)

where S⊥ is the transverse area put to normalize the state. After traversing the light-like

distance x+, each state |x⊥〉 in the eikonal approximation will pick-up the Wilson line W (x⊥),

so the final state becomes

|ψf 〉 =
1√
S⊥

∫
d2xeip⊥·x⊥W (x⊥)|x⊥〉 , (4.2.72)

and the transition S-matrix to the state with additional momentum kick q⊥ is

〈p⊥ + q⊥|ψf 〉 =
1

S⊥

∫
d2x⊥e

−iq⊥·x⊥W (x⊥) . (4.2.73)
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Then, the probability distribution of transverse momentum P (q⊥) after traversing the light

distance x+ becomes

P (q⊥, x
+) = |〈p⊥ + q⊥|ψf 〉|2 =

1

S⊥

∫
d2b⊥e

iq⊥·b⊥〈W (b⊥)†W (0)〉 , (4.2.74)

where we have used the translational invariance in the transverse space. If the Wilson loop

behaves as 〈W (b⊥)†W (0)〉 ∼ exp[− 1
4
√

2
q̂b2
⊥x

+], the distribution evolves in time (or space z) as

∂P (q⊥, x+)

∂z
=
√

2
∂P (q⊥, x+)

∂x+
=
q̂

4

1

S⊥

∫
d2b⊥(−b2

⊥)eiq⊥·b⊥〈W (b⊥)†W (0)〉

=
q̂

4

1

S⊥

∫
d2b⊥(∇2

q⊥
eiq⊥·b⊥)〈W (b⊥)†W (0)〉

=
q̂

4
∇2

q⊥

1

S⊥

∫
d2b⊥e

iq⊥·b⊥〈W (b⊥)†W (0)〉 =
q̂

4
∇2

q⊥
P (q⊥, x

+) , (4.2.75)

which is precisely the Fokker-Planck equation coming from the random momentum kicks with

the momentum diffusion constant q̂, showing the equivalence of the two definitions.

We compute q̂ via the definition of 1) in the AdS/CFT correspondence using a single string

world-sheet moving with a velocity v; the method developed in Refs (184; 341). The momentum

diffusion constant is identified from the low frequency limit of the spectral density of color elec-

tric field correlators in real-time Schwinger-Keldysh formalism, quite similar to conductivity for

current operators. In operator-field mapping in the AdS/CFT, the color electric field operator

maps to the transverse displacement of the string world-sheet. Since the low frequency limit

of spectral density in AdS/CFT correspondence is given solely by event-horizon properties via

membrane paradigm (6), we will skip the details already present in literature, and simply apply
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the known expression to our situation with strong magnetic field. The same universality has

also been derived by holographic RG formalism in low frequency limit.

We also compute q̂ in the definition of 2) from the light-like Wilson loops; the method used

in Ref.(343; 187). As is the case without magnetic field in literature, the definition 2) gives a

different result from that from 1), which still seems to be an open issue.

The black-hole geometry in AdS space with a magnetic field in z direction takes a form

ds2 = gzz
(
− f(r)dt2 + dz2

)
+ gxx

(
dx2 + dy2

)
+

1

p(r)
dr2 . (4.2.76)

The Hawking temperature T of the black hole which is identified with the field theory temper-

ature is

T =
1

4π

√
gzz(rh)f ′(rh)p′(rh) , (4.2.77)

where rh is the radius of the black hole horizon which solves f(rh) = 0. In the presence of a

strong magnetic field B � T 2 in the bulk, the black hole metric (Equation 4.2.76) takes the

particular form for the region r �
√
BR2 where the scale is much smaller than the magnetic

field (280)

ds2 =
r2

R2

(
−f(r)dt2 + dz2

)
+R2B(dx2 + dy2) +

1
r2

R2 f(r)
dr2 , (4.2.78)

where f(r) = 1 − r2
h
r2 with the horizon corresponding to r = rh, and R4 = λα′2 is the radius

of the AdS5 spacetime (λ = g2
YMNc is the strong coupling constant and α′ = l2s is the string

length scale which disappears in final physical results). The above metric is a product of 3



166

dimensional BTZ and trivial flat two dimensions. We identify R = R√
3

as the radius of the

AdS3 spacetime or BTZ black hole, and B =
√

3B =
√

3Fxy as the physical magnetic field at

the boundary. The Hawking temperature T of the BTZ black hole (Equation 4.2.78) is

T =
1

4π

√
gzz(rh)f ′(rh)p′(rh) =

rh
2πR2

. (4.2.79)

q̂ from transverse momentum diffusion

The transverse momentum diffusion constant κ(v) “per unit time” of a heavy quark moving

with velocity v in the strongly coupled regime at zero magnetic field, was first computed in

Refs.(184; 341) for N = 4 Super Yang-Mills theory, and was generalized to non-conformal

theories in Ref.(190). In the eikonal regime of high jet energy, there should be no distinction

between heavy-quark and the jet for the momentum diffusion constant, since the scatterings

would care only about its color charges. Based on this premise, we can identify

q̂(v) =
2

v
κ(v) , (4.2.80)

where the factor 2 is from the definition of κ(v): it is defined by 〈ξiT (t)ξjT (t′)〉 = κδijδ(t − t′),

so that

κ =
1

2

∫
d2q2
⊥
dΓ

d2q2
⊥
q2
⊥ , (4.2.81)

and 1/v is from translating d/dz = (1/v)d/dt.
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q̂ when the jet is parallel to the magnetic field

In the presence of strong magnetic field parallel to the jet, the Nambu-Goto (NG) action is

S
‖
NG =

∫
dτdσL‖(h̄ab) = − 1

2πα′

∫
dτdσ

√
−det hab , (4.2.82)

where the background induced metric on the string hab is given by

hab = gµν∂ax
µ(τ, σ)∂bx

ν(τ, σ) . (4.2.83)

Using the embedding (τ, σ) ⇒ (t(τ, σ), 0, 0, z(τ, σ), r = σ), the background induced metric

hab(ż, z
′) (Equation 7.5.32) becomes (· ≡ d/dτ, ′ ≡ d/dσ)

hab(ż, z
′) = gtt∂at∂bt+ gzz∂az∂bz + grr∂ar∂br . (4.2.84)

Using a particular Ansatz of the form t(τ, σ) = τ + K(σ) and z = vτ + F (σ), which repre-

sents a “trailing string” configuration moving with velocity v, the background induced metric

(Equation 7.5.33) becomes

hττ (v, z′) = gtt + v2gzz ,

hσσ(v, z′) = gtt(K
′)2 + gzz(z

′)2 + grr ,

hτσ(v, z′) = gttK
′ + gzzz

′v . (4.2.85)
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Finding the equation of motion from the action, we have

∂σ

(
gttgzz(z

′ − vK ′)√
−det hab

)
= 0 . (4.2.86)

There exists a gauge freedom of re-parametrizing the world-sheet coordinate τ : τ → τ+h(σ)

for any function h(σ), under which we have the transformation K(σ) → K(σ) + h(σ) and

z → z+ vh(σ). Indeed, the above equation of motion is invariant under this transformation, as

it should. Requiring hτσ(v, z′) = 0 to fix this gauge freedom, we have an additional constraint

K ′ = −gzz
gtt
z′v, which can be used to diagonalize (Equation 7.5.34) as

hττ (v, z′) = −gzzf
(

1− v2

f

)
,

hσσ(v, z′) = gzz

(
1− v2

f

)
(z′)2 + grr ,

hτσ(v, z′) = 0 , (4.2.87)

while the equation of motion in this gauge becomes

g2
zzf√
−det h̄ab

(
1− v2

f

)
z′ = constant ≡ Czzv . (4.2.88)

Using grr = 1
gzzf

and

− det h̄ab = −h̄ττ (v, z′)h̄σσ(v, z′) = g2
zzf

(
1− v2

f

)2

(z′)2 − (1− v2

f
) , (4.2.89)
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we find

(z′)2 =
C2
zzv

2

g4
zzf

2

1(
1− v2

f

) (
1− C2

zzv
2

g2
zzf

) . (4.2.90)

Since the factor (1 − v2

f ) in (Equation 7.5.37) vanishes when f(rs) = v2, requiring (z′)2 to

be positive across r = rs, the other factor (1− C2
zzv

2

g2
zzf

) has to vanish at r = rs as well, which will

fix the integration constant Czz = gzz(rs). Therefore, (Equation 7.5.37) becomes

(z′)2 =
g2
zz(rs)

g4
zz(r)

v2

f2(r)

1(
1− v2

f(r)

) (
1− g2

zz(rs)
g2
zz(r)

v2

f(r)

) , (4.2.91)

and using this the metric (Equation 7.5.36) is finally given by

hττ (v, z′) = gzz
(
− f + v2

)
,

hσσ(v, z′) = gzz

(
1

g2
zz(r)f(r)− g2

zz(rs)v
2

)
,

hτσ(v, z′) = 0 , (4.2.92)

which can be interpreted as a metric of a 2-dimensional black hole with a line element ds2
(2)

given by

ds2
(2) = h̄ττdτ

2 + h̄σσdσ
2 = gzz(−f̃(r))dτ2 +

1

p̃(r)
dσ2 , (4.2.93)

where f̃(r) = f − v2, p̃(r) = [g2
zz(r)f(r) − g2

zz(rs)v
2](gzz)

−1, and the radius of the horizon rs

of the 2-dimensional black hole is found from f̃(rs) = 0 or f(rs) = v2, i.e., rs = γrh where

γ = 1√
1−v2

.
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The Hawking temperature of the 2-dimensional black hole denoted as T
‖
s is still given by

(Equation 7.1.4) after replacing T → T
‖
s , f(r)→ f̃(r) and p(r)→ p̃(r), i.e.,

T ‖s =
1

4π

√
gzz(rs)f̃ ′(rs)p̃′(rs) =

rh
2πR2

√
1 + v2 = T

√
1 + v2 , (4.2.94)

where we used p̃′(rs) = 2g′zz(rs)v
2 + gzz(rs)f

′(rs) and rs = γrh.

Note that the drag force acting on the heavy quark F
‖
drag is simply given by

F
‖
drag =

δL
δz′

= − Czz
2πα′

v = −2

3
π
√
λγ2T 2v , (4.2.95)

where we used Czz = gzz(rs) and rs = γrh to get the last line. This is independent of the

magnetic field in our limit B � T 2. This could be interpreted as a superfluid nature of the

LLL states in strong magnetic field, as discussed in Ref.(205) (see also Refs.(192; 193)).

To obtain the transverse momentum diffusion constant from the color electric field cor-

relators, we consider the fluctuations of the dual field, that is, the fluctuations of transverse

position of the string, δx. The transverse fluctuation δhab(δẋ, δx
′) around the background

induced metric hab(v, z
′) (Equation 4.2.92) is given by

δhττ (δẋ, δx′) = gxx(δẋ)2 ,

δhσσ(δẋ, δx′) = gxx(δx′)2 ,

δhτσ(δẋ, δx′) = gxx(δẋδx′)2 . (4.2.96)
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Replacing hab(v, z
′)→ hab(v, z

′) + δhab(δẋ, δx
′) in S

‖
NG (Equation 7.5.31), and expanding it to

linear order in δhab(δẋ, δx
′), one finds

S
‖
NG =

∫
dτdσL‖

(
hab(v, z

′), δhab(δẋ, δx
′)
)
,

= − 1

4πα′

∫
dτdσgxx

√
−det hab(v, z′)hab(v, z′)δhab(δẋ, δx′) ,

= −1

2

∫
dτdσG

ab
‖ (v, z′)∂aδx(τ, σ)∂bδx(τ, σ) , (4.2.97)

where G
ab
‖ (v, z′) ≡ 1

2πα′ gxx

√
−det hab(v, z′)hab(v, z′). Note that the indices a and b are raised

and lowered using the background induced metric hab(v, z
′), and h

ab
(v, z′) is the inverse of

hab(v, z
′).

Using the conjugate momenta Π‖ = ∂L‖
∂σδx

, defining the retarded Green’s function G
‖
R ≡ −Π‖

δx

as in Ref.(6), and using the equation of motion for δx in momentum space derived from the

action (Equation 4.2.97)

∂σG
σσ
‖ ∂σδx− ω2G

ττ
‖ δx = 0 , (4.2.98)

one can derive the holographic RG flow equation for the retarded Green’s function G
‖
R to be

∂σG
‖
R = −(G

‖
R)2

G
σσ
‖

+ ω2G
ττ
‖ . (4.2.99)

Since G
ττ
‖ and 1

G
σσ
‖

diverge at the horizon of the 2-dimensional black hole metric, i.e., at r = rs,

we first note that G
‖
R vanishes at ω = 0, and we expect G

‖
R ∝ ω for small ω limit. Since the
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right-hand side is O(ω2), G
‖
R becomes a constant in σ in ω → 0 limit. Demanding the regularity

of the right-hand side at the horizon, we find

G
‖
R(ω) = ±ω

√
G
ττ
‖ G

σσ
‖ |r=rs ,

= ± ω

2πα′
gxx

√
−det hab

√
h
ττ
h
σσ |r=rs ,

= − iω

2πα′
gxx(rs) , (4.2.100)

where the negative sign is chosen for the retarded function (the positivetive sign would be

for the advanced function). Therefore, the velocity dependent transverse momentum diffusion

constant per unit time is given by (190)

κ‖(v) = −2T ‖s lim
ω→0

ImG
‖
R(ω)

ω
=

T
‖
s

πα′
gxx(rs) =

√
1 + v2

3π

√
λBT , (4.2.101)

where we used gxx(rs) = R2B, R
2

α′ =
√
λ

3 , T
‖
s = T

√
1 + v2. Finally, the jet quenching parameter

q̂(v) ≡ 2κ
‖(v)
v is found to be

q̂(v) = 2
κ‖(v)

v
=

2

3π

√
1 +

1

v2

√
λBT . (4.2.102)

Note that when v = 0, κ‖(0) is identified with κ⊥, the heavy-quark momentum diffusion

constant in perpendicular direction to the magnetic field introduced in Ref.(180). Therefore,

the B dependence of κ⊥ = 1
3π

√
λBT at strong coupling is similar to κ⊥ ∝ α2

s(eB)T found in

Ref.(180) at weak coupling.
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q̂ when the jet is perpendicular to the magnetic field

We next consider a jet moving to x direction, which is perpendicular to the magnetic field

direction z. We first find the trailing string background as before. Using the embedding (τ, σ)⇒

(t(τ, σ), x(τ, σ), 0, 0, r = σ), and an Ansatz of the form t(τ, σ) = τ + K(r) and x = vτ + F (r),

the background induced metric becomes

hττ (v, x′) = gtt + v2gxx ,

hσσ(v, x′) = gtt(K
′)2 + gxx(x′)2 + grr ,

hτσ(v, x′) = gttK
′ + gxxx

′v . (4.2.103)

As in the previous subsection, requiring hτσ(v, x′) = 0 to fix the residual gauge freedom, we

have ∂K
∂r = −gxx

gtt
x′v which can be used to diagonalize (Equation 4.2.103) as

hττ (v, x′) = −gzzf
(

1− v2

f

gxx
gzz

)
,

hσσ(v, x′) = gxx

(
1− v2

f

gxx
gzz

)
(x′)2 + grr ,

hτσ(v, x′) = 0 , (4.2.104)

while the equation of motion becomes

gxxgzzf
(

1− v2

f
gxx
gzz

)
x′√

−det h̄ab(v, x′)
= constant ≡ Cxxv . (4.2.105)
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Using grr = 1
gzzf

and

− det h̄ab(v, x′) = −h̄ττ (v, x′)h̄σσ(v, x′) = gxxgzzf
(

1− v2

f

gxx
gzz

)2
(x′)2− (1− v2

f

gxx
gzz

) , (4.2.106)

we solve (Equation 4.2.105) to obtain

(x′)2 =
C2
xxv

2

g2
xxg

2
zzf

2

1(
1− v2

f
gxx
gzz

)(
1− C2

xxv
2

gxxgzzf

) . (4.2.107)

As before, the two factors in the denominator should vanish at the same location r = r̃s,

which fixes the integration constant to be Cxx = gxx(r̃s) = gxx = constant. Therefore, (Equa-

tion 4.2.107) becomes

(x′)2 =
1

g2
zz(r)

v2

f2(r)

1(
1− v2

f(r)
gxx
gzz(r)

)2 , (4.2.108)

and using this, the metric (Equation 4.2.104) finally becomes

hττ (v, x′) = gzz
(
− f + v2 gxx

gzz

)
,

hσσ(v, x′) =
1

gzz
(
f − v2 gxx

gzz

) ,
hτσ(v, x′) = 0 , (4.2.109)

which can be interpreted as a 2-dimensional black hole metric with a line element ds2
(2) given

by

ds2
(2) = h̄ττdτ

2 + h̄σσdσ
2 = gzz(− ˜̃

f(r))dτ2 +
1

˜̃p(r)
dσ2 , (4.2.110)
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where
˜̃
f(r) = f − v2 gxx

gzz
, ˜̃p(r) = gzz

˜̃
f(r), and the radius of the horizon r̃s of the 2-dimensional

black hole is found from
˜̃
f(r̃s) = 0 or f(r̃s) = v2 gxx

gzz(r̃s)
, i.e.,

r̃2
s = r2

h + v2R2gxx = v2R4B
(

1 +
4π2

v2

T 2

B
)
, (4.2.111)

using gxx = BR2, gzz(r̃s) = r̃2
s
R2 , and T = rh

2πR2 from (Equation 4.2.79). The Hawking tempera-

ture of this 2-dimensional black hole is given by

T⊥s =
1

4π

√
gzz(r̃s)

˜̃
f ′(r̃s)˜̃p′(r̃s) =

gzz(r̃s)
˜̃
f ′(r̃s)

4π
=
v
√
B

2π

(
1 +

4π2

v2

T 2

B
)1/2

. (4.2.112)

Note that the drag force to the heavy-quark jet F⊥drag is simply given by

F⊥drag =
δL
δx′

= − Cxx
2πα′

v = − 1

6π

√
λBv , (4.2.113)

where we used Cxx = gxx in the last equality. It is interesting to note that this drag force exists

even at zero temperature. As we explained in the case of weak coupling, this is possible in the

case of weak coupling due to the fact that it is kinematically possible to create a quark-antiquark

pair from the LLL vacuum by scatterings with the jet. It is interesting that we observe the

same feature even at strong coupling.

To find the transverse momentum diffusion along z direction (note that z, y are the two

perpendicular directions to the jet motion), we consider fluctuations of string position along

the z direction which is dual to the z component of color electric field: δz. The transverse
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fluctuation δhab(δż, δz
′) around the background induced metric hab(v, x

′) (Equation 4.2.109) is

given by

δhττ (δż, δz′) = gzz(δż)
2 ,

δhσσ(δż, δz′) = gzz(δz
′)2 ,

δhτσ(δż, δz′) = gzz(δżδz
′)2 , (4.2.114)

and the Nambu-Goto action is expanded to linear order in δhab(δż, δz
′) as

S⊥NG =

∫
dτdσL⊥

(
hab(v, x

′), δhab(δż, δz
′)
)
,

= − 1

4πα′

∫
dτdσgzz

√
−det hab(v, x′)hab(v, x′)δhab(δż, δz′) ,

= −1

2

∫
dτdσG

ab
⊥ (v, x′)∂aδz(τ, σ)∂bδz(τ, σ) , (4.2.115)

where G
ab
⊥ (v, x′) ≡ 1

2πα′ gzz

√
−det hab(v, x′)hab(v, x′). Using the conjugate momenta Π⊥ = ∂L⊥

∂σδz
,

defining the retarded Green’s function as G⊥R ≡ −Π⊥

δz , and using the equation of motion for δz

in momentum space derived from the action (Equation 4.2.115)

∂σG
σσ
⊥ ∂σδz − ω2G

ττ
⊥ δz = 0 , (4.2.116)

one can derive the holographic RG flow equation for the retarded Green’s function G⊥R to be

∂σG
⊥
R = −(G⊥R)2

G
σσ
⊥

+ ω2G
ττ
⊥ . (4.2.117)
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By the same reasoning as before, we have in small ω limit

G⊥R(ω) = ±ω
√
G
ττ
⊥ G

σσ
⊥ |r=rs ,

= ± ω

2πα′
gzz

√
−det hab

√
h
ττ
h
σσ |r=r̃s ,

= − iω

2πα′
gzz(r̃s) . (4.2.118)

Therefore, the velocity dependent momentum diffusion constant along z per unit time when

the jet is moving perpendicular to the magnetic field is given by

κ⊥z (v) = −2T⊥s lim
ω→0

ImG⊥R(ω)

ω
=
T⊥s
πα′

gzz(r̃s) =
v3

6π2

√
λB3/2 + v

√
λ
√
BT 2 , (4.2.119)

for B � T 2, where we have used gzz(r̃s) = r̃2
s
R2 = v2R2B

(
1 + 4π2

v2
T 2

B
)

from (Equation 4.2.111),

R2

α′ =
√
λ

3 , T⊥s = v
√
B

2π

(
1 + 4π2

v2
T 2

B

)1/2
from (Equation 4.2.112). Therefore, the jet quenching

parameter q̂z ≡ κ⊥z (v)
v is given by

q̂z =
κ⊥z (v)

v
=

v2

6π2

√
λB3/2 +

√
λ
√
BT 2 , (4.2.120)

which has a very similar structure to that at weak coupling (Equation 4.1.70). Especially, the

first term is the vacuum part that exists even at zero temperature, similarly to the case at weak

coupling.

Note that when v = 0, gzz(r̃s) = gzz(rh) = 4π2R2T 2, and κ⊥z (0) = T
πα′ gzz(rh) = 4π

3

√
λT 3

is identified with κ‖, the heavy-quark momentum diffusion constant along the magnetic field
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introduced in Ref.(180). Therefore κ‖ at strong coupling is independent of B, which is precisely

same to κ‖ ∝ α2
sT

3 in Ref.(180) found at weak coupling pQCD. This seems in line with the

idea of superfluid nature of LLL states in Ref.(205).

Following the same steps, one can compute the diffusion constant along the other remaining

transverse direction y. We find the momentum diffusion per unit time as

κ⊥y (v) =
T⊥s
πα′

gyy(r̃s) =
T⊥s
πα′

gxx =
v

6π2

√
λB3/2 +

1

3v

√
λ
√
BT 2 , (4.2.121)

for B � T 2, and we finally have

q̂y =
κ⊥y (v)

v
=

1

6π2

√
λB3/2 +

1

3v2

√
λ
√
BT 2 . (4.2.122)

It is interesting to compare these results in AdS/CFT, (Equation 4.2.120) and (Equation 4.2.122),

with the results at weak coupling (Equation 4.1.70) computed in pQCD.

q̂ from light-like Wilson loop

The jet quenching parameter at strong coupling was first computed in Ref.(343; 187) at

zero magnetic field using light-like Wilson loops and the AdS/CFT correspondence. See also

Ref.(188) for the lattice QCD computation of the jet quenching parameter. Here, we extend

the works of Ref.(343; 187) to the case with strong magnetic field by using the general formula

for jet quenching parameter derived in Ref.(194). Since the computational steps are already in

literature, we simply summarize the general formula and our results in the case of strong mag-

netic field. We emphasize that the results we obtain from this method are different from those
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we obtain in the previous subsection using the heavy-quark trailing string: this discrepancy

exists even in the original computations for N = 4 SYM without magnetic field. This might be

due to possible breakdown of heavy-quark method in ultra-relativistic limit (184), although it

has not been fully understood to the best of our knowledge.

q̂ when the jet is parallel to the magnetic field

We first make a coordinate transformation r =
R2

u
to rewrite our metric (Equation 4.2.78)

as

ds2 = Gµνdx
µdxν =

R2

u2

(
−f(u)dt2 + dz2

)
+R2B(dx2 + dy2) +

R2

u2f(u)
du2 , (4.2.123)

where f(u) = 1 − u2

u2
h
, the horizon corresponds to u = uh, the boundary to u = 0, and the

Hawking temperature T of the BTZ black hole (Equation 4.3.151) is

T =
1

2πuh
. (4.2.124)

The jet quenching parameter q̂ for a jet moving along the z direction (with the speed of

light v = 1) can be directly obtained from the metric by (194),

q̂ =
1

πα′

(∫ uh

0
du

1

Gxx

√
Guu

Gtt +Gzz

)−1

=
2

3

√
λBT

(∫ uh

0
du

√
1

u2 − u4/u2
h

)−1

. (4.2.125)

The integral in the above has a logarithmic UV divergence near u = 0, which is easy to

understand. Recall that our BTZ metric (Equation 4.3.151) is valid only up to the “UV cutoff”
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uc ≈ 1/
√
B in the full 5 dimensional dual geometry where the energy scale 1/u is smaller than

the scale of the magnetic field. For u � uc, especially near the UV boundary u = 0, the

full AdS5 geometry takes over, which makes the above integral finite in the region u � uc.

Therefore, a large logarithm develops in the above integral between the scale 1/uh ∼ T and

1/uc ∼
√
B, and we get the leading-log result of q̂ as

q̂ =
4

3

√
λBT

log(B/T 2)
. (4.2.126)

To find the constant under the log, we need to know the exact geometry interpolating BTZ

and AdS5, but we will not go into such detail in this work, satisfied with the above leading-log

result in our assumed hierarchy B � T 2.

q̂ when the jet is perpendicular to the magnetic field

We compute next the jet quenching parameter when the jet is moving perpendicular to the

magnetic field. As we can have two different transverse directions, one along the magnetic field,

the other perpendicular to the magnetic field, we should consider the two cases separately as

before. Let the magnetic field point to z direction, and the jet move to x direction.

The jet quenching parameter q̂z for the momentum broadening along the z direction is

q̂z =
1

2πα′

(∫ uh

uc

du
1

Gzz

√
Guu

Gtt +Gxx

)−1

=

√
λ

6π

(∫ uh

uc

du
u2√

(Bu2 − 1 + u2/u2
h)(1− u2/u2

h)

)−1

,

(4.2.127)

where an extra factor 1/2 is from our definition of q̂z (such that in an isotropic case, q̂ =

q̂z + q̂y = 2q̂z), and uc ≈ 1/
√
B is the UV cutoff of our BTZ metric. From the above, it is easy
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to see that the region u . uc gives a contribution to the integral which is of order u3
c ∼ (1/B)3/2,

that is subleading compared to the contribution from uc � u < uh, where the integral becomes

simplified to

∫ uh

uc

du
u2√

(Bu2 − 1 + u2/u2
h)(1− u2/u2

h)
≈ 1√

B

∫ uh

0
du

u√
1− u2/u2

h

=
u2
h√
B

=
1

4π2
√
BT 2

,

(4.2.128)

so that we have a leading order expression for q̂z as

q̂z =
2π

3

√
λ
√
BT 2 . (4.2.129)

Similarly, the momentum broadening along y direction, q̂y, is

q̂y =
1

2πα′

(∫ uh

uc

du
1

Gyy

√
Guu

Gtt +Gxx

)−1

=

√
λB

6π

(∫ uh

uc

du
1√

(Bu2 − 1 + u2/u2
h)(1− u2/u2

h)

)−1

.

(4.2.130)

The integral produces a leading large logarithm between uc � u � uh where the integral

becomes

∫ uh

uc

du
1√

(Bu2 − 1 + u2/u2
h)(1− u2/u2

h)
≈ 1√

B

∫ uh

uc

du
1

u
=

1

2
√
B

log(B/T 2) . (4.2.131)
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The constant under the log requires a full knowledge of the interpolating metric between BTZ

and AdS5, and it is easy to see that the UV region u . uc also produces a constant under the

log. Therefore, we have a leading-log result for q̂y in B � T 2 limit as

q̂y =

√
λB3/2

(3π) log(B/T 2)
. (4.2.132)

Comparing with (Equation 4.2.129), we see that q̂y � q̂z in the assumed hierarchy B � T 2.

Our results are summarized as follows. In weak coupling perturbative QCD, for a jet moving

parallel to the strong magnetic field, we have the jet quenching parameter at complete leading

order in αs (the leading log and the constant under the log) as

q̂ =
1

π
(1 + 1/v)CJ2 TRNF α

2
s(eB)T

(
log (1/αs)− 1− γE − log (TRNF /π)

)
. (4.2.133)

For a jet moving perpendicular to the magnetic field, there are two different transverse directions

due to the presence of the magnetic field. The momentum diffusion along the magnetic field

direction, q̂z, is given by

q̂z =
16v2

3(2π)3/2
CJ2 TRNFα

2
s(eB)3/2 +

1

π
vCJ2 TRNFα

2
s(eB)T

(
log

(
T 2

αsTRNF

(
eB
2π

)
v2

)
− 2

)
,

(4.2.134)
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while the momentum diffusion along the perpendicular direction, q̂y, is given by

q̂y =
8

3(2π)3/2
CJ2 TRNFα

2
s(eB)3/2 +

1

πv
CJ2 TRNFα

2
s(eB)T

(
log

(
T 2

αsTRNF

(
eB
2π

)
v2

)
+ 0

)
.

(4.2.135)

In both (Equation 4.2.134) and (Equation 4.2.135), the first term represents the vacuum con-

tribution that exists even at zero temperature, while the second term is the leading ther-

mal contribution to complete leading order (the leading log and the constant under the log).

These two terms are the first two leading contributions in the assumed hierarchy of scales,

αseB � T 2 � eB.

In strong coupling AdS/CFT correspondence, we compute our jet quenching parameters in

the two different methods: 1) heavy-quark strings, and 2) light-like Wilson loops. In the method

1), when the jet is moving parallel to the magnetic field, we have (λ ≡ g2
sNc and B = eB)

q̂ =
2

3π

√
1 +

1

v2

√
λBT , (4.2.136)

while, in the case the jet is moving perpendicular to the magnetic field, the two different

momentum diffusion constants depending on the orientation with respect to magnetic field are

q̂z =
v2

6π2

√
λB3/2 +

√
λ
√
BT 2 , (4.2.137)

and

q̂y =
1

6π2

√
λB3/2 +

1

3v2

√
λ
√
BT 2 . (4.2.138)
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In the method 2) of the AdS/CFT correspondence, for the jet moving parallel to the mag-

netic field, we have

q̂ =
4

3

√
λBT

log(B/T 2)
, (4.2.139)

and for the jet moving perpendicular to the magnetic field, we have

q̂z =
2π

3

√
λ
√
BT 2 , (4.2.140)

and

q̂y =

√
λB3/2

(3π) log(B/T 2)
. (4.2.141)

Perhaps, the most useful observations from these results in the assumed hierarchy T 2 � eB

are 1) the jet quenching is generally larger in the case the jet is moving perpendicular to the

magnetic field, compared to the case the jet is moving parallel to the magnetic field, 2) in the

case the jet is moving perpendicular to the magnetic field, the transverse momentum diffusion

is asymmetric, q̂z 6= q̂y. The 1) implies that the strong magnetic field tends to suppress more

jets in the reaction plane than the jets out-of reaction plane, so it would reduce the elliptic flow

of the jets. The 2) implies that the BDMPS-Z/LPM evolution equation of the gluon emission

vertex F (b) in the two dimensional impact parameter space b in large scattering number limit

(that is, small b limit, or harmonic potential limit) becomes an asymmetric harmonic oscillator

problem with complex frequencies,

i
∂F (b)

∂t
= − 1

2ω
∇2

bF (b) +
i

4

(
q̂zb

2
z + q̂yb

2
y

)
F (b) , (4.2.142)
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where b = (bz, by) and ω is the gluon energy. This problem is still solvable analytically both

in finite and infinite mediums, which can be plugged into the emission formula to find the az-

imuthally asymmetric gluon Bremsstrahlung spectrum. We hope to report a detailed numerical

analysis of it and its implications in heavy-ion phenomenology of jet spectrum in a near future.

4.3 Energy Loss of Heavy Quark at Strong Coupling

In this section, we will study the energy loss of a heavy quark moving in arbitrary direction

in a strongly magnetized N=4 SYM plasma. Before we jump into the energy loss problem, in

the following, we will review the effect of external magnetic field on the particle spectrum of

N=4 SYM and adjoint QCD.

The field content of N=4 SYM theory, including their U(1) ⊂ SU(4) R-symmetry charge, is

as follows (all of them are in adjoint representation of the gauge group SU(Nc)), see for example

(280): there are four flavors of Weyl fermions (1 Weyl fermion of charge 1 and 3 Weyl fermions

of charge −1
3); 3 complex scalar field of charge 2

3 ; and 1 vector field of charge 0 (the gauge

field). And, the spectrum of single particle excitations of N=4 SYM theory in the presence of

a magnetic field pointing in the z direction are given by relativistic Landau levels which are the

following (280): for a charge qφ scalar field

En =
√
|qφB|(2n+ 1) + p2

z, n = 0, 1, 2, ... ; (4.3.143)
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for a charge qψ Weyl fermion (with sz = ±1
2)

En =

√
2|qψB|(n+

1

2
− sz) + p2

z, n = 0, 1, 2, ... . (4.3.144)

From (Equation 4.3.143) and (Equation 4.3.144) it is clear that in the lowest Landau level

(LLL) with zero energy (at vanishing momentum pz) we only have Weyl fermions but no

scalars. Hence, in the strong magnetic field B � T 2 regime the whole dynamics of N = 4 SYM

theory is entirely dominated by the lowest Landau levels (LLLs) of Weyl fermions with four

flavors (in the adjoint representation) since the scalar particles (and higher Landau levels of

Weyl fermions) are integrated out in this regime resulting in a (1+1)-dimensional low energy

effective field theory of LLLs and the gauge field.

In contrast, the field content of adjoint QCD with four flavors, including their U(1) ⊂ SU(4)

flavor-symmetry charge, is as follows (all of them are in adjoint representation of the gauge

group SU(Nc)), see for example (207): there are four flavors of Weyl fermions (1 Weyl fermion

of charge 1 and 3 Weyl fermions of charge −1
3); and 1 vector field of charge 0 (the gauge field).

And, the spectrum of single particle excitations of adjoint QCD in the presence of a magnetic

field pointing in the z direction are given by the relativistic Landau levels which for a charge

qψ Weyl fermion (with sz = ±1
2) are given by

En =

√
2|qψB|(n+

1

2
− sz) + p2

z, n = 0, 1, 2, ... . (4.3.145)
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Hence, in the strong magnetic field B � T 2 regime the whole dynamics of adjoint QCD is

entirely dominated by the lowest Landau levels (LLLs) of Weyl fermions with four flavors (in

the adjoint representation) since the higher Landau levels of Weyl fermions are integrated out

in this regime resulting in a (1+1)-dimensional low energy effective field theory of LLLs and the

gauge field. Note that the beta function for adjoint QCD with four flavors is given by (207),

see also (208; 209),

β = µ
∂

∂µ
λ(µ) ≡ −1

2

λ2

(2π)2
+

5

4

λ3

(2π)4
, (4.3.146)

which has vanishing beta function or IR fixed point at g2
YMNc ≡ λ = λ∗ = 8

5π
2. Since, the beta

function of N=4 SYM vanishes for any ’t Hooft coupling λ, we can claim that

N = 4 SYM in strong magnetic field B � T 2 at λ = λ∗ ≡ adjoint QCD with four flavors in

strong magnetic field B � T 2 at λ = λ∗,

where λ∗ is defined as the coupling at which the beta function of adjoint QCD with four flavors

vanishes. Note that in this article whenever we refer to adjoint QCD we are specifically referring

to the adjoint QCD with four flavors and at its conformal IR fixed point λ = λ∗.

Due to the above equivalence, using the AdS/CFT correspondence in order to study the

effect of the strong magnetic field B � T 2 on a strongly coupled N=4 SYM plasma or vacuum

is particularly interesting, since the results found for N = 4 SYM (at strong coupling and large
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Nc limit) also apply for adjoint QCD (at strong coupling and large Nc limit). Therefore, we

can conclude that the entropy density (280)

s =
1

3
√

3
N2
c BT , (4.3.147)

conductivity (210)

σ‖ =
1

32
√

3π3

B
T
, (4.3.148)

shear viscosity to entropy density ratio (212)

η‖

s
= π

T 2

B , (4.3.149)

and Chern-Simons diffusion rate (213)

Γ =
λ2

384
√

3π5
BT 2 , (4.3.150)

of N = 4 SYM plasma, in the strong magnetic field B � T 2 regime, are also the entropy

density, conductivity, shear viscosity to entropy density ratio, and Chern-Simons diffusion rate

of adjoint QCD plasma in strong magnetic field B � T 2 at λ = λ∗.

It would be very interesting to check the above claim numerically using the lattice adjoint

QCD (214) in strong magnetic field B � T 2 regime (for lattice QCD in magnetic field see

(215; 195)) which would also be a nice numerical verification of the AdS/CFT correspondence
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in a set up where supersymmetry is totally broken unlike the previous numerical tests of the

AdS/CFT correspondence which rely on supersymmetry (216).

4.3.1 Drag Force

It is well known that a quark moving at a constant velocity v, for example, through a strongly

coupled N=4 SYM vacuum, doesn’t loss its energy, even though it does in a plasma at finite

temperature T . The rates of energy and momentum loss of a heavy quark moving at constant

velocity v through a strongly coupled N=4 SYM plasma, with no magnetic field, were first

computed in (217; 218) using the AdS/CFT correspondence. Effects of fluid velocity gradients

and axial chemical potential on heavy quark energy loss has also been investigated in (219; 220).

And, the rates of energy and momentum loss of an accelerating quark moving through a strongly

coupled N=4 SYM vacuum, with no magnetic field, was found in (221; 222; 223), see also

(224; 225; 226; 227).

In thia thesis, using the AdS/CFT correspondence, we show that in the presence of a strong

magnetic field B, even a nonaccelerating quark moving at a constant velocity v, through a

strongly coupled N=4 SYM vacuum at T = 0, loses its energy at a rate linearly dependent on

B.

We will study the rates of energy and momentum loss of a heavy quark of mass M moving

with velocity v, in arbitrary direction, through a strongly magnetized plasma in the strong

coupling regime. The effect of the magnetic field directly on the heavy quark moving through

a non-magnetized plasma (ignoring the effect of the magnetic field on the plasma) was studied

in (228; 229). In this article, we rather ignore the effect of the magnetic field B directly on the
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heavy quark of relativistic mass γM �
√
B, where the Lorentz factor γ = 1√

1−v2
, and only

consider the effect of the strong magnetic field B � T 2 on the plasma. In other words, we will

work on the more physical limit γM �
√
B � T .

Specifically, we will study the rates of energy and momentum loss of a heavy quark of mass

M moving at constant velocity v through a strongly coupled N = 4 SYM plasma in the presence

of strong magnetic field B � T 2 using its 5-dimensional gravity dual.

The 5-dimensional background metric in the presence of strong magnetic field B � T 2 is

given by (280),

ds2 = gMNdx
MdxN =

R2

u2

(
−f(u)dt2 + dz2

)
+R2B(dx2 + dy2) +

R2

u2f(u)
du2 , (4.3.151)

where f(u) = 1− u2

u2
h
, the horizon corresponds to u = uh, the boundary to u = 0, the Hawking

temperature T of the BTZ black hole is T = 1
2πuh

, we identify R = R√
3

as the radius of the

AdS3 spacetime or BTZ black hole, and B =
√

3eB =
√

3Fxy as the physical magnetic field

at the boundary. Also, note that (Equation 4.3.151) is valid only near the horizon, i.e., in the

regime u� u0 = 1√
B . And, for an arbitrary strength of B, the metric numerically interpolates

between the AdS3 spacetime or BTZ black hole (Equation 4.3.151) near the horizon (IR) and

AdS5 spacetime near the boundary (UV)(280).

We will further rewrite the metric (Equation 4.3.151) as

ds2 =
R2

u2

(
− F dt2 + dz2 +H(dx2 + dy2) +

du2

F

)
, (4.3.152)
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where F = f(u) = 1 − u2

u2
h
, and H = u2B, so that, it resembles the anisotropic metric used

in (230), which we will follow closely in the following derivation of the energy and momentum

loses of a heavy quark.

On the gravity side the rates of energy and momentum loss of a heavy quark are described

by a string propagating in the background (Equation 4.3.152) governed by the equation of

motion for the string which is derived from the Nambu-Goto action

S = − 1

2πα′

∫
dτdσ

√
−det hab =

∫
dτdσ L , (4.3.153)

where hab = gMN∂aX
M (τ, σ)∂bX

N (τ, σ) is the induced worldsheet metric. In the following

expressions, we set R2/2πα′ =
√
λ/6π to one, and reinstate it at the end.

From the action (Equation 4.3.153), we determine the spacetime momentum flow ΠM along

the string to be

ΠM =
∂L

∂(∂σXM )
. (4.3.154)

Since, we have rotational symmetry in the xy-directions, we can set y = 0. Then, identifying

(t, u) = (τ, σ) and considering a string embedding of the form

x(t, u) →
(
vt+ x(u)

)
cosϕ , (4.3.155)

z(t, u) →
(
vt+ z(u)

)
sinϕ , (4.3.156)
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which corresponds to a quark moving with velocity v in the xz-plane at an angle ϕ with the

x-axis, the Lagrangian takes the form

L = − 1

u2
√
F

[
F + sin2 ϕ (F 2z′2 − v2)

+ H cos2 ϕ
[
F 2x′2 − v2 − Fv2(z′ − x′)2 sin2 ϕ

]]1/2

, (4.3.157)

and, the rates at which energy and momentum flow from the boundary to the horizon along

the string become

−Πt =
1

Lu4
Fv
[
x′ sin2 p+Hz′ cos2 p

]
,

Πx =
1

Lu4
H
[
F x′ + v2(z′ − x′) sin2 ϕ

]
cosϕ ,

Πz =
1

Lu4

[
F z′ +Hv2(x′ − z′) cos2 ϕ

]
sinϕ , (4.3.158)

where ′ denotes differentiation with respect to u. Note that

−Πt = Πx v cosp+ Πz v sinp = ~Π · ~v . (4.3.159)

Moreover, from the equation of motion ∂uΠM = 0 (which is valid only when the end of the

string or the heavy quark is nonaccelerating), we find that ΠM is a constant independent of u or

the mass of the quark M =
√
λ

2π

(
1
u − 1

uc

)
(218) where u is the radial location at which the end of

the string is attached to, say, a D7 brane. And, uc is the radius of the worldsheet horizon with
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uc = uh for v = 0, and constrained by u ≤ uc which is determined by requiring the time-time

component of the worldsheet metric to always be negative or zero. Therefore, we are free to fix

M to any value as long as it satisfies the bound
√
λ
√
B �M �

√
λT which is the result of the

geometrical bound u0 � u � uh, on the gravity side, and the physical requirement that the

mass of the heavy quark M must be much larger than the temperature T of the plasma, i.e.,

M �
√
λT or u � uh, so that the heavy quark can be considered a legitimate external probe

of the plasma.

In addition, we should note that, since requiring the time-time component of the worldsheet

metric at T = 0 and B = 0 (for the pure AdS5 bulk metric) to always be negative or zero would

result in the constraint 1 − v2 ≥ 0, we could conclude that the u = uc or M = 0 limit must

be accompanied by the v = 1 limit. So, in the vacuum at T = 0, the bound on M becomes

√
λ
√
B �M ≥ 0, hence we are free to set the mass of the quark M = 0, if we would like to, as

long as we also set its velocity v = 1.

In order to find the background solution of the string, we invert the relations (Equa-

tion 4.3.158) to find

x′ = ± v

F
√
H

Nx√
NzNx −D

, z′ = ± Hv

F
√
H

Nz√
NzNx −D

, (4.3.160)
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where

Nx = −Πx(FSec. p−Hv2 cosp) + ΠzHv
2 sinp , (4.3.161)

Nz = −Πz(F cscp− v2 sinp) + Πxv
2 cosp , (4.3.162)

D =
F cscpSec. p

u4

[
ΠzΠxu

4 −Hv2 cosp sinp
]

×
[
F − v2

(
H cos2 p+ sin2 p

)]
. (4.3.163)

Since, F (H) is monotonically decreasing (increasing) from the boundary to the horizon, the

last factor in square brackets in (Equation 4.3.163) is positive at the boundary and negative at

the horizon. Therefore, there exists a critical value uc in between such that

F c − v2
(
Hc cos2 p+ sin2 p

)
= 0 , (4.3.164)

where Hc = H(uc), and F c = F (uc). Note that at u = uc, D = 0, and

NzNx|uc = −v4 (Hc Πz cosp−Πx sinp)2 , (4.3.165)

is negative unless the momenta are related through

Πz

Πx
=

tanp

Hc
, (4.3.166)

in which case it vanishes.
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Then, requiring the first square bracket in (Equation 4.3.163) also vanishes at u = uc, and

using (Equation 4.3.166), we find

Πx = Hc
v cosp

u2
c

, Πz =
v sinp

u2
c

. (4.3.167)

Therefore, the drag force or the rate of momentum loss of a heavy quark, defined as ~Fdrag =

d~p
dt ≡ (−Πx,−Πz) is (after reinstating the factor R2/2πα′ =

√
λ/6π)

~Fdrag = −
√
λ

6π

v

u2
c

(Hc cosp, sinp) , (4.3.168)

which is exactly Eq. 3.22 in (230), up to an overall minus sign, once we exchange the x and z

components of the drag force.

Solving (Equation 4.3.164) for uc, we find

u2
c =

1

B

(
1− v2 sin2 p

4π2T 2

B + v2 cos2 p

)
, (4.3.169)

which can be used in (Equation 4.3.168), to find

~Fdrag = −
√
λBv
6π

(
cosp, sinp

(
4π2T 2

B + v2 cos2 p

1− v2 sin2 p

))
. (4.3.170)

Note that (Equation 4.3.170), exactly reduces to Eq. 3.113 and Eq. 3.95 of (206), by the

current author, Li, and Yee, when p = 0 (which corresponds to a heavy quark moving in the
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x-direction or perpendicular to the magnetic field) and p = π/2 (which corresponds to a heavy

quark moving in the z-direction or parallel to the magnetic field), respectively.

In the vacuum at T = 0, the rate of momentum loss d~p
dt (Equation 4.3.170) reduces to

d~p

dt
= −
√
λBv
6π

(
cosp, sinp

(
v2 cos2 p

1− v2 sin2 p

))
, (4.3.171)

which for v = 1 (and M = 0) becomes

d~p

dt
= −
√
λB

6π

(
cosp, sinp

)
. (4.3.172)

Therefore, the rate of energy loss dE
dt = Πt = d~p

dt · ~v, for a massless quark moving at the speed

of light v = 1 in N=4 SYM vacuum at T = 0, is

dE

dt
= −
√
λB

6π
. (4.3.173)

Similarly, for T 6= 0 but B � T 2 and v2 = v2
∗ = 1− 4π2T 2

B , the drag force (Equation 4.3.170)

reduces to

~Fdrag =
d~p

dt
= −
√
λBv∗
6π

(
cosp, sinp

)
= −
√
λB

6π
~v∗ . (4.3.174)

Therefore, the rate of energy loss dE
dt = Πt = ~Fdrag · ~v, for a heavy quark of mass M moving at

near the speed of light v2 = v2
∗ = 1− 4π2T 2

B ' 1 in N=4 SYM plasma at T �
√
B, becomes

dE

dt
= −
√
λB

6π
v2
∗ ' −

√
λB

6π
. (4.3.175)



197

In summary, we have found that a massless quark moving at the speed of light v = 1, in

arbitrary direction, through a strongly coupled and magnetized N=4 SYM vacuum at T = 0

loses its energy at a rate linearly dependent on B (Equation 4.3.173)

dE

dt
= −
√
λ

6π
B . (4.3.176)

We have also found that a heavy quark moving at near the speed of light v ' 1, in arbitrary

direction, through a strongly coupled and magnetized N=4 SYM plasma at T 6= 0 loses its

energy at a rate linearly dependent on B (Equation 4.3.175)

dE

dt
' −
√
λ

6π
B . (4.3.177)

We should also note that the results found in this article for N = 4 SYM (Equation 4.3.176)

and (Equation 4.3.177) are also the results one would find for adjoint QCD with four flavors

and at IR fixed point λ = λ∗.

From the phenomenological point of view the results (Equation 4.3.176) and (Equation 4.3.177)

are also very interesting since knowing the rate of energy loss in the presence of a strong mag-

netic field B is crucial for a complete understanding and numerical simulations of the energy

loss mechanisms of the hard probes of the quark-gluon plasma (QGP) produced in heavy ion

collisions.



CHAPTER 5

THERMALIZATION OF MAGNETIZED QUARK-GLUON PLASMA

(Previously published as Kiminad A. Mamo and Ho-Ung Yee, “Thermalization of Quark-

Gluon Plasma in Magnetic Field at Strong Coupling,” Phys. Rev. D 92, no. 10, 105005 (2015))

In this chapter, we study the effect of external magnetic field on the thermalization of QGP

at strong coupling regime using the AdS/CFT correspondence. Magnetic field can potentially

be important in the thermalization of QGP in heavy-ion collisions, since the thermalization

occurs at an early stage of heavy-ion collisions when the magnetic field is strong, before it dies

out with time.

In our study, the QGP that undergoes thermalization is modeled by falling of a thin spatial

mass shell to the bottom of AdS space, forming a black-hole at the end of thermalization (231).

See Refs. (232; 233; 234; 235; 236; 237) for other approaches. We treat the magnetic field as

external, and use known solutions of AdS geometries with magnetic field at zero and finite

temperatures. In a thin-shell approximation, we join two static solutions, one with zero tem-

perature and the other with finite temperature, across the falling shell via the Israel junction

condition (238). At each time, the location of the shell in the energy coordinate (holographic

coordinate) divides the AdS space into two regions: one with the geometry of zero temperature

that is not yet thermalized, and the other with finite temperature that is thermalized. As the

shell falls down towards infrared, eventually forming a black-hole, the AdS space becomes filled

with the geometry with finite temperature, representing dynamical thermalization. The proper

198



199

time (or Eddington-Finkelstein time) by which the shell forms a black-hole can be a reasonable

definition of thermalization time in the model (125).

Magnetic AdS geometries with zero and finite temperatures

For joining of two static solutions across a thin falling shell to work, each static solution one

uses for the two different regions that the shell divides the space-time into, must be isotropic

and homogeneous: this requirement is seen in the Israel junction condition in the subsequent

analysis. The underlying reason for this requirement can be understood by the Einstein-Maxwell

equations with a source (the shell) viewed as an initial value problem. The shell (which is

assumed to be neutral) starting from rest at initial time and moving along its trajectory would

normally source metric perturbations inside its future light cone while it falls down by its own

gravity. There is no a priori reason to expect that the resulting geometry in the future will

simply be given by joining of two static geometries across the falling shell: one instead expects

gravitational waves emanating from the shell. In the presence of isotropy and homogeneity

however, a powerful uniqueness theorem of Einstein-Maxwell theory dictates that a (neutral)

homogeneous and isotropic solution in a connected region with no sources is completely fixed

by its conserved energy density, and must take a form of static black-hole with that conserved

energy density. The two regions bounded by the shell have constant energy densities differing

by the energy density of the shell, and since these energies are conserved, the geometries in

each region are fixed by the uniqueness theorem to be those static geometries with conserved

energy densities. This is the physical reason why the falling shell ansatz works: simply put, no

gravitational radiation is possible in isotropic and homogeneous collapse (239).
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We look for AdS geometries with magnetic field which possess isotropy and homogeneity.

In dimension D = 5 (corresponding to 4-dimensional QGP) a single magnetic field necessarily

breaks isotropy. To overcome this difficulty, we consider N = 4 super-Yang-Mills gauge theory

with global SO(6)R R-symmetry that allows three orthogonal magnetic fields from each U(1)3 ⊂

SO(6)R of equal magnitude. Although our model for the magnetic field from R-symmetry of

N = 4 super Yang-Mills theory has differences from QCD, such as the charge content of the

matter fields, we expect that the universal feature we observe in this model could indicate the

similar trend in real QCD in strong coupling regime.

The corresponding theory in AdS is the gauged U(1)3 supergravity which is a particular

Einstein-Maxwell-Scalar theory. It admits an exact solution with three orthogonal magnetic

fields of equal magnitude that ensures isotropy and homogeneity of the energy-momentum

tensor (240). The action is given by

(16πG5)L = (R− V )− 1

2

2∑
I=1

(∂φI)
2 − 1

4

3∑
a=1

X−2
a (F a)2 +

1

4
√−g5

εµνρσλF 1
µνF

2
ρσA

3
λ , (5.0.1)

where F aµν = ∂µA
a
ν − ∂νAaµ and

V = − 4

L2

3∑
a=1

X−1
a

X1 = e
− 1√

6
φ1− 1√

2
φ2 , X2 = e

− 1√
6
φ1+ 1√

2
φ2 , X3 = e

2√
6
φ1 . (5.0.2)
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We will set L = 1 in the following.The field equations derived from the Lagrangian (Equa-

tion 7.4.26) admit an exact magnetically charged AdS5 black hole solution (240)

ds2
5 =

dz2

f(z)z2
− f(z)

z2
dt2 +

(d~x)2

z2
,

F aij = εaijB , φI = 0 , (5.0.3)

where a = 1, 2, 3 labels three U(1) R-symmetries and i, j = 1, 2, 3 are spatial indices. The

function f(z) is

f(z) = 1−mz4 +
1

8
B2z4 log (mz4) , (5.0.4)

with zH = m−
1
4 being the location of the black hole horizon solving f(zH) = 0. The parameters

(m,B) are related to the temperature T by

T = −f
′(zH)

4π
=

8m−B2

8πm3/4
. (5.0.5)

Note that at m = 1
8B

2, the temperature of the black hole (Equation 5.0.5) goes to zero, and

hence the extremal zero temperature solution in the presence of magnetic fields is given by

f0(z) = 1− 1

8
B2z4 +

1

8
B2z4 log (

1

8
B2z4) . (5.0.6)

We map this to the field theory vacuum in the presence of magnetic field. We must have

m ≥ 1
8B

2 for thermodynamic stability.
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In 4-dimensional AdS space (corresponding to a field theory in 3-dimensions), one can realize

isotropy and homogeneity with a single magnetic field F12 = B. The exact black hole solution

with magnetic field in the Einstein-Maxwell theory is known (241)

ds2
4 =

dz2

f(z)z2
− f(z)

z2
dt2 +

(d~x)2

z2
, (5.0.7)

where

f(z) = 1−mz3 +B2z4 . (5.0.8)

The location of the black hole horizon is given by f(zH) = 0, and the temperature T is

T = −f
′(zH)

4π
=

3−B2z4
H

4πz3
H

. (5.0.9)

When m = m0 ≡ 4
33/4B

3/2, the temperature of the black hole solution (Equation 5.0.9) becomes

zero, and hence the extremal zero temperature solution is given by the blackening factor,

f0(z) = 1− 4

33/4
B3/2z3 +B2z4 . (5.0.10)

The metric (Equation 5.0.7) with m = 0, that is f(z) = 1 + B2z4, is a solution of the

Einstein-Maxwell equation without black-hole horizon. The reason why it can not be the

solution for zero temperature is its violation of causality: the speed of light in the bulk AdS

with respect to the field theory coordinates (t, ~x) at position z is c(z) = f(z), which has to be
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less than 1 to respect causality of the field theory (242). This means that this geometry should

be excluded in a meaningful AdS/CFT correspondence.

Holographic thermalization with magnetic field

The thin shell initially starting from rest at a position zi = 1/πQs collapses from the UV

region of small z to the IR region of large z under its own gravity, eventually passing through

its black-hole horizon by which we have thermalization. The geometry is constructed by joining

a black hole solution with finite temperature (Equation 5.0.4) above the shell in the UV region

with the zero temperature solution (Equation 5.0.6) below the shell, across the trajectory of

the shell in (t, z) coordinates that is determined by Israel junction conditions.

The metric induced on the 4-dimensional world-volume Σ of the shell can be written in a

conformal form

ds2
Σ =

−dτ2 + (d~x)2

(z(τ))2 , (5.0.11)

where z(τ) is the position of the shell in z coordinate at a conformal time τ . Continuity

of the metric across the shell requires identifying ~x on Σ with ~x in the background. The

trajectory of the shell with respect to (tU , z) coordinates in the upper (UV) region of space-

time parameterized by the conformal time τ , that is (tU (τ), z(τ)), determines the induced metric

on Σ. Comparing time component of that with (Equation 7.5.32) gives

f (z(τ)) ṫ2U (τ)− ż2(τ)

f (z(τ))
= 1 , (5.0.12)
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where · ≡ d
dτ . This relates tU and τ , given a trajectory z(τ). Similarly, the same trajectory

with respect to the IR coordinates (tL(τ), z(τ)) should satisfy the condition

f0 (z(τ)) ṫ2L(τ)− ż2(τ)

f0 (z(τ))
= 1 , (5.0.13)

that gives a relation between tL and τ once the trajectory z(τ) is found. Finally the Israel

junction condition is

[Kij − γijK] = −8πG5Sij , (5.0.14)

where [A] ≡ AL − AU , Sij is the energy-momentum tensor on the shell, and γij is the induced

metric on the shell with respect to the shell coordinate ξi = (τ, ~x). The K
U/L
ij are extrinsic

curvatures evaluated on the shell from the upper and lower regions respectively,

Kij =
∂xα

∂ξi
∂xβ

∂ξj
∇αnβ = −nα

(
∂2xα

∂ξi∂ξj
+ Γαβγ

∂xβ

∂ξi
∂xγ

∂ξj

)
, (5.0.15)

with the unit normal vectors nµL/R to the surface Σ pointing to the direction of increasing z.

They are given by

nU =

(
zż

f(z)

)
∂

∂t
+
(
zf(z)ṫ

) ∂
∂z

,

nL =

(
zż

f0(z)

)
∂

∂t
+
(
zf0(z)ṫ

) ∂
∂z

, (5.0.16)
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where all quantities are evaluated on the shell. The non-vanishing components of K
U/L
ij are

KU
ττ = − ṫU

z

(
f (f ′ + 2z̈)

2 (f + ż2)
− f

z

)
,

KU
ij = − ṫUf

z2
δij , i, j = 1, 2, 3 ,

KL
ττ = − ṫL

z

(
f0 (f ′0 + 2z̈)

2 (f0 + ż2)
− f0

z

)
,

KL
ij = − ṫLf0

z2
δij , i, j = 1, 2, 3 . (5.0.17)

where ′ ≡ d
dz . Assuming energy-momentum tensor on the shell of a conformal form,

Sij = 4p(z)uiuj + γijp(z) , ui =

(
1

z
, 0, 0, 0

)
, (5.0.18)

with the pressure p(z) to be determined, the junction condition becomes

f0ṫL − f ṫU = 8πG5p(z) ,

ṫL
zf0

(
f ′0
2 + z̈

)
(f0 + ż2)

− ṫU
zf
(
f ′

2 + z̈
)

(f + ż2)
= 4 · 8πG5p(z) . (5.0.19)

Removing p(z) from the above equations and using

ṫL =

√
f0 + ż2

f0
, ṫU =

√
f + ż2

f
, (5.0.20)
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B (fm−2) zH (fm) m (fm−4) C (fm−4)

0 0.209 525.5 263.7
2.06 0.209 527.6 262.6
5.16 0.208 538.7 260.2
25.81 0.187 810.6 272.1
51.61 0.162 1469.1 331.0

TABLE I

(AdS5) Parameters of our numerical solutions for RHIC with a late-time temperature T = 300
MeV and several exemplar values of B = 0; 0.08 GeV 2; 0.2 GeV 2; 1 GeV 2; 2 GeV 2.

from (Equation 5.0.12) and (Equation 5.0.13), the resulting equation for ż is integrable to give

ż =

√(
Cz4

2
+
f0(z)− f(z)

2Cz4

)2

− f0(z) , (5.0.21)

with a constant of motion C > 0. This reproduces the one in Ref. (125). We choose to

express the falling trajectory in terms of the boundary time tU which can be identified with the

field theory (QCD) time on the boundary. Using the relation (Equation 5.0.12), the solution

(Equation 5.0.21) translates to

dz

dtU
= f(z)

√√√√√√
(
Cz4

2 + f0(z)−f(z)
2Cz4

)2
− f0(z)(

Cz4

2 + f0(z)−f(z)
2Cz4

)2
− (f0(z)− f(z))

, (5.0.22)

which we solve numerically. More precisely, the thermalization time is defined as the Eddington-

Finkelstein time when the mass shell passes through its black-hole horizon (125).
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Following (125), we set our initial condition of the falling mass shell in terms of the saturation

scale Qs, which governs the initial gluon distribution, as

z (tU = 0) = zi =
1

πQs
, ż (tU = 0) = 0 . (5.0.23)

We measure z in units of fm. For RHIC, we take Qs = 0.87 GeV = 4.42 fm−1, and for LHC

we have Qs = 1.23 GeV = 6.24 fm−1. In Table Table I, we show parameters of our numerical

solutions after fixing the final thermalization temperature to be T = 300 MeV for RHIC for

several exemplar values of magnetic field. In Figure 26, we show the time history of falling mass

shell in the field theory (QCD) time tU for a few exemplar values of magnetic field B with a fixed

final temperature. The plots clearly indicate that the presence of magnetic field speeds up the

thermalization of the plasma: the stronger the magnetic field, the shorter the thermalization

time. More precisely, the thermalization time is defined as the Eddington-Finkelstein time when

the mass shell passes through its black-hole horizon (125). However, it is qualitatively similar

to the time in Schwarz coordinate tU we show when the mass shell falls close to the horizon.

Instead of fixing final temperature, we also study the case where the energy density measured

from zero temperature but finite B state is fixed while we vary magnetic field, that is we fix

∆ε ≡ ε(T,B)− ε(T = 0, B), which can be interpreted as the energy density thrown by colliding

nuclei into the background magnetic field. Explicitly, we have

∆ε =
N2
c

4π2

(
3

2
m+

3

16
B2

(
log

(
B2

8m

)
− 1

))
, (5.0.24)
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Figure 26. (AdS5) Thermalization history of falling mass shell for RHIC (left) and LHC
(right). The late-time temperature is fixed to be T = 300 (400) MeV for RHIC (LHC), and

the magnetic fields are
B = 0 (0) (solid blue); 0.08 (0.3) (orange); 0.2 (0.52) (green); 1 (1.32) (red); 2 (2.64) (violet)
GeV 2 for RHIC (LHC). Thermalization time is when the curve reaches its plateau at the

horizon.

which determines the parameter m in the geometry, given a fixed ∆ε and varying B. In

Figure 27, we show the resulting time trajectories of energy shell with ∆ε chosen to be the

energy density of T = 300 MeV, B = 0 state. Our observation of faster thermalization with

magnetic field seems robust.

To examine whether our conclusion depends on the number of dimensions the field theory re-

sides in, we study the thermalization of plasma in magnetic field in one less dimension. In AdS4

(corresponding to 3-dimensional field theory), the analysis is the same with (Equation 5.0.8) in
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Figure 27. (AdS5) Thermalization history of falling mass shell for fixed energy density, and
varying magnetic field B = 0 (solid blue); 0.08 (orange); 0.2 (green); 1 (red); 2 (violet)

GeV 2 for RHIC.

the place of (Equation 5.0.4), and (Equation 5.0.10) in the place of (Equation 5.0.6), but with

the energy-momentum tensor on the shell taking a 3-dimensional conformal form,

Sij = 3p(z)uiuj + γijp(z) , ui =

(
1

z
, 0, 0

)
. (5.0.25)

We arrive at

dz

dtU
= f(z)

√√√√√√
(
Cz3

2 + f0(z)−f(z)
2Cz3

)2
− f0(z)(

Cz3

2 + f0(z)−f(z)
2Cz3

)2
− (f0(z)− f(z))

, (5.0.26)

which can be solved numerically given the constant C which, as before, should be determined

from initial conditions. In Figure 28, we show the time history of falling mass shell trajectory

in field theory time tU for a few exemplar values of magnetic field B for 3-dimensional gauge

theory with a fixed final temperature. Again, the plots clearly demonstrate that the presence

of magnetic field hastens the thermalization.
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Figure 28. (AdS4) Thermalization history of falling mass shell in AdS4 for a late-time
temperature of T = 300, and the magnetic fields are
B = 0 (solid blue); 0.08 (orange); 0.2 (green) GeV 2.

In summary, in the framework of AdS/CFT correspondence, we have studied the thermal-

ization of strongly coupled gauge theory plasma in the presence of magnetic field, utilizing

simplified picture of thermalization as falling of a thin homogeneous energy-shell towards the

black-hole horizon. Our results in various dimensions have revealed that magnetic field univer-

sally hastens thermalization in strong coupling regime. At weak coupling, a strong magnetic

field causes the dimensional reduction of the system into 1-dimensional one with lowest Landau

levels, and one may study the effects of magnetic field to thermalization at weak coupling in this

context. It would be interesting to see how weak coupling result compares with our conclusion

in this work at strong coupling.



CHAPTER 6

CONFINEMENT-DECONFINEMENT PHASE TRANSITION IN

EXTERNAL MAGNETIC FIELD

(Previously published as Kiminad A. Mamo and Ho-Ung Yee, “Inverse magnetic catalysis

in holographic models of QCD,” JHEP 1505, 121 (2015))

Recently, the study of the QCD phase diagram for magnetic field B has attracted consid-

erable attention (243; 244; 245; 246; 247; 248; 249; 250; 251; 252; 253; 254; 258; 255; 256; 257;

259; 260; 195), see (67) for a review. The main motivation for studying the QCD phase diagram

under external magnetic field B stems from the fact that strong magnetic field B is produced

in heavy ion collisions experiments at RHIC eB ∼ 0.01 GeV 2 and LHC eB ∼ 0.25 GeV 2 (54),

due to the charged spectator particles, which has interesting effects on the quark-gluon plasma

created during these heavy ion collision experiments (152; 153; 261; 262; 263; 103), see (67) for

a review. A strong magnetic field eB ∼ 4 GeV 2 is also produced during the electroweak phase

transition of the early Universe (264), and relatively weaker magnetic field eB ∼ 1 MeV 2 is

produced in the interior of dense neutron stars (265).

Another motivation comes from the fact that the study of the QCD phase diagram with

magnetic field B is amenable to numerical simulations of QCD on the lattice, without facing

the sign problem of lattice QCD that exist in the case of non-zero baryon chemical potential

µB, creating an opportunity to compare the holographic and low energy effective models of

QCD directly with QCD itself.
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Regarding the study of the QCD phase diagram for magnetic field B, most of the models

for QCD (243; 244; 245; 246; 247; 248; 249; 250; 251; 252), including the holographic ones

(253; 254; 258; 255; 256; 257), have studied chiral-symmetry-restoration transition and have

predicted that the critical temperature Tc of the transition increases with increasing magnetic

field B at zero chemical potential µ = 0. This enhancing effect of the magnetic field B on

the critical temperature Tc has been termed magnetic catalysis. However, recent lattice QCD

result (195) has indicated the opposite effect, that is, the critical temperature Tc decreases with

increasing magnetic field B, for B . 1 GeV 2 and zero chemical potential µ = 0. This inhibiting

effect of the magnetic field B on the critical temperature Tc has been termed inverse magnetic

catalysis.

Even though, the recent lattice QCD result (195) has also indicated that the confinement-

deconfinement and chiral symmetry breaking phase transitions occur at the same critical tem-

perature Tc(B) at least for B . 1 GeV 2, most holographic calculations so far (253; 254; 258;

255; 256; 257; 259) have been concerned only with Tc(B) of the chiral symmetry breaking phase

transition.

However, recently, reference (260), inspired by the recent lattice QCD result (195), has a

priori assumed confinement and chiral symmetry breaking transitions to occur at the same

critical temperature Tc in Sakai-Sugimoto model, and has argued that, in this case, Tc(B) must

be a decreasing function of B, consistent with the recent lattice QCD result (195), but has not

provided a direct computation of Tc(B).
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In this thesis, we give a direct computation of the critical temperature Tc(B) of the confinement-

deconfinement phase transition in hard-wall AdS/QCD, and holographic duals of flavored and

unflavored N = 4 SYM on R3 × S1 where S1 is a circle of length l in one of the spatial direc-

tions. (Note that, at finite temperature T , R3 is really S1
τ × R2 where S1

τ is the thermal circle

with length 1
T .) Also, note that, since the fermions of both the flavored and unflavored N = 4

SYM on R3 × S1 obey antiperiodic boundary conditions around the circle S1, they acquire a

tree-level mass m ∼ 1
l . The scalars are periodic around the circle, hence they acquire masses

only at the quantum level through their couplings to the fermions (53). The gluons, however,

do not acquire masses, therefore, at low-energy, both flavored and unflavored N = 4 SYM on

R3 × S1 reduce to pure 3D Yang-Mills theory.

It is well known that both flavored and unflavored N = 4 super-Yang Mills theories (SYM)

on flat spacetime R4 are not confining gauge theories. However, they can be made confining

in the large-Nc limit by placing them on a compact space with length l, and the confinement-

deconfinement phase transition occurs at critical temperature Tc = 1
l (266; 269; 267), see

(53; 363) for a review. In our case, the compact space is R3×S1, that is, we compactify one of

the spatial dimensions into a circle of length l.

The confinement-deconfinement phase transition both in flavored and unflavored N = 4

SYM on R3×S1 is holographically modeled by a phase transition between a black hole solution

with radius of horizon r = rh, and AdS5-soliton solution which smoothly ends at r = r0.

However, to study the confinement-deconfinement phase transition in QCD on R4 at strong

coupling, we use the hard-wall AdS/QCD model where the confinement-deconfinement phase
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transition, of QCD on R4, is holographically modeled by a phase transition between a black hole

solution with radius of horizon r = rh, and thermal-AdS5 solution with hard-wall IR cut-off

r = r0.

We derive the corresponding thermal-AdS5 solution which is the holographic dual to the

confined phase of QCD on R4 by starting from a black hole solution, which corresponds to the

deconfined phase of strongly coupled QCD on R4, by setting the mass of the black hole to zero

(277). And, we derive the corresponding AdS5-soliton solution, which is the holographic dual

to the confined phase of flavored and unflavored N = 4 SYM on R3 × S1, by ”double Wick

rotating” a black hole solution (53; 363).

In this thesis, we use two black hole solutions in the presence of constant magnetic field B.

First, we use the black hole solution in the presence of constant magnetic field B � T 2 found in

(93) to study the confinement-deconfinement phase transition in strongly coupled QCD on R4

and unflavored N = 4 SYM on R3×S1. Then, we use the black hole solution in the presence of

constant magnetic field B, including the backreaction of Nf flavor or D7-branes for Nf � Nc,

found in (272) to study the confinement-deconfinement phase transition in flavored N = 4 SYM

on R3 × S1.

The effect of magnetic field B on different observables has also been studied in (213; 210;

273; 212; 274) using the backreacted black hole solution of (93) without flavor D7-branes.

Depending on the specific holographic models to QCD, various length and energy scales

appear throughout this paper. Some of the relevant length and energy scales are: the radius

of the AdS5 spacetime L which we set to L = 1, the radius of the black hole horizon rh
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which is related to the Hawking temperature TH of the black hole (which is dual to the field

theory temperature T = TH), the radial position of the canonical singularity of the AdS5-

soliton r0 = πTc(B = 0) = π × 0.175 GeV = 0.55 GeV for flavored and unflavored N = 4

SYM on R3 × S1, the radial position of the hard-wall r0 =
mρ

2.405 = 0.323 GeV in the thermal-

AdS5 solution for the hard-wall AdS/QCD, and an external magnetic field B in the range of

0 − 0.35 GeV 2 for the hard-wall AdS/QCD model and 0 − 4.2 GeV 2 for the flavored N = 4

SYM on R3 × S1.

6.1 Einstein-Maxwell Theory in 5D

In this section, we review elements of Einstein-Maxwell theory in 5D which will, subse-

quently, be used to study confinement-deconfinement phase transitions in hard-wall AdS/QCD

and holographic dual of unflavored N = 4 SYM on R3 × S1.

The action of five-dimensional Einstein-Maxwell theory with a negative cosmological con-

stant is (93)

S = Sbulk + Sbndy , (6.1.1)

where the bulk action Sbulk is

Sbulk =
1

16πG5

∫
d5x
√−g

(
R− FMNFMN +

12

L2

)
, (6.1.2)

and the boundary action Sbndy is

Sbndy =
1

8πG5

∫
d4x
√−γ

(
K − 3

L
+
L

2

(
ln
r

L

)
FµνFµν

)∣∣∣∣
r=rΛ

. (6.1.3)
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In the boundary action Sbndy (Equation 6.1.3), the first term is the Gibbons-Hawking surface

term, and the other terms are the counter terms needed to cancel the UV(rΛ →∞) divergences

in the bulk action in accordance with the holographic renormalization procedure (11). Note

that the counter terms are entirely constructed from the induced metric γµν on the boundary

surface at r = rΛ, that is,

γµν(rΛ) = diag (gtt(rΛ), gxx(rΛ), gyy(rΛ), gzz(rΛ)) . (6.1.4)

And, K is the trace, with respect to γµν , of the extrinsic curvature of the boundary given by

Kµν = (∂rγµν)/(2
√
grr). Using the matrix formula ∂µ(detM) = detMtr(M−1∂µM) (363), we

can write K = γµνKµν =
√
grr∂r

√
γ√

γ (93; 363).

In addition to the Bianchi identity, the field equations are (93)

RMN = − 4

L2
gMN −

1

3
FPQFPQgMN + 2FMPF

P
N , (6.1.5)

∇MFMN = 0 . (6.1.6)

From now on we set the AdS radius to unity, that is, L = 1.

Turning on a constant bulk magnetic field, in the z-direction, Bz = Fxy = ∂xAy−∂yAx = B,

where the bulk gauge potential Aµ(x, r) = 1
2B(xδyµ − yδxµ),which solves Maxwell’s equation
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(Equation 6.1.6), and contracting Einstein’s field equation (Equation 6.1.5), one can find the

Ricci scalar R = gMNRMN to be

R = −20 +
2

3
B2gxxgyy. (6.1.7)

So, the on-shell Euclidean action SE (which can be found from the Lorentzian action (Equa-

tion 6.1.1) by analytic continuation in the imaginary time direction, i.e., tE = it) takes the

form

SE = SEbulk + SEbndy , (6.1.8)

where the on-shell Euclidean bulk action SEbulk is

SEbulk =
V3

8πG5

∫ β

0
dtE

∫ rΛ

r′
dr
√
g
(

4 +
2

3
B2gxxgyy

)
, (6.1.9)

and, the on-shell Euclidean boundary action SEbndy is

SEbndy = − V3

8πG5

∫ β

0
dtE
√
γ

(
K − 3 +B2gxxgyy ln rΛ

)
, (6.1.10)

and, rΛ is the UV cut-off while r′ is the radius of the horizon r′ = rh for a black hole solution,

and IR cut-off r′ = r0 for a thermal-AdS5 or AdS5-soliton solutions. From now on we set

V3 = 8πG5 = 1. Also, note that the on-shell Euclidean action SE is related to the free energy

F by SE = βF .

Background solutions with B � T 2
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Here, we review the black hole solution in the presence of constant magnetic field B � T 2

found in (93) which corresponds to the deconfined phase of strongly coupled QCD on R4 (flat

spacetime) and unflavored N = 4 SYM on R3×S1. Then, starting from the black hole solution,

by setting the mass of the black hole to zero (277), we derive the corresponding thermal-AdS5

solution which is the holographic dual to the confined phase of strongly coupled QCD on flat

spacetime R4. And, by ”double Wick rotating” the black hole solution (53; 363), we derive

the corresponding AdS5-soliton solution which is the holographic dual to the confined phase of

unflavored and strongly coupled N = 4 SYM on R3 × S1.

Black hole

For B � T 2 and electric charge density ρ, the perturbative black hole solution in powers of

B, up to an integration constant a3 is given in Eq. 6.1 and 6.16 of Ref. (93). Here, we set the

electric charge density ρ = 0 and fix the integration constant a3 = −2
3 so that the perturbative

solution in powers of B matches the near boundary solution which is also given in Eq. 4.4,

4.5 and 6.16 of (93). Therefore, the black hole solution in Eq. 6.1 and 6.16 of Ref. (93), for

vanishing electric charge density ρ = 0 and a3 = −2
3 , takes the form

ds2
bh = r2

(
−f(r)dt2 + q(r)dz2 + h(r)

(
dx2 + dy2

))
+

dr2

f(r)r2
, (6.1.11)

f(r) = 1− M

r4
− 2

3
B2 ln r

r4
+O(B4) ,

q(r) = 1− 2

3
B2 ln r

r4
+O(B4) ,

h(r) = 1 +
1

3
B2 ln r

r4
+O(B4) ,
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and, the Hawking temperature T becomes

T =
1

β
= U ′(rh) =

rh
2π

(
1 +

M

r4
h

− 2

3
B2

(
1

2r4
h

− ln rh
r4
h

))
+O(B4) , (6.1.12)

where M is the mass of the black hole, U(r) = r2f(r), the radius of the horizon rh is defined by

requiring f(r = rh) = 0, T is the Hawking temperature of the black hole, and β is the length

of the thermal circle which acquired a fixed value as a function of rh in order to avoid the

canonical singularity at the horizon r = rh. One can also check that (Equation 6.1.11) indeed

satisfies the Einstein field equation (Equation 6.1.5) or its contracted version (Equation 6.1.7).

Thermal-AdS5

The thermal-AdS5 solution can be found from a black hole solution by setting the mass

of the black hole M to zero, see (277) for the electrically charged black hole case. Therefore,

from the black hole solution for B � T 2 (Equation 6.1.11), we can determine the thermal-AdS

solution for B � Λ2
IR ∼ r2

0 by setting the mass of the black hole M = 0,

ds2
thermal = r2

(
−f0(r)dt2 + q(r)dz2 + h(r)

(
dx2 + dy2

))
+

dr2

f0(r)r2
, (6.1.13)

f0(r) = 1− 2

3
B2 ln r

r4
+O(B4) ,

q(r) = 1− 2

3
B2 ln r

r4
+O(B4) ,

h(r) = 1 +
1

3
B2 ln r

r4
+O(B4) .

AdS5-soliton
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The AdS5-soliton solution (268; 269) can be determined from the black hole solution (Equa-

tion 6.1.11) by ”double Wick rotation” t = iz′ and z = it′ (53; 363). Therefore, for B � Λ2
IR ∼

r2
0 the AdS5-soliton solution is,

ds2
soliton = r2

(
fs(r)dz

′2 − q(r)dt′2 + h(r)
(
dx2 + dy2

))
+

dr2

fs(r)r2
, (6.1.14)

fs(r) = 1− M

r4
− 2

3
B2 ln r

r4
+O(B4) ,

q(r) = 1− 2

3
B2 ln r

r4
+O(B4) ,

h(r) = 1 +
1

3
B2 ln r

r4
+O(B4) ,

1

l
=

U ′(r0)

4π
=
r0

2π

(
1 +

M

r4
0

+
2

3
B2

(
ln r0

r4
0

− 1

2r4
0

))
+O(B4).

where l is the length of the circle in the compactified z′ direction which is arbitrary for the

black hole solution but in order to avoid the canonical singularity at r = r0 (where r0 is defined

by requiring fs(r = r0) = 0), it acquires a finite value which is given in terms of r0 for the

AdS5-soliton solution (Equation 6.1.14).

On-shell Euclidean actions with B � T 2

Here, we determine the on-shell Euclidean actions (free energies) for the black hole, thermal-

AdS5, and AdS5-soliton solutions. And, we compute the difference between the on-shell Eu-

clidean actions of the deconfining geometry (which is the black hole geometry for both hard-wall

AdS/QCD and holographic dual of unflavored N = 4 SYM on R3 × S1) and the confining ge-
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ometry (which is the thermal-AdS5 geometry for hard-wall AdS/QCD, and the AdS5-soliton

geometry for holographic dual of unflavored N = 4 SYM on R3 × S1).

Black hole

The on-shell Euclidean action SE = Sbh (Equation 6.1.8) for the black hole solution with

B � T 2 (Equation 6.1.11) is

Sbh = Sbulk + Sbndy, (6.1.15)

where the on-shell Euclidean bulk action of the black hole Sbulk for B � T 2 is

Sbulk =

∫ β

0
dtE

∫ rΛ

rh

dr
√
g
(

4 +
2

3
B2gxxgyy

)
, (6.1.16)

and the on-shell Euclidean boundary action of the black hole Sbndy for B � T 2 is

Sbndy = −
∫ β

0
dtE
√
γ

(√
grr∂r

√
γ

√
γ

− 3 +B2gxxgyy ln rΛ

)
. (6.1.17)

The bulk action Sbulk (Equation 6.1.16) (after using the black hole metric for B � T 2 (Equa-

tion 6.1.11), using the fact that h(r)
√
q(r) = 1 +O(B4), evaluating the integrals, and simpli-

fying) become

Sbulk = −β
(
r4
h − r4

Λ −
2

3
B2 ln rΛ +

2

3
B2 ln rh

)
+O(B4), (6.1.18)
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which diverges when rΛ →∞, and the boundary action Sbndy (Equation 6.1.17) becomes

Sbndy = −β(r4
Λ +

2

3
B2 ln rΛ −

1

2
M − 1

3
B2) +O(B4), (6.1.19)

where we ignored terms which goes to zero in the rΛ → ∞ limit. Also note that (Equa-

tion 6.1.19) diverges when rΛ → ∞, but the sum of Sbulk (Equation 6.1.18) and Sbndy (Equa-

tion 6.1.19) is finite. Hence, the black hole on-shell Euclidean action Sbh (Equation 6.1.15)

is

Sbh = Sbulk + Sbndy = −β
(
r4
h −

1

2
M +

2

3
B2 ln rh −

1

3
B2

)
+O(B4) . (6.1.20)

Thermal-AdS5

The on-shell Euclidean action SE = Sthermal (Equation 6.1.8) for the thermal-AdS5 solution

with B � Λ2
IR ∼ r2

0 (Equation 6.1.13) is

Sthermal = Stbulk + Stbndy, (6.1.21)

where the on-shell Euclidean bulk action Stbulk of the thermal-AdS5 for B � Λ2
IR ∼ r2

0 is

Stbulk =

∫ β′

0
dtE

∫ rΛ

r0

dr
√
g
(

4 +
2

3
B2gxxgyy

)
, (6.1.22)
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and the on-shell Euclidean boundary action Stbndy of the thermal-AdS5 for B � T 2 is

Stbndy = −
∫ β′

0
dtE
√
γ

(√
grr∂r

√
γ

√
γ

− 3 +B2gxxgyy ln rΛ

)
. (6.1.23)

The thermal-AdS5 bulk action Stbulk (Equation 6.1.22) (after using the thermal-AdS5 metric

for B � T 2 (Equation 6.1.13), using the fact that h(r)
√
q(r) = 1 + O(B4), evaluating the

integrals, and simplifying) becomes

Stbulk = −β′
(
r4

0 − r4
Λ −

2

3
B2 ln rΛ +

2

3
B2 ln r0

)
+O(B4), (6.1.24)

which diverges when rΛ →∞, and the thermal-AdS5 boundary action Stbndy (Equation 6.1.23)

becomes

Stbndy = −β′(r4
Λ +

2

3
B2 ln rΛ −

1

3
B2) +O(B4), (6.1.25)

which diverges as well when rΛ →∞. But, the sum of Stbulk (Equation 6.1.24) and Stbndy (Equa-

tion 6.1.25) is finite. Hence, the thermal on-shell Euclidean action Sthermal (Equation 6.1.21)

becomes

Sthermal = −β(r4
0 +

2

3
B2 ln r0 −

1

3
B2) +O(B4). (6.1.26)

where we used β′ = β
√
f = β at the boundary rΛ →∞.



224

Therefore, ∆SE (which is the difference between the AdS5 black hole (Equation 6.1.20) and

thermal-AdS5 (Equation 6.1.26) on-shell Euclidean actions) becomes

∆SE = Sbh − Sthermal = −β
(
r4
h − r4

0 −
1

2
M +

2

3
B2 ln(

rh
r0

)

)
+O(B4) . (6.1.27)

AdS5-soliton

Since, black hole (Equation 6.1.11) and AdS5-soliton (Equation 6.1.14) are equivalent Eu-

clidean geometries, their on-shell Euclidean actions take similar form. In fact, the on-shell

Euclidean action of AdS5-soliton can be found by merely replacing rh by r0 in the on-shell

Euclidean action for the black hole (363). Therefore, the difference between the on-shell actions

Sbh of the black hole (Equation 6.1.20) and Ssoliton of AdS5-soliton geometries is simply

∆SE = Sbh − Ssoliton = −β
(
r4
h − r4

0 +
2

3
B2 ln

rh
r0

)
+O(B4) . (6.1.28)

6.2 Hard-Wall AdS/QCD

For hard-wall AdS/QCD(93),we determine the critical temperature Tc(B) of the confinement-

deconfinement phase transition by first determining the critical radius of the horizon rh = rhc

from the condition that the difference between the Euclidean actions for the black hole and

thermal-AdS5 solutions vanish at rh = rhc, i.e., ∆SE(rh = rhc) = 0. For B � T 2, requiring
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Figure 29. Critical temperature Tc(B) of the hard-wall AdS/QCD with
r0 =

mρ
2.405 = 0.323 GeV Note: B =

√
3B is the physical magnetic field at the boundary.

∆SE(rhc) = 0 in (Equation 6.1.27), we find the constraint equation for the critical radius of the

horizon rhc to be

r4
hc +

2

3
B2 ln(

rhc
r0

)− 2r4
0 +O(B4) = 0, (6.2.29)

which can be solved numerically for rhc(B, r0). Note that, we have fixed M = 2r4
0 in (Equa-

tion 6.1.27), so that (Equation 6.2.29) reduces to the constraint equation found in (278; 279)

at B = 0, which is r4
hc = 2r4

0. Once we find the solution for rhc from the constraint equation

(Equation 6.2.29), we can use (Equation 6.1.12) to find Tc = T (rh = rhc,M = 2r4
0). The plot

of the numerical solution for Tc(B, r0) for B � T 2 is given in Figure 29, and the numerical

plot clearly shows that Tc(B) decreases with increasing B � T 2 in agreement with the inverse

magnetic catalysis recently found in lattice QCD for B . 1 GeV 2 (195).
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6.3 Unflavored N=4 SYM Plasma on Compact Space

For the holographic dual of unflavored N = 4 SYM on R3 × S1,we study the confinement-

deconfinement phase transition by using the same Einstein-Maxwell action in 5D as we used

for the hard-wall AdS/QCD, and the analysis will be similar to the hard-wall AdS/QCD case

but, for the unflavored N = 4 SYM on R3 × S1 case, we compactify the black hole solution

in the z direction into a circle of length l, and compare its free energy with the free energy of

AdS5-soliton solution (Equation 6.1.14) instead of the thermal-AdS5 solution (Equation 6.1.13)

that we used for the hard-wall AdS/QCD.

It is easy to see from (Equation 6.1.28) that the critical radius of the horizon rh = rhc at

which ∆SE(rh = rhc) = 0 is given by rh = rhc = r0. Therefore, using (Equation 6.1.12), the

critical temperature Tc = T (rh = rhc = r0) becomes,

Tc =
r0

2π

(
1 +

M

r4
0

− 2

3
B2

(
1

2r4
0

− ln r0

r4
0

))
+O(B4) =

1

l
. (6.3.30)

Fixing M = r4
0 so that we reproduce the correct B = 0 result Tc(B = 0) = r0

π , and fixing r0

from the value of Tc at B = 0, which we denote as T 0
c , we can write (Equation 6.3.30) in terms

of T 0
c = r0

π as

Tc = T 0
c

(
1−

(
B

Bc

)2
)

+O(B4) (6.3.31)

where we defined the critical magnetic field Bc =
√

6π2(T 0
c )2

1−2 ln(LT 0
c π)

and L is the radius of the AdS

spacetime. From (Equation 6.3.31), it is easy to see that Tc is a decreasing function with

increasing B � T 2 in qualitative agreement with the recent lattice QCD result (195).
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6.4 Flavored N=4 SYM Plasma on Compact Space

Previously, we have studied the confinement-deconfinement phase transition in the holo-

graphic dual of unflavored N = 4 SYM on R3 × S1 using the backreacted black hole and

AdS5-soliton geometries, from which, we can infer a simple prescription of finding Tc in any

backreacted black hole and AdS5-soliton based models.

The prescription is, first find the backreacted metric and the Hawking temperature T (rh)

of the black hole, then the critical temperature Tc is simply given by Tc = T (rh = r0) where r0

can be fixed by the value of T 0
c = Tc(B = 0).

Therefore, using this prescription, we can determine Tc(Nf , B) of the holographic dual of

flavored N = 4 SYM on R3 × S1. To this end we will use the backreacted metric of D3/D7

model given in (272) where the authors have also found the Hawking temperature T (
Nf
Nc
, B)

including the backreaction of Nf D7-branes and magnetic field Bto be, see Eq. 3.1 of (272),

T =
rh
π

(
1 +

λh
64π2

Nf

Nc

(
1− 2

√
1 +

B2

r4
h

))
+O((Nf/Nc)

2). (6.4.32)

Since the on-shell Euclidean action of the black hole solution (including the backreaction of

Nf D7-branes and magnetic field B) has also been given in Eq. 3.14 of (272), in order to find the

corresponding Euclidean action of the AdS5-soliton, all we need to do is replace rh by r0 in Eq.

3.14 of (272). Hence, the difference between the two on-shell Euclidean actions vanishes at the

critical radius of the horizon rh = rhc = r0. And, using rh = rhc = r0 in (Equation 6.4.32), the
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critical temperature Tc = T (rh = rhc = r0) of the confinement-deconfinement phase transition

in flavored N = 4 SYM on R3 × S1 becomes

Tc =
r0

π

(
1 +

λh
64π2

Nf

Nc

(
1− 2

√
1 +

B2

r4
0

))
+O((Nf/Nc)

2), (6.4.33)

which can be written in terms of T 0
c = Tc(Nf = 0, B = 0) = r0

π as

Tc = T 0
c

(
1 +

λh
64π2

Nf

Nc

(
1− 2

√
1 +

1

π4

B2

(T 0
c )4

))
+O((Nf/Nc)

2), (6.4.34)

where λh is the value of the ’t Hooft coupling fixed at the horizon rh, that is, λh = 4πgse
φhNc

where gs is the string coupling constant and φ(r) is the dilaton scalar field.

Note that, for B = 0, (Equation 6.4.34) reduces to

Tc = T 0
c

(
1− λh

64π2

Nf

Nc

)
+O((Nf/Nc)

2), (6.4.35)

which is in a qualitative agreement with the hard-wall AdS/QCD (281), functional renormal-

ization group study of QCD (282), and lattice QCD (283) results which show that Tc decreases

with increasing number of flavors Nf at zero magnetic field B = 0 and chemical potential µ = 0.

We have plotted (Equation 6.4.34) in Figure 30 which clearly shows that Tc(B) decreases

with increasing B � T 2 in agreement with the inverse magnetic catalysis recently found in

lattice QCD for B . 1 GeV 2 (195).



229

0 1 2 3 4

0.00

0.05

0.10

0.15

eB (GeV2)

T
c
(G
eV

)

Figure 30. Critical temperature Tc(B) of flavored N = 4 SYM on R3 × S1 (Equation 6.4.34)
using T 0

c = 0.175 GeV and λh = 23× Nc
Nf

.



CHAPTER 7

N=4 SUPER YANG-MILLS GAUGE THEORY ON THE COULOMB

BRANCH

Despite the success of the AdS/CFT correspondence, as it was demonstrated in the previous

chapters, in understanding the strongly coupled regime of gauge theories such as N = 4 super

Yang-Mills (SYM), we still lack an exact string theory dual to QCD even though there are

various works which explored different non-conformal deformations of N = 4 SYM both on the

top-down (where both the details of the deformation of N = 4 SYM and its string theory dual

are known) (297; 298; 299; 266; 300; 301; 266; 347; 348; 304; 305; 306; 307; 308), and bottom-up

approaches (where the details of the deformation of N = 4 SYM and its string theory dual are

unknown) (275; 289; 290; 291; 292; 344; 345; 346; 296).

In this chapter, we will present a new top-down approach which is based on the string theory

dual to N = 4 SYM on the Coulomb branch (cSYM). And, in the following, we will first give

a brief introduction to N = 4 cSYM and its supergravity dual.

In N = 4 cSYM at zero temperature, a scale is introduced dynamically through the Higgs

mechanism where the scalar particles Φi (i=1...6) of N = 4 SYM acquire a non-zero vacuum

expectation value (VEV) that breaks the conformal symmetry, and the gauge symmetry SU(Nc)

to its subgroup U(1)Nc−1 without breaking the supersymmetry, and without resulting in a

running of the coupling constant (347). At finite temperature, the mechanism is the same

except the fact that supersymmetry will be broken as well.

230
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The string theory dual for N = 4 cSYM at zero temperature is well known. Among various

Type IIB supergravity background solutions that are dual to the strongly coupled N = 4 cSYM

at zero temperature (347; 348; 304; 305), in this thesis, we will study a Type IIB supergravity

background solution that describes non-extremal rotating black 3-branes (with mass parameter

m and single rotational parameter r0) which, in the extremal limit, i.e., r0 � m1/4, is dual

to N = 4 SYM on the Coulomb branch at zero temperature that arises from Nc D3-branes

distributed uniformly in the angular direction, inside a 3-sphere of radius r0 (348).

So far the studies of the non-extremal rotating black 3-brane supergravity backgrounds

has been limited to the grand canonical ensemble (which is described by fixed temperature T

and angular velocity Ω or chemical potential µ), and canonical ensemble (which is described

by fixed temperature T and angular momentum density J or charge density < J0 > = ρ), see

(349; 354; 350; 351; 352; 314; 355; 356; 357; 353; 319). The two ensembles have different physics,

for example, in planar rotating black 3-branes, Hawking-Page phase transition does not exist

in the grand canonical ensemble even though it does exist in the canonical ensemble (352; 353).

In this thesis, we will introduce a new ensemble which is described by a fixed temperature

T and an energy scale Λ which is directly related to the rotation parameter r0 of the rotating

black 3-brane background through Λ ≡ r0
πR2 where R is the radius of the AdS5 space. From

the field theory side the energy scale Λ is related to the expectation value of dimension 4

operator O = TrΦi1Φi2Φi3Φi4 , that is, < O >∼ limr→∞
√−ggrr∂rh ∼ Λ4 of the massless

metric fluctuation h = ḡµνhµν = 1 − ḡµνgµν , where ḡµν is the metric component of pure
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AdS5 × S5 space while gµν is our 10-dimensional metric (Equation 7.2.14) (347). We will see

that the energy scale Λ in N = 4 cSYM plays similar role as ΛQCD in QCD.

7.1 Thermodynamics and a Second-Order Phase Transition

The rotating black 3-brane solution of the 5-dimensional Einstein-Maxwell-scalar action

found from the U(1)3 consistent truncation of Type IIB supergravity on S5 (358; 359), see also

(240; 322; 360), is given by

ds2
(5) =

r2

R2
H1/3

(
− f dt2 + dx2 + dy2 + dz2

)
+
H−2/3

r2

R2 f
dr2 , (7.1.1)

where

f = 1− r4
h

r4

H(rh)

H(r)
, H = 1− r2

0

r2
, (7.1.2)

ϕ1 =
1√
6

lnH , ϕ2 =
1√
2

lnH ,

A1
t = i

r0

R2

r2
h

√
H(rh)

r2H(r)
,

r2
h =

1

2

(
r2

0 +
√
r4

0 + 4m
)
, (7.1.3)

κ =
r2
0

r2
h
, m is the mass parameter, and A2

t = A3
t = 0. Note that our metric (Equation 7.1.1)

is equivalent to the metric used in (356) after analytically continuing r0 → −i√q. We should

also note that having an imaginary gauge potential, in our ensemble, is not a problem, since all

physical quantities in the 5-dimensional spacetime are given in terms of (∂rA
1
t )

2.
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The Hawking temperature T of the black hole (rotating black 3-brane) solution (Equa-

tion 7.1.1) is given by

T

Λ
=

1− 1
2κ√

κ− κ2
, (7.1.4)

where T0 = rh
πR2 , Λ = r0

πR2 , and κ =
r2
0

r2
h

= Λ2

T 2
0

. We have plotted T
Λ in Figure 31. We can also

invert (Equation 7.1.4) to find

κ =
1 + T 2

Λ2

(
1∓

√
T 2

Λ2 − 2
)

1
2 + 2T

2

Λ2

. (7.1.5)

Note that in (Equation 7.1.5) ”−” corresponds to large black hole branch and ”+” corresponds

to small black hole branch.

The entropy density s(T,Λ), for our ensemble where T and Λ are held fixed, is given by

s(T,Λ) =
AH

4G5V3
=

1

4G5

√
gxx(rh)gyy(rh)gzz(rh)

=
π2N2

c T
3
0

2
(1− κ)1/2 , (7.1.6)

where G5 = πR3/2N2
c , and V3 is the three-dimensional volume. And, the corresponding free

energy density f(T,Λ) of our ensemble can be determined by integrating the entropy density

s(T,Λ) as (344; 296)

f(T,Λ) = −
∫ rh

rhmin

dT ′

dr′h
s(r′h,Λ)dr′h

= −π
2N2

c T
4
0

8
(1− κ− 3

4
κ2 − κ2 log(

2

κ
− 2)) , (7.1.7)
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Figure 31. Hawking temperature (Equation 7.1.4).

where we choose rhmin =
√

3
2r0, and set the integration constant f(Tmin,Λ) = 0. Note that

it is possible to find the free energy f by simply integrating the entropy density s because the

source h = ḡµνhµν to < O > ∼ Λ4 is normalized to vanish at the boundary. We have plotted

the free energy density f(T,Λ) (Equation 7.1.7) in Figure 32.

The other thermodynamic quantities can be determined from the free energy density f(T,Λ)

(Equation 7.1.7) as: pressure p = −f , energy density ε = p+ Ts, specific heat CΛ = T
(
∂s
∂T

)
Λ

,

and speed of sound c2
s = ∂p

∂ε = s
CΛ

. We have plotted the thermodynamics quantities in Figure 34,

Figure 35, Figure 36, Figure 37. To compare our results with pure Yang-Mills theory on the

lattice and improved holographic QCD see Fig.5-9 in (296).
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Figure 32. The free energy density f
Λ4N2

c
of N = 4 cSYM plasma (Equation 7.1.7) for the

large and small black holes.

7.2 Cornell Potential and Glueball Mass Spectrum

The Nambu-Goto (NG) action is

SNG =

∫
dτdσL(hab) = − 1

2πα′

∫
dτdσ

√
−det hab , (7.2.8)
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Figure 33. The free energy density
fsphere

(Λsphere)4N2
c

of N = 4 SYM plasma on 3-sphere of radius R

(Equation 7.3.16) for the large and small black holes.

where the background induced metric on the string hab = gµν∂ax
µ(τ, σ)∂bx

ν(τ, σ). Using the

embedding (τ, σ)⇒ (t(τ, σ), 0, 0, x(τ, σ), r = σ), the background induced metric hab(x
′) becomes

(′ ≡ d/dσ)

hττ (x′) = gtt ,

hσσ(x′) = grr

(
1

1 + C2

gxxgtt

)
, (7.2.9)

where we used

(x′)2 =
−C2grr
g2
xxgtt

1(
1 + C2

gttgxx

) . (7.2.10)
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Figure 34. The energy density ε
T 4 , entropy density 3

4
s

T 3N2
c

, and pressure 3p
T 4N2

c
of N = 4 cSYM

plasma for the large and small black holes.

which is the solution of the NG equation of motion, and the integration constant C is related

to the conjugate momenta Π = ∂L
∂x′ = − C

2πα′ .

Cornell Potential

Considering a string configuration where a heavy quark is attached to each ends of the

string, we can extract the potential energy V (L), of the two quarks separated by length L,

from the on-shell Nambu-Goto action SNG as

V (L) =
−2SNG
T , (7.2.11)
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Figure 35. The trace anomaly ε−3p
T 4N2

c
of N = 4 cSYM plasma for the large and small black

holes.
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Figure 36. The specific heat CΛ of N = 4 cSYM plasma for the large and small black holes.
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Figure 37. The speed of sound c2
s of N = 4 cSYM plasma for the large and small black holes.

where

−2πα′

T SNG =

∫ ∞
rm

dr
(√
−det hab(x′)−

√
−det hab(0)

)
−

∫ rm

rh

dr
√
−det hab(0) , (7.2.12)

and rm is related to L through the boundary condition L
2 =

∫∞
rm
x′ dr, and we also fix the integra-

tion constant C by demanding x′ |r=rm→∞ which is satisfied only when C2 = −gtt(rm)gxx(rm).

Note that we have a factor of 2 in (Equation 7.2.11) because our gauge covers only half of the

full string configuration which accounts to only half of the full potential energy between the
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quarks, see (363) for discussion on how to compute V (L) in the x(r) gauge instead of the widely

used r(x) gauge of (335).

For r � rm, after approximating hσσ(x′) ∼= hσσ(0) = grr,

V (L) ' − 1

πα′

∫ rm

r0

dr
√
−det hab(0)

' −2
√
λ

3π

1

L
+
π
√
λΛ2

4
L+

5Λ

6
+O(r4

0) , (7.2.13)

where we used L
2 =

∫∞
rm
x′ dr ∼= 1

3
R2

rm
with x′ ∼= gxx(rm)

gxx

√
grr
gxx
∼= r2

mR
2

r4 for r � rm, and we have

set rh = r0 and f = 1 in the extremal limit.

Uplifting the 5D metric to 10D

The 5-dimensional metric (Equation 7.1.1) can be uplifted to the full 10-dimensional metric

as (347; 348; 355)

ds2
(10) =

r2

R2
H̃1/2

(
− f̃ dt2 + dx2 + dy2 + dz2

)
+
H̃1/2H−1

r2

R2 f
dr2

+ R2
(
H̃1/2dθ2 +HH̃−1/2 sin2 θdφ2 + H̃−1/2 cos2 θdΩ2

3

)
+ 2A1

tHH̃
−1/2R2 sin2 θdtdφ , (7.2.14)

where

H̃ = sin2 θ +H cos2 θ , and f̃ = 1− r4
h

r4

H(rh)

H̃(r)
, (7.2.15)

f and H are the same as in (Equation 7.1.1). Our 10-dimensional metric (Equation 7.2.14) is

equivalent to Eq.2.21 of (355) after analytically continuing the rotation parameter r0 → −ir0,
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and re-writing (Equation 7.2.14) in terms of µ ≡ m1/4. Note that the gtφ component of

(Equation 7.2.14) is imaginary and one could make it real by analytically continuing t→ −it as

in (351; 348). However, since we are also interested in real-time dynamics, such as computation

of transport coefficients (360), we refrain from analytically continuing t→ −it, and we treat our

10-dimensional metric (Equation 7.2.14) as a complex saddle point. Also note that gtφ = A1
t = 0

in the extremal limit rh = r0, hence does not affect the computation of V (L) and mass of the

glueballs.

In (348), the heavy quark-antiquark potential energy V (L) was computed for the 10-

dimensional background metric (Equation 7.2.14) after analytically continuing t → −it and

in the extremal limit where rh = r0 or f̃ = f = 1 case. The authors have shown that, for

θ = π
2 , V (L) smoothly interpolates between a Coulombic potential V (L) = −2Γ(3/4)2

√
λ

Γ(1/4)2
1
L for

small L and a confining potential V (L) = π
√
λΛ2

2 L for large L. See curve (b) in Fig.5 of (348).

Their numerical result agrees qualitatively with our analytic result (Equation 7.2.13) on the

5-dimensional metric (Equation 7.1.1).

Glueball Mass Spectrum

It can easily be shown that bulk fluctuations in the 5-dimensional metric (Equation 7.1.1),

at least in the near boundary limit where the metric is essentially AdS5 space with IR cut-off

at r = r0, have mass-gap and quantized mass spectrum proportional to Λ = r0
πR2 .

In (348), it was shown that a scalar bulk fluctuation in a 10-dimensional metric (Equa-

tion 7.2.14), after analytically continuing t→ −it, indeed has mass gap proportional to Λ and

a quantized mass spectrum M2
n = 4π2Λ2n(n+ 1), see Eq.54 in (348). Since, a scalar bulk fluc-
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tuation in (Equation 7.2.14) has the same 5-dimensional bulk equation of motion as in (348)

which is the Jacobi equation, we can use this result to calculate the mass spectrum of glueballs

in N = 4 cSYM.

The transverse gravitational tensor fluctuation hxy(t, z, r) in the 10-dimensional metric (Equa-

tion 7.2.14), which is a source to dimension 4 stress-energy tensor operator T yx , also has the same

5-dimensional bulk equation of motion as the scalar field which is the Jacobi equation. There-

fore, we can infer that the operator T yx which corresponds to spin-2 glueballs of JPC = 2++

(336) has mass spectrum given by M2
n = 4π2Λ2n(n+ 1) for n = 1, 2, ....

The real and imaginary parts of the bulk fluctuation of a massless complex scalar field

Φ = e−φ + iχ, in the 10-dimensional metric (Equation 7.2.14), are sources to the dimension

4 scalar operators O4 = Tr F 2 and Õ4 = Tr F ∧ F , respectively (337), and its 5-dimensional

bulk equation of motion is the Jacobi equation. Therefore, O4 and Õ4 which correspond to the

scalar glueballs of JPC = 0++ and JPC = 0−+, respectively, have a degenerate mass spectrum

given by M2
n = 4π2Λ2n(n+ 1) for n = 1, 2, ....

7.3 Hadronization

The EoS plotted in Figure 32 and Figure 34 has interesting physical interpretation, that is,

a localized large black hole shrinks and cools down until its temperature reaches the critical

temperature Tc at which p(Tc) = 0, and the large black hole smoothly turns in to a localized

small black hole (a second-order phase transition). Since, the small black hole has negative

specific heat and is unstable even classically, it starts Hawking radiating hadrons and eventually

its energy and entropy vanishes and turn in to thermal AdS or gas of hadrons.
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We would like to stress that in the small black hole phase, i.e., the hadronization phase

where the entropy decreases due to bound-state formation, the plasma ”fire ball” is reheating

and thereby again reducing its free energy below that of the thermal AdS or hadron gas phase.

The temperature evolution of the small black hole may also be compared to the temperature

evolution during hadronization in experimental high-energy collisions.

Since, this entire process (the production of plasma in a hadron-hadron collision, and its

subsequent decay via hadronization) is unitary, there is no information loss. Therefore, the

small black hole information paradox (323; 324) is resolved in AdS/CFT correspondence.

As a comparison to N = 4 cSYM, let us look at what happens for N = 4 SYM on sphere

based on its free energy density fsphere plotted in Fig. Figure 33 and given by (266), see also

(363),

fsphere =
Fsphere
V3

= −π
2N2

c T
4
0

8
(1− κsphere) , (7.3.16)

where κsphere = R2

r2
h

=
Λ2
sphere

T 2
0

, and the Hawking temperature T
Λsphere

=
1+ 1

2
κsphere√
κsphere

. A localized

large black hole with spherical horizon shrinks and cools down until its temperature reaches the

critical temperature Tc at which psphere(Tc) = 0 and abruptly changes to thermal AdS (a first-

order phase transition also known as Hawking-Page transition (326; 266)). Since, this entire

process is unitary, there is no information loss in N = 4 SYM on sphere and its holographic

dual, see (142; 327).

Sufficiently small black hole with spherical horizon in AdS5 × S5 suffers a Gregory and

Laflamme (GL) instability (328) for rh � R where R is the radius of the compact extra

dimensions S5 (329; 330; 331). The presence of GL instability in sufficiently small black hole
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with spherical horizon is expected since in the rh � R limit the small black hole resembles an

unstable 10-dimensional Schwarzschild black hole where the extra dimensions are 5-dimensional

flat space R5 (329).

However, small black hole with planar horizon in (Equation 7.2.14) does not suffer a GL

instability because in the R� rh < rhmin =
√

3
2r0 limit the small black hole resembles a stable

10-dimensional Schwarzschild black hole where the extra dimensions are 5-dimensional compact

space with radius R � rh < rhmin =
√

3
2r0, i.e., the GL instability is stabilized due to the

compactification of the extra dimensions (328).

Finally, we propose the following formula to compute the number of thermal hadrons emitted

per unit volume in the local rest frame from N = 4 cSYM plasma in its hadronizing phase (or

small black hole with temperature

(2π)3dΓhadron
d3k

≡ 1

σ(0)

dΓHawking
d3k

, (7.3.17)

where (332)

(2π)3dΓHawking
d3k

=
σ(ω,k)

eω/T ∓ 1
, (7.3.18)

is the Hawking radiation rate of the black hole with temperature T , and σ(ω,k) is the cross-

section for a hadron (bulk fluctuation) of energy ω and momentum k coming in from infinity
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to be absorbed by N = 4 cSYM plasma in its hadronizing phase (or the small black hole). The

absorbtion cross-section σ(ω,k) is given by

σ(ω,k) = −16πG5

ω
ImGR(ω,k) , (7.3.19)

whereGR(ω,k) is the retarded two-point function of an operatorO corresponding to the hadron,

(20)

GR(ω,k) = −i
∫
d4xe−ikxθ(t)〈[O(t,x),O(0, 0)]〉 , (7.3.20)

which can be computed using the dictionary of AdS/CFT correspondence in real-time (333; 6).

For example, for spin-2 glueballs O = T y
x is the energy-momentum tensor operator with a

source transverse metric bulk fluctuation (graviton) hxy .

In the hydrodynamic limit ω � T , (Equation 7.3.17) reduces to the Cooper-Frye formula

in the local rest frame (Bose or Fermi distribution), see Eq.A1 of (334),

(2π)3dΓhadron
d3k

' 1

eω/T ∓ 1
, (7.3.21)

where ω2 = M2
h + |k|2, Mh is the mass of the hadron, and k is its momentum.

We would like to emphasize that in the presence of local thermal equilibrium with tem-

perature distribution T (t,x) for the black hole, the 3-dimensional volume integral of (Equa-

tion 7.3.21), i.e.,

(2π)3dΓhadron
d3k

' 1

eω/T (t,x) ∓ 1
d3x , (7.3.22)
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should be carried out over a freeze-out or isothermal hypersurface defined by the constraint

equation T (t,x) = Tf where Tf ≥ Tmin = Tc, and can be used to eliminate the explicit time

t dependence from the integrand, i.e., t = tf (x). Therefore, the hadron emission rate at this

freez-out or isothermal hypersurface is given by

(2π)3dΓhadron
d3k

' 1

eω/Tf ∓ 1
d3x . (7.3.23)

Note that the same argument applies in the boosted frame which justifies the application

of similar constraint equation T(t,x) = Tf in the hydrodynamic models that use Cooper-Frye

formula (Equation 7.3.23) in the boosted frame, see for example (338).

Note that, in (339) Castorina, Kharzeev, and Satz have conjectured that a QCD counter-

part of Hawking radiation by black holes provides a common mechanism for thermal hadron

production in high energy interactions, from e+e annihilation to heavy ion collisions. Our result

(Equation 7.3.17) is the AdS/CFT version of their conjecture.

We have shown that the large black hole branch of the non-extremal rotating black 3-brane

background solution (Equation 7.1.1) has pure Yang-Mills-like equation of state: the pressure

p vanishes at critical temperature Tc = Tmin =
√

2Λ, see Figure 34; the trace anomaly ε − 3p

have a maxima around Tc and vanishes at very high temperature, see Figure 35; and the speed

of sound c2
s approaches its conformal limit 1/3 from below. In order to compare our results

with pure Yang-Mills theory on the lattice and improved holographic QCD see Fig.5-9 in (296).
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In summary, we have computed the heavy quark-antiquark potential energy V (L) of N = 4

cSYM at T = 0 and have shown that it is given by Cornell potential, see (Equation 7.2.13). We

have also shown that the mass spectrums of the scalar and spin-2 glueballs of N = 4 cSYM at

T = 0 are degenerate and given by M2
n = 4π2Λ2n(n+ 1) for n = 1, 2, ....

We have found a second-order phase transition from the large black hole branch with positive

specific heat to the small black hole branch with negative specific heat. From the gravity side,

the reason why we have this second-order phase transition is due to the fact that, as can be seen

from the free energy depicted in Figure 32, the small black hole branch has lower (or negative)

free energy compared to the thermal AdS space or extremal black hole.

We have conjectured that the small black hole is dual to N = 4 cSYM plasma in its

hadronizing phase, and we have proposed a formula (Equation 7.3.17) that relates the Hawking

radiation rate with the thermal hadron emission rate, and in the hydrodynamic limit ω � T

reduces to Cooper-Frye formula in the local rest frame. See (340) for analogous phenomena

where unstable plasma-balls decay by thermally radiating hadrons.

7.4 Transport Coefficients

The transverse metric fluctuation hxy(t, z, r) decouples from other fluctuations, hence the

shear viscosity for a general background metric gµν is given by (51)

η =
1

16πG5

√
gxx(rh)gyy(rh)gzz(rh)

gxx(rh)

gyy(rh)
=

s

4π

gxx(rh)

gyy(rh)
. (7.4.24)
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Since, for our background metric (Equation 7.1.1) gxx = gyy, the shear viscosity η of N = 4

cSYM is simply

η

s
=

1

4π
. (7.4.25)

Bulk viscosity ζ can be computed by closely following (345). To this end, we first replace

ϕ1 → 1
2 ϕ̃1 followed by ϕ2 →

√
3

2 ϕ̃1, to bring the Einstein-Maxwell-scalar part of our action

(Equation 6.1.1) in the same form as the action used in (345), i.e.,

(16πG5)
L√−g5

= (R− Ṽ (ϕ̃1))− 1

2
(∂ϕ̃1)2 + ... , (7.4.26)

where

Ṽ (ϕ̃1) = − 4

R2

(
e

2√
6
ϕ̃1
(

1 +
κ(1− κ)

2κ3
(e
− 3√

6
ϕ̃1 − 1)3

)
+ 2e

− 1√
6
ϕ̃1
)
. (7.4.27)

In the r̃ = ϕ1(r) gauge, the bulk viscosity ζ up to a constant is (345)

ζ

s
∝

1

4π

Ṽ ′(r̃h)2

Ṽ (r̃h)2
, (7.4.28)

where ′ denotes the derivative with respect to r̃ = ϕ̃1(r). Note that, in the gauge r̃ = ϕ̃1(r) =

2√
6

lnH(r), the horizon of the black hole is located at r̃ = r̃h = 2√
6

lnH(rh) = 2√
6

ln(1 − κ)

where κ is still given by (Equation 7.1.5). We have plotted ζ
s in Figure 38
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Figure 38. The bulk viscosity to entropy density ratio ζ
s of N = 4 SYM plasma on the

Coulomb branch for both large and small black holes (Equation 7.4.28).

The conductivity σf of a U(1) flavor charge can simply be computed using the general

formula (6; 210)

σf =
1

g2
5

√
gxx(rh)gyy(rh)gzz(rh)gxx(rh) =

NcNfT0

4π
(1− κ)1/6 , (7.4.29)

where we used g2
5 = 4π2R

NcNf
and a bulk U(1) flavor action of the form Sf = − 1

4g2
5

∫
d5x
√−gF 2

which can be derived from the low-energy limit of the Dirac-Born-Infeld action of probe Nf

D7-branes (364). Note that there is no mixing between the gravitational and flavor gauge field

fluctuations. We have plotted σf in Figure 39.
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The conductivity σR of a single R-charge can be computed by directly computing the two-

point retarded correlation functions Gµν of the spatial component of the R-current Jµ, in the

presence background A1
t which results in mixing between the gravitational and gauge field

fluctuations, and using Kubo formula, i.e.,

σR = lim
ω→0
− 1

ω
ImGxx(ω,k = 0) =

N2
c T0

32π

(2− κ)2

√
1− κ , (7.4.30)

where in the last line we used Gxx = −i(2−κ)2N2
c T0ω

32π
√

1−κ which is nothing but Eq.4.34 of (356) after

replacing κ→ −κ, and Gxx → 1
2G

xx to compensate for the different normalisation we have for

the gauge fields. We have plotted σR in Figure 39.

7.5 Hard Probes

The Nambu-Goto (NG) action is

SNG =

∫
dτdσL(hab) = − 1

2πα′

∫
dτdσ

√
−det hab , (7.5.31)

where the background induced metric on the string hab is given by

hab = gµν∂ax
µ(τ, σ)∂bx

ν(τ, σ) . (7.5.32)
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Figure 39. The conductivity
σf

TNcNf
of a U(1) flavor charge (Equation 7.4.29), and σR

TN2
c

of a

single R-charge (Equation 7.4.30) of flavored and unflavored N = 4 SYM plasma, respectively,
on the Coulomb branch for both large and small black holes.

Using the embedding (τ, σ) ⇒ (t(τ, σ), 0, 0, x(τ, σ), r = σ), the background induced metric

hab(ż, z
′) (Equation 7.5.32) becomes (· ≡ d/dτ, ′ ≡ d/dσ)

hab(ẋ, x
′) = gtt∂at∂bt+ gxx∂ax∂bx+ grr∂ar∂br . (7.5.33)
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Using a particular Ansatz of the form t(τ, σ) = τ + K(σ) and z = vτ + F (σ), which repre-

sents a “trailing string” configuration moving with velocity v, the background induced metric

(Equation 7.5.33) becomes (206)

hττ (v, x′) = gtt + v2gxx ,

hσσ(v, x′) = gtt(K
′)2 + gxx(x′)2 + grr ,

hτσ(v, x′) = gttK
′ + gxxx

′v . (7.5.34)

Finding the equation of motion from the action, we have

∂σ

(
gttgxx(x′ − vK ′)√−det hab

)
= 0 . (7.5.35)

Requiring hτσ(v, x′) = 0 to fix this gauge freedom, we have an additional constraint K ′ =

−gxx
gtt
x′v, which can be used to diagonalize (Equation 7.5.34) as (206)

hττ (v, x′) = gtt

(
1 + v2 gxx

gtt

)
,

hσσ(v, x′) =
(

1 + v2 gxx
gtt

)
gxx(x′)2 + grr . (7.5.36)

Solving the equation of motion, in this gauge, for x′, we find

(x′)2 =
−C2grr
g2
xxgtt

1(
1 + v2 gxx

gtt

) (
1 + C2

gttgxx

) . (7.5.37)
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where the integration constant C is related to the conjugate momenta Π = ∂L
∂x′ = − C

2πα′ . Since

the factor 1 + v2 gxx
gtt

in (Equation 7.5.37), for v 6= 0, vanishes when − gtt(rs)
gxx(rs)

= v2, requiring

(x′)2 to be positive across r = rs, the other factor 1 + C2

gttgtt
has to vanish at r = rs as well,

which will fix the integration constant C2 = −gtt(rs)gxx(rs) for v 6= 0.

So, the induced metric (Equation 7.5.36) for v 6= 0 becomes

hττ (v, x′) = gtt

(
1− gtt(rs)

gtt

gxx
gxx(rs)

)
,

hσσ(v, x′) = grr

(
1

1− gxx(rs)gtt(rs)
gxxgtt

)
. (7.5.38)

which can be interpreted as a metric of a 2-dimensional black hole with a line element ds2
(2)

given by

ds2
(2) = hττdτ

2 + hσσdσ
2 = −gtt(−f̃(r))dτ2 +

1

p̃(r)
dσ2 , (7.5.39)

where f̃(r) = 1− gtt(rs)
gtt

gxx
gxx(rs)

, p̃(r) = grr
(
1− gxx(rs)gtt(rs)

gxxgtt

)
. The radius of the horizon rs of the

2-dimensional black hole is found by solving the algebraic equation − gtt(rs)
gxx(rs)

= v2. And, the

Hawking temperature of the 2-dimensional black hole denoted as Ts is

Ts =
1

4π

√
−gtt(rs)f̃ ′(rs)p̃′(rs) . (7.5.40)

The drag force is given by (217; 218), see also (206),

Fdrag = − C

2πα′
= −1

2
π
√
λT 2

0 γvQ(κ, γ) , (7.5.41)
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Figure 40. The drag forces
Fdrag
F 0
drag

(Equation 7.5.41), and
Fdrag(10)

F 0
drag

of N = 4 SYM plasma on

the Coulomb branch for both large and small black holes, normalized by the drag force
F 0
drag = −1

2

√
λπT 2γv of the conformal N = 4 SYM plasma.

where Q(κ, γ) = κ
2γ

(
1 +

√
1 + 4γ2 1−κ

κ2

)
, and we have used r2

s = γr2
hQ(κ, γ) which solves the

algebraic equation − gtt(rs)
gxx(rs)

= v2. We have plotted Fdrag in Figure 40

The velocity dependent transverse momentum diffusion constant per unit time κ⊥(v) is

given by (206)

κ⊥(v) =
Ts
πα′

gxx(rs) , (7.5.42)

and the longitudinal momentum diffusion constant per unit time κ‖(v) is (365)

κ‖(v) =
Ts
πα′

1

gxx

(gttgxx)′

(gtt/gxx)′
|r=rs . (7.5.43)
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Figure 41. The transverse and longitudinal momentum diffusion constants κ⊥(0)
κ0(v)

(Equation 7.5.42) and κ‖(0)
κ0(0) (Equation 7.5.43), respectively, of N = 4 SYM plasma on the

Coulomb branch for both large and small black holes, normalized by the momentum diffusion

constant κ0 = κ⊥0 (0) = κ
‖
0(0) =

√
λπT 3 of the conformal N = 4 SYM plasma.

We have plotted κ⊥(0) and κ‖(0) in Figure 41. Note from Figure 41 that κ⊥(v) 6= κ‖(v) even

at v = 0 in N = 4 cSYM plasma, even though they are equal to each other at v = 0 in N = 4

SYM plasma. Also note that, as can be seen in Figure 41, the difference between κ⊥(v) and

κ‖(v) gets enhanced with increasing T and v.
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Figure 42. The jet quenching parameter q̂
q̂0

(Equation 7.5.45) and entropy density s
s0

of N = 4
SYM plasma on the Coulomb branch for both large and small black holes, normalized by the

jet quenching parameter q̂0 = π3/4Γ(3/4)√
2Γ(5/4)

√
λT 3 and entropy density s0 = 1

2π
2N2

c T
3 of the

conformal N = 4 SYM plasma.
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In (367) the drag force was studied using the 10-dimensiomnal metric (Equation 7.2.14),

and it was shown that the drag force Fdrag(10) is (shown below after re-writing it in terms of κ,

and making the analytic continuation r0 → −ir0 which is equivalent to replacing κ→ −κ)

Fdrag(10) = −1

2

√
λπT 2

0

√
1− κγv . (7.5.44)

Note that (Equation 7.5.44) is equivalent to the γ → ∞ limit of (Equation 7.5.41), and it has

similar
√

1− κ dependence as the entropy density (Equation 7.1.6) indicating that the drag

force (Equation 7.5.44) could be the measure of the color degrees of freedom of the plasma

(187). We have plotted (Equation 7.5.44) in Figure 40.

And, in (355), it was shown that the jet quenching parameter q̂, studied using the 10-

dimensiomnal metric (Equation 7.2.14), is (shown below after re-writing it in terms of κ, and

making the analytic continuation r0 → −ir0 which is equivalent to replacing κ→ −κ)

q̂

q̂0
=

K(1/
√

2)

K(n)
(2n2)2(2n′2)1/2 , (7.5.45)

where K(n) is the complete elliptic integral of the first kind, n2 = 1−κ
2−κ , n′ =

√
1− n2, and

q̂0 = π3/4Γ(3/4)√
2Γ(5/4)

√
λT 3 (343; 187). In Mathematica, the complete elliptic integral of the first kind

is implemented using EllipticK[n2] ≡ K(n). We have plotted q̂ in Figure 42.

Note that, for the small black hole branch, we have

Fdrag(10)

F 0
drag

' q̂

q̂0
=

s

s0
=

√
a
(
λ,
T

Λ

)
, (7.5.46)



258

where a(λ, TΛ ) = 1 − κ is our a-function defined in Eq. 6.29 and 6.38 of (187), similar to the

c-function of a two dimensional conformal field theory, which measures the number of degrees

of freedom of a theory at an energy scale T and decreases monotonically with renormalization

group flow. Note that
Fdrag(10)

F 0
drag

' s
s0

since T0 ' T . For the small black hole branch, it is easy

to see from Fig. Figure 40 and Fig. Figure 42 that a(λ, TΛ ) decreases monotonically with the

energy scale T
Λ . Therefore, the a-function a(λ, TΛ ) measures the color degrees of freedom of the

small black hole branch (N = 4 cSYM in its hadronizing phase) which is decreasing due to

Hawking radiation or thermal hadron emission.

In summary, we have studied the transport coefficients of the non-extremal rotating black

3-brane dual to strongly coupled N = 4 cSYM plasma, such as bulk viscosity to entropy density

ratio ζ
s (Equation 7.4.28), and conductivity σ (Equation 7.4.29)(Equation 7.4.30), see Figure 38

and Figure 39, respectively. We have found that the bulk viscosity of the large black hole has

a maxima around Tc, and its conductivity σ asymptotes to its conformal value starting from

below it. For the small black hole (which is dual to N = 4 cSYM plasma in its hadronizing

phase), the bulk viscosity increases with temperature while the conductivity decreases.

We have also computed the transport coefficients of the hard probes of the N = 4 cSYM

plasma. We have shown that the drag force Fdrag, momentum diffusion coefficient κ, and jet

quenching parameter q̂ increase with temperature for the large black hole but decrease with

temperature for the small black hole (N = 4 cSYM plasma in its hadronizing phase), see

Figure 40, Figure 41 and Figure 42.
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We would also like to point out that a recent hydrodynamic simulation (366) indicates that

a drag force that decreases with temperature near Tc could explain the so called ’heavy quark

puzzle’, which is consistent with our finding that the drag force decreases with temperature

when the plasma is in its hadronizing phase.
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