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𝑢∗            Friction velocity 

𝑈∞           Free-stream velocity 

p∞            Reference pressure 

υ              Velocity component in Y-direction 

δij             Kronecker delta 

𝑆𝑖𝑗            Shear stress of the flow 

T              Absolute temperature 

CAD         Computer-Aided Design 

CFD          Computational Fluid Dynamics 

DNS          Direct Numerical Simulation  

LES           Large-Eddy Simulation 

RANS        Reynolds-Averaged Navier-Stokes 

URANS     Unsteady Reynolds-Averaged Navier-Stokes 

CSP           Concentrated Solar Power 

SGS           Steam Generation System 

DAPS        Dynamic Aim Processing System 

DoE           Department of Energy 
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SUMMARY 

Nowadays, CSP technologies cannot compete on price, for example, with photovoltaics (solar 

panels), which have been subjected to a huge growth in these last years because of the falling prices 

of the panels and a much smaller operating cost, as well as exceptionally subsidized, especially in our 

Country. Concentrated Solar Power system requires cost reduction and increased efficiency to make 

a breakthrough in the energy market. Paying attention to central tower systems, these ones allow 

higher concentrations than parabolic troughs and therefore show high potential in that perspective for 

future deployment. CFD modelling is a strong work tool to study geometrically complex engineering 

problems and, in this case, it can help in the optimization of the design of the receiver. 

The development and validation of a computational fluid dynamic model of the ‘Solar Two’ 

central tower system receiver at Sandia National Laboratory (SNL), in Albuquerque (NM) USA, by 

means of the general purpose CFD software STAR-CCM+, is considered.  

The verification, benchmark and validation of a purely hydraulic, external flow (air) sub-

problem have been approached first (both in 2- and in 3-dimensional analysis), as well as the 

verification of 3-dimensional, thermal-hydraulic, internal flow (molten salts within the receiver) sub-

problem, separately in two different scenarios experimentally studied at SNL.  

Once the separated analyses have been completed, the coupled external/internal flow 

simulations of both cited scenarios have been performed: the CFD results are in agreement with those 

available from employed correlations for smooth cylinders (by Churchill and Achenbach) and from 

on-site measurements, within the corresponding error bars. The computed convective heat loss (equal 

to the surface integral of the heat flux from the receiver to the air, subtracted of the radiative part) at 

statistically stationary state are ≈ 1.5 % (2.2 %) of the incident power on the receiver surface, for 

scenario #1 (#2). 
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CHAPTER 1 

INTRODUCTION 

1.1    Concentrated Solar Power (CSP) 

CSP is a technology able to generate electricity by concentrating direct solar beams 

through mirrors or lenses (with tracking system) onto a small area, converting this light in heat 

through a working fluid and coupling the latter with a conventional thermal process, by means 

of a heat engine (usually a steam turbine), connected to an electric power generator. Because 

of the use of direct solar radiation, it has one tight constrain: it has to be placed in regions with 

excellent solar resources, such as in the so-called world’s Sun Belt; therefore, the selection of 

suitable sites to build CSP plants in an important aspect.  

Initially introduced in large scale in the early 1980’s consequently to the oil crisis in 

1970’s, this technology has been employed for large scale electricity production to partially 

replace fossil power plants, long before global warming was highlighted.  

The decreasing availability of fossil fuels and the increasing concern of the rising energy prices 

encouraged many countries to fund research and development on renewable energy, 

particularly on CSP. 

CSP is, above all, able to provide base-load electricity even if the solar radiation is not 

available 24h/day: this is possible thanks to the presence of one or more heat storages. 

This remarkable feature allows the special renewable technology to gains importance in the 

current change of the energy market more and more ruled by other renewable source, for 

instance by photovoltaics and wind energy, whose output is yet more weather dependent. 

Power plants exploiting this technology differ mainly on how sunlight is concentrated 

(see Fig. 1): 

1. Point concentration: solar radiation concentrated on a point, with biaxial tracking 

system (more expensive, but more precise and effective)  

(a) Solar towers 

These systems are made by a field of heliostats, which follows the Sun 

through a tracking system, aspiring to focus the Sun beams to the top of a 

tower, where a receiver is placed. This technology is the most promising for 

the future;
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(b) Stirling dishes 

These systems are made by a paraboloid surface, which reflects the Sun 

beams towards its geometrical focus, where a Stirling engine is placed. This 

technology is strongly used for relatively low power in remote places; 

 

2. Line concentration: solar radiation concentrated on a line, with uniaxial tracking system 

(cheaper, but less accurate and effective) 

(c) Parabolic troughs 

These systems are made by parabolic-shape mirrors, reflecting the Sun rays 

onto an absorber, that is a pipe placed in the geometrical focus of the 

parabola, containing the heat transfer fluid. Thus, the tracking system makes 

the absorber and the mirrors move compactly; 

 

(d) Linear Fresnel 

These systems are made by a set of flat mirrors pointing at one or more 

receivers. With respect to the previous scheme, in linear Fresnel systems 

only the mirrors move to track the Sun, while the absorber stays fixed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Solar tower [21]  (b) Stirling dish [22] 

(c) Parabolic troughs [23] (d) Linear Fresnel [24] 

Figure 1: CSP technologies 
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1.2    Central tower systems 

A central tower system is an energy production plant made up of a considerable number 

of sun-tracking mirrors, whose goal is to focus highly concentrated solar irradiation on the 

absorber surface, i.e. the receiver surface. The receiver, located at the top of a tower, transforms 

the absorbed radiation into heat and transfers the heat to a working fluid, flowing within itself. 

Then, the thermal vector goes in a heat exchanger (that is, a boiler), making the water vaporized; 

soon after, the steam proceeds into the turbine, producing electricity. 

Two big differentiation can be made within this class of energy production plant, 

considering: 

• The heliostat (or solar) field 

• The receiver technology 

 

1.2.1    Heliostat field 

The heliostat field is the totality of mirrors (can be many hundreds or thousands) equipped 

with a two-axes tracking system, useful to follow the path of the Sun over the course of the day. 

There are several different types of heliostat mirrors on commercial scale, changing about the 

shape, such as: 

1. Canted-glass mirror heliostat (see Fig. 2); 

 

Figure 2: Example of canted-glass mirror heliostat [25] 
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2. Stretched-membrane focused and non-focused heliostat (see Fig. 3); 

 

3. Flat or nearly flat single or multiple mirror heliostat (see Fig. 4); 

 

 

Figure 3: Example of stretched-membrane focused and non-focused heliostat [26] 

Figure 4: Example of flat, multiple mirror heliostat [27] 
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4. Hexagonal-shaped mirrors heliostat (see Fig. 5); 

 

 

 

or about size (varying between 1 m2 and 150 m2), or design tracking system, or even 

composition of the mirror material. 

Moreover, other important difference can be made considering the heliostat field design: 

indeed, according to the location of the power plant on the earth, various solar field design are 

available to reliably produce the required power whilst keeping land usage and total costs to a 

minimum. Considering: 

1. The southern/northern hemisphere (see Fig. 6)  the solar field must be placed 

to the north of the tower; 

2. Latitudes close to equator (see Fig. 7)  a two-field arrangement (“surrounding 

field”) can be taken into account, due to the high elevation angles of the sun. 

 

Figure 5: Example of hexagonal-shaped mirrors heliostat [28] 
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Figure 6: Example of solar field on the polar side of the tower [29] 

Figure 7: Example of surround solar field [30] 
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1.2.2    Receiver technology 

A lot of kinds of receiver are found on commercial scale, but they can be summed up into 

4 main classes: 

1. Direct absorption receiver (see Fig. 8): the heat transfer medium (which can be 

falling particles or molten salt liquid film) is directly exposed to and heated be the 

concentrated solar irradiation; 

 

2. External tube receiver (see Fig. 9): the heat transfer medium (which can be molten 

salts, or metallic sodium, or water for direct steam generation) proceeds upwards 

within vertical arranged pipes; 

Figure 8: Example of direct absorption receiver – falling particle [31] 
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3. Cavity receiver (see Fig. 10): with the idea to minimize the radiation losses, a 

cavity with a small opening is present within the receiver, letting the concentrated 

solar irradiation enter and impinge on tubes carrying the working fluid (which can 

be gas or molten salts);  

Figure 9: Example of external tube receiver [32] 

Figure 10: Example of cavity receiver [33] 
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4. Air receiver (see Fig. 11): it can be an open volumetric receiver, where a porous 

absorber material absorbs the radiation within the volume of the structure, 

transferring the heat to the working fluid passing through the structure itself; or it 

can be a pressured volumetric receiver, where a quartz window separates the 

absorber modules (that is a wire mesh) from the external environment, sucking in, 

pressurizing and heating up the air. Already enough hot, the air can be directly 

expanded in gas turbine. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Example of pressured, volumetric air receiver [34] 
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1.3    The Solar Two case 

Solar Two arose as a joined, cost-shared project between U.S. DoE few U.S. industry and 

utility partners: the major aim was to validate the potential of molten-salt solar tower technology 

on the energy market.  

The Solar Two plant is located east of Barstow, California, built on a previous solar tower 

plant (called Solar One Pilot) through few modifications, operating from June 1996 to April 

1999.  Figure 12 displays a picture of the Solar Two plant. 

 

 

 

 

 

 

 

 

 

 

 

It was mainly made of: 

• a surround solar field, with 1926 heliostats, provided of tracking systems; 

• an external receiver, arranged at the top of the central tower; 

• a thermal storage system, made up of two tanks (a hot one and a cold one); 

• a SGS (steam generation system), made up of a U-tube, straight-shell preheater and 

superheater, and a kettle evaporator; 

• a steam-turbine power block. 

Molten nitrate salts (consisting of 60 wt% NaNO3 and 40 wt% KNO3) were used as 

primary fluid (that is directly heated) and storage media, whereas water/vapor was used as 

secondary fluid to produce 10 MWe by means of an ordinary Rankine turbine-generator.  All 

power plant’s parts in contact with the hot molten salts (such as pipes, vessels and valves) are 

Figure 12: Photograph of Solar Two plant in operation [2] 
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made of stainless steel, due to its strong resistance to the corrosion produced by the hot molten 

salts. 

 

 

 

 

 

 

 

 

It is possible to observe a schematic of the plant in the Figure 13: molten salt at 290 °C is 

draw out from the cold storage to the receiver (that is, a heat exchanger) while sunlight is 

reflected and concentrated from the field of heliostats into the receiver. Thus, molten salt is 

heated up until 565 °C and, flowing back down to ground level, kept in the hot storage. To 

generate electricity, molten salt is pumped from the hot storage into the SGS (so producing 

superheated high-pressure steam), returning to the cold storage finally; a traditional Rankine 

turbine-generator is then powered by the steam.  

 

1.3.1    Receiver 

The Solar Two receiver was an external cylinder. Its design absorbed power and rated 

average capability were 42.2 MWt and 430 kW/m2, respectively. As previously mentioned, 

molten salt was set to be heated up from 290 °C to 565 °C by means of a specific flux 

distribution on the receiver surface, maintaining corrosion and strain in the receiver structures 

within admissible limits [1].  

The structure of the receiver was made of 24 panels (see Figure 14): 

• every panel was composed of 32 thin-walled tubes (316H stainless steel), with end-

bends connected to manifolds on each end of the panel; 

• the diameter and the wall thickness of each tube was 2.1 cm and 1.2 mm, respectively; 

Figure 13: Sketch of a molten salt power plant [2] 
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• each tube was externally coated with a black Pyromark® paint because of its optimal 

performance about robustness, thermal cycling, resistance to high temperature and 

absorbed percentage of the incident sunlight (around 95%); 

• every end-bend and manifold were surrounded by an insulated, electrically-heated oven 

covers. 

 

 

 

 

 

 

 

 

 

The characteristics of the Solar Two receiver are displayed in the Table I. 

 

 

 

 

 

 

 

 

Figure 14: (a) Solar Two receiver, (b) Detail of one of the 24 panels of 

Solar Two receiver with 32 tubes. [4] 

(a) (b) 
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TABLE I: TECHNICAL FEATURES OF THE SOLAR TWO RECEIVER [2] 

Configuration External cylindrical receiver 

Receiver thermal rating 42.2 MW 

Heat transfer fluid Molten Nitrate Salt (60% NanO3 AND 40 % KNO3 

Inlet temperature 290 °C 

Outlet temperature 565 °C 

Peak flux 800 kW/m2 

Average flux 430 kW/m2 

Material 316H Stainless Steel 

Panels 24 

Flow circuits 2 (12 panels each) 

Tubes/Panels 32 

Tube OD 2.1 cm 

Wall thickness 1.2 mm 

Absorber height 6.2 m 

Absorber diameter 5.1 m 

Absorber area 99.3 m2 

Absorber material Black Pyromark® Paint 

Elevation above ground  76.2 m to receiver centerline 

Manufacturer Boeing North American 

Dates operated Feb 28, 1996 to April 8, 1999 

Hours of operation (approximate) 1800 hours 

Receiver pump type Two 50% capacity, six-stage, vertical turbines 

Receiver pump head 244 m at 1.64 m3/min 

Receiver pump manufacturer BW/ (IP) International, Inc. 

 

During the design phase of the receiver, specific attention was placed on the rapidly 

change temperature without receiving damages: an example of this situation was a cloud 

passage, during which the receiver could safely vary it temperature from 565 °C to 290 °C in 

less than one minute [3].   
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Moreover, other important issue faced during the design phase was to prevent molten salt 

from freezing:  

• during night-time and few hours prior to daily startup: electric heaters placed all along 

the piping, inlet/outlet vessel and valves were energized; 

• during daily startup: with the sun few degrees above the horizon, a group of heliostats 

was designated to distribute a uniform heat flux on the surface of the receiver, 

preheating its surface above 230 °C, in order to fill it soon after; 

• during daylight hours: having all the available heliostats focused on the receiver and the 

outlet temperature set to the desired one, normally 565 °C, flow control valves 

automatically acted modulating the flow rate; 

• during daily shutdown: the heliostats were defocused from the receiver and its surface 

temperature fell. However, a group of heliostats was designated to maintain that 

temperature above 260 °C, while the receiver was drained 

 

By means of back-wall thermocouples giving a feedback about the strength of the wind 

and the level of cloudiness, the Dynamic Aim Processing System (DAPS) controlled the 

number and aiming of the heliostats focused on the receiver, modifying the flux density 

consequently. During daylight hours, whereas, eight photometers, mounted around the 

perimeter of the receiver, recognized variations in the incident power due to cloud cover; thus, 

the control algorithm received those signals as inputs, modulating the control valves 

consequently.  
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1.4    Aim of the thesis 

Two cases have been selected from data provided by Sandia National Laboratory 

(Albuquerque, NM), to analyze the receiver system and to build the CFD model. The scenarios 

have the following features: 

 

TABLE II: SELECTED SCENARIOS FOR CFD MODELLING 

 
SCENARIO #1 

(05/03/1999) 

SCENARIO #2 

(23/03/1999) 

Free-stream air speed, [m/s] 3.0 7.9 

Free-stream air temperature, [°C] 16 16 

Reynolds number, [-] ~ 1.05E+06 ~ 2.76E+06 

External fluid-dynamic regime Turbulent, supercritical Turbulent, supercritical 

Grashof number, [-] 8.92E12 – 2.32E13   8.92E12 – 2.32E13 

Convection 8.09 – 21.04 (Natural) 1.17 – 3.05 (Mixed) 

Salt flow rate, [kg/s] 40.25 31.5 

Salt inlet temperature, [°C] 308 302 

 

where the Grashof number is the dimensionless physical quantity which approximates the ratio 

of the buoyancy to viscous force acting on a fluid and the Reynolds number is a dimensionless 

group which measures the ratio of the inertial forces on an element of fluid to the viscous force 

on that element: if the Reynolds number is really small (Re≪1), viscous forces are dominant in 

the problem and it may be possible to neglect inertial forces; on the other hand, for large 

Reynolds numbers, viscous effects are small with respect to inertial effects and it may be 

possible to neglect the effect of viscosity.  

They are defined as:  

𝐺𝑟𝐻 =
𝑔𝛽(𝑇𝐹 − 𝑇∞)𝐻

3

𝜈2
 

𝑅𝑒𝐷 =
𝜌𝑉𝐷

𝜇
=
𝑉𝐷

𝑣
 

(1) 

(2) 
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where 

• β, [1/K] is the coefficient of thermal expansion 

• TF is the film temperature of the air 

• T∞ is the bulk temperature of the air 

The receiver surface temperature has been guessed a priori (a minimum of 260 °C, due to 

preventing salt from freezing within the receiver, and a maximum of 650 °C, around 100 °C 

hotter than the design output salt temperature) to have an idea about the convection type around 

the receiver. 

Thus, considering the ratio 
𝐺𝑟

𝑅𝑒2
, if: 

• 
𝐺𝑟

𝑅𝑒2
 >> 1 : natural convection 

• 
𝐺𝑟

𝑅𝑒2
 ≈ 1 : mixed convection 

• 
𝐺𝑟

𝑅𝑒2
 << 1 : forced convection 

 

The Solar Two central tower system receiver was previously studied, among other 

authors, in [4], where the consequence of the selection of RANS type turbulence closure on the 

CFD estimation of convective heat losses towards the atmosphere was investigated using the 

commercial CFD code ANSYS FLUENT, then comparing the results with correlations and on-

site measurements. 

In comparison with that work, in this thesis the following new items are considered: 

• unsteady analysis  

• different commercial CFD code employed: STAR-CCM+ (v11.04) 

• polynomial thermo-physical properties considered for both air and molten salts 

• external flow assessed considering first the purely hydraulic behavior 

• solar heat load applied as surface heat flux on each panel 

 

The aim of the thesis is to develop and validate a computational fluid dynamic model 

(two-dimensional and three-dimensional) of the ‘Solar Two’ central tower receiver. The model 

will include internal flow of the salt in the external receiver piping.                                                                                 

The main purpose of the model is to study the fluid dynamic and thermal features of the 

flow with special reference to the external flow (for both scenarios), responsible for the 

convective losses from the receiver; in the end, a benchmark will be conducted comparing this 
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work with the previous cited work [4], and validation of the results about total and convective 

heat losses will be carried out  through comparison with experimental on-site measurements 

[2], and  experimentally based  correlations found in [5] (only for scenario #1, because of lack 

of time).
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CHAPTER 2 

MODEL DESCRIPTION 

 

For the purpose of CFD simulations, only the receiver was taken into account, neglecting 

all the other structures above and below it. The real receiver was approximated by an empty 

polyhedron with 24 sides (see Fig. 15): each panel was considered as a single flat channel of 

rectangular cross section approximately, thus neglecting the individual tubes since Dtube << 

Dreceiver. 

The followed criterion for the approximation was to maintain constant the molten salts 

flow rate: 

(Area)tot. tubes = (Area)channel  32 tubes ∙ π/4 ∙ D2
tube ID = widthchannel * depthchannel 

 depthchannel ≈ 1.3 cm 

 

Each panel is modeled as zero-thickness, impermeable surface, thus without thermal 

capacity and conducting only along the direction normal to itself. 

The salt provided to the receiver was split into two circuits (each including 12 panels, see 

Figure 16 and Figure 17): the first stream started from the northern-most panel (W1) on the 

west side and proceeded west in a serpentine path from panel to panel. The second one started 

from the northern-most panel on the east side (E1) and proceeded east, in the same previous 

way. After flowing through the first six panels, both streams crossed over (W1-W6/E7-E12 and 

E1-E6/W7-W12) to balance energy collection variations that occurred from east to west as a 

function of the time of day. 

Depth 

Figure 15: CFD model of the Solar Two receiver 
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         The two fluid of interest have been modelled as follow: 

ideal gas 

polynomial thermos-physical properties: 

• T, [K] 

• ρ, [kg/m3] = patm/(R*T) 

• cp, [J/kg/K] = 1042.50-36.60E-2*T+9.70E-4*T2-65.95E-08*T3+1..67E-11T4 

• k, [W/m/K] = 1.30E-2+9.28E-05*T-33.01E-09*T2+6.52E-12*T3 

• μ, [kg/m/s] = 3.83E-06-5.578E-08*T- 2.294E-11*T2-4.935E-15*T3 

E   East 

W  West 

U  inlet is from upper side 

L   inlet is from lower side 

A   salts circuit A 

B   salts circuit B 

Figure 16: Simplified geometry of the receiver, 

with labels about orientation [4] 

Figure 17: Thermal circuits map of the receiver 

Air 



20 
 

 
 

liquid 

polynomial thermo-physical properties: 

• T, [K] 

• ρ, [kg/m3] = 2263.70 - 63.60E-2*T 

• cp, [J/kg/K] = 1396 + 17.20E-2*T 

• k, [W/m/K] = 39.11E-2 + 1.90E-4*T 

• μ, [kg/m/s] = 7551.48E-5 - 27.76E-5*T + 348.89E-9*T2 - 14.74E-11*T3 

2.1    Physics of the problem 

The flow around a circular cylinder is one of the classical and well known problems in 

fluid dynamics: it is of considerable interest in engineering applications such as our case or, for 

example, in a more broadly way, a moving ship in a harbour, a bridge piers in slow currents, 

an island where the distribution of phytoplankton is affected by a planar vortex dynamics. The 

intricacy of this phenomena which follow from our study is of large interest for a lot of topics, 

like boundary layer instability, transition from laminar to turbulent flows strictly related to the 

Reynolds number, dynamics of vortex shedding and drag crisis. A fundamental aspect is to 

recognize which are the most important phenomena that takes place in each flow regime before 

approaching a CFD study. An extensive literature has been produced about this during the last 

century, like a general one on [6] or a more detailed one on [7]. 

Our study concerns turbulent flows, which exhibit the following features: 

• Three-dimensional; 

• Highly unsteady (even with constant imposed boundary condition); 

• Highly diffusive and dissipative (i.e., ability to transport and mix fluid much more 

effectively than a comparable laminar flow); 

• Chaotic; 

• Wide range of length and time scale. 

 

2.1.1    Flow regime 

In these study cases, like a flow normal to the axis of a circular cylinder, the fluid is the 

air, the characteristic length is represented by the diameter of the cylinder, D, and V=U∞ is the 

velocity far upstream the cylinder. 

 

Molten 

salts 
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Figure 18: Regimes of fluid flow across a smooth cylinder [35] 

 

 

 

 

 

 

 

 

 

A description of flow regimes and related occurring phenomena is provided by Figure 18. 

Focusing the attention in the turbulent range of Re, we have: 

• 150 < Re < 300 (transition): periodic and irregular disturbances are found in the wake. 

Transition to turbulence occurs in the wake region and vortex shedding becomes three-

dimensional; 

• 300 < Re < 3∙105 (laminar boundary layer): this regime is called subcritical, and a thin 

(δ<<D, see Fig. 19) boundary layer over the front portion of the cylinder remains 

laminar. Because of the large velocity gradients, shear stresses (and hence viscous 

effects) are important in this portion and in the wake. On the other hand, the fluid in the 

region outside of the boundary layer and the wake behaves as inviscid; 

• 3∙105 < Re < 3.5∙106: in the range of 3∙105< Re < 3.5∙105, the flow regime is called 

critical (or lower transition) flow regime, and the boundary layer becomes turbulent at 

the separation point (described as the location on the cylinder wall (y=0) where 𝑢 =

𝜐 = 0 and  
𝜕𝑢

𝜕𝑦
= 0 ), but only at one side of the cylinder; whereas, it is laminar on the 

other side of the cylinder. In the range of 3.5∙105< Re < 1.5∙106, the flow regime is called 

supercritical flow regime, and the boundary layer is turbulent on both sides of the 

cylinder, with the transition to turbulence located somewhere between the stagnation 

point and the separation point. At Re = 1.5∙106, the boundary layer is completely 
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turbulent on one side of the cylinder and partially laminar and partially turbulent on the 

other side. From this point on, the flow regime is called upper transition flow regime, 

until Re = 3.5∙106; 

 

 

• Re > 3.5∙106 (transcritical): flow regime is called transcritical, and the boundary layer 

over the cylinder is turbulent everywhere. 

 

 

 

 

 

 

 

(a) 

(b) 

Figure 19: (a) Boundary layer and its separation location 

(b) typical boundary layer velocity profiles at various 

locations on the cylinder [6] 
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2.2    The STARCCM+ code  

STARCCM+ (CD-Adapco, Siemens) is a Computational tool for solving 

multidisciplinary problems for fluid and solid continuum mechanics. For this thesis, it will be 

used for computational thermo-fluid dynamic simulations of complex external and internal flow 

of different fluids exchanging heat. 

Many flows encountered in engineering field are turbulent, and thus modeling requires 

careful treatment. 

In the past, the first approach was to study these phenomena by means of experiments: 

with time, the level of needed details and accuracy increased, as did the cost, the expenses and 

the difficulty of making measurements. In this context, numerical methods had and (nowadays) 

have an important role to play. Three important categories must be cited: 

1. Direct Numerical Simulation (DNS): this method solves Navier-Stokes equations, 

resolving all the scales of motion of the flow field. The computed flow field is 

equivalent to a single realization of a flow or a short-duration laboratory 

experiment. It is the simplest approach and, once applied, it is unrivalled in the 

level of detail and accuracy provided. On the other hand, it is computationally 

high-costly (this cost increases rapidly with the Reynolds number, approximately 

as Re𝑙
3), thus it is limited to flows of low or moderate Reynolds numbers and to 

geometrically simple domains; 

2. Large-Eddy Simulation (LES): this method solves Navier-Stokes equations, 

resolving only the largest scale motions of the flow field, while modeling the 

small-scale motions: consequently, it is feasible to access higher Re numbers, 

compared to DNS. Thus, there is a smoothing with respect to the real physics, 

applying a filtering (a sort of convolution with weights) on the velocity field: the 

attention is focused on the largest vortices because they contain the highest 

energy, and their strength makes them more effective transporters of the 

conserved properties. This is an approach that is gaining interest, but not so much 

in industrial application; 

3. Unsteady Reynolds-averaged Navier-Stokes equations: this approach consists in 

averaging the Navier-Stokes equations, over an ensemble of realizations, or over 

a coordinate in which the mean flow does not vary. These equations form a set of 

partial differential equations, but not a closed one: later, will be demonstrated the 
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need of other additional models. In this approach, turbulent scales are not solved, 

unlike DNS and LES, but only statistics. 

For this thesis, URANS have been chosen: in particular, SST Menter k-ω and Spalart-

Allmaras turbulence models have been employed. For a detailed explanation on these numerical 

models, see Appendix A. 

 

2.3    Discretization scheme and solver 

In most situations, the physics being simulated dictates the choice between steady and 

unsteady models: in this case study (i.e., flow past a cylinder at high Reynolds number, with a 

following thermic study), a time-dependent simulation seems more suited even if much more 

computationally expensive.  

The reason why the unsteady analysis has been chosen relies on few observations: the 

first concerns the simulation’s residuals, which have higher value in the steady-state condition 

than in the unsteady one (except for sdr, see Fig. 20). 

(a) 

(b) 

Figure 20: Comparison of residuals’ plot, where ‘Sdr’ is the Specific dissipation rate and 

‘Tke’ is the Total kinetic energy.  (a) Steady-state simulation (b) Unsteady-state simulation 
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The second observation concerns the drag coefficient profile: indeed, looking at Fig. 21, 

the drag coefficient oscillations are non-periodic and irregular in the steady simulation, 

whereas clearly periodic and regular in the unsteady one. This let me guess that the physics of 

the problem is better caught by an unsteady analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As last evidence of this choice, movie clips have been exported from STAR-CCM+ to 

look at the whole evolution of pressure and velocity field: obviously, they cannot be shown 

here, but pictures of pressure and velocity field have been extracted and shown below to make 

the reader understand the difference (see Fig. 22). 

 

 

 

 

(a) 

(b) 

Figure 21: Comparison of drag coefficient profiles. (a) Steady-state simulation (b) Unsteady-

state simulation  
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Regarding the flow model, it is possible to choose between coupled and segregated flow: 

as suggested by [9], for incompressible external flow with Ma < 0.2, the segregated solver is 

normally preferred because is faster and uses less memory. A second-order upwind scheme has 

been selected for the spatial discretization, being nominally second-order accurate.  

This solver is a solution iterative algorithm used by STAR-CCM+ that solves the 

governing equations sequentially (i.e., segregated from one another), treating each equation as 

if it has a single variable, whereas treating temporarily the other unknowns as known. This is 

called inner iteration.   

(a) 

(c) 

Figure 22: Screenshots of 2-dimensional, converged flow field. (a) Steady state, pressure field 

(at 18000th iteration) (b) Unsteady state, pressure field (at 1.6 s) (c) Steady state, velocity field 

(at 18000th iteration) (d) Unsteady state, velocity field (at 1.6 s) 

(d) 

(b) 
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Because of their non-linearity, numerous iterations of the solution loop are required 

before reaching the convergence: these are called outer iterations. Therefore, resuming, each 

outer iteration is made up by few steps both outlined below:  

1. fluid properties are updated, based on the current solution; 

2. momentum equations (one for each velocity component) are solved using current values 

for pressure and mass fluxes, updating the flow field; 

3. since the flow field obtained at the previous step may not satisfy the continuity equation, 

the Poisson equation is solved (forcing the divergence of velocity field to be zero) 

obtaining the necessary corrections to the face mass fluxes, pressure and velocity field 

in order to comply with the continuity equation; 

4. equations for scalars such as energy or turbulence are solved using the previously 

updated values of the other variables 

5. A convergence test at the end of each of this procedure is made.  

 

The convergence of the outer iterations is not guaranteed a priori, thus it requires careful 

choice about the number of inner iterations. Moreover, the delicacy of this convergence requires 

to take the results of the old and new outer iteration into consideration by means of weight 

factors, so under-relaxing the code: this is called convex combination. The selection of these 

under-relaxation parameters is mainly empirical. 
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CHAPTER 3 

TWO-DIMENSIONAL STUDY 

 

In the two-dimensional study, only the fluid-dynamic aspect of the physics is investigated, 

leaving the thermic one to the three-dimensional analysis. So, only the air is considered. 

All the preprocessing is performed using STAR-CCM+. In this CFD software, the 

procedure follows a precise path: build the geometry, generate the mesh, define the physics and 

set all the proper scenes/plots useful to postprocess the case study, then start the simulation and, 

at the end, establish the validity of the simulation by the verification and validation (V&V) 

process. 

 

3.1    Computational domain 

The computational domain is created in such a way that the fluid flow around the cylinder 

is not disturbed by any of the boundaries, i.e., the boundaries should not affect the fluid flow in 

any way. 

A sufficient extended analysis region has been employed, based on recommendations of  

[7]: 

• ≥ 5D upstream 

• ≥ 15D downstream 

• ≥ 5D aside 

So, considering the origin coincident with the center of the cylinder, the chosen domain 

size is: 5D upstream and on both sides, 20D downstream (see Fig. 23). 

 

 

 

 

 

 

 

 

inlet 

Figure 23: Computational domain 
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3.2    Initial conditions and boundary conditions 

For the two-dimensional analysis, the initial condition is set for the velocity of the uniform 

free-stream flow: 𝑢 = 𝑈∞, 𝜐 = 𝑤 = 0. 

The type of boundary conditions used are: 

• At the inlet: velocity inlet, i.e. a Dirichlet condition on the velocity component 

in the streamwise direction and turbulent quantities is applied, whereas the 

boundary face pressure is extrapolated from adjacent cells using reconstruction 

gradients; 

• At the outlet: since the outlet boundary cannot be set infinitely far from the 

cylinder, it is not possible to set a Dirichlet boundary condition on the velocity, 

as for the inlet. A different condition is commonly taken: it is called pressure 

outlet, i.e. a (gauge) pressure value is specified to be equal to zero, since it can 

be shown analytically that the energetic pressure modes in the wake decay much 

faster than the velocity ones. 

The boundary face velocity is extrapolated from the adjacent cells using 

reconstruction gradients.  

• At both sides: symmetry plane, i.e. the shear stress is set to zero and the 

boundary face pressure and velocity are extrapolated from the adjacent cells 

using reconstruction gradients; 

• At the receiver surface: wall, i.e. the velocity is set to be equal to zero on it, and 

the boundary layer pressure is extrapolated from adjacent cells using 

reconstruction gradient. 

 

3.3    Mesh 

The mesh in STAR-CCM+ has been generated by means of the tool Badge for two-

dimensional meshing: the surface lying on the plane Z=0 is recognized and the mesh is 

generated on it. 

The polyhedral type mesh has been used on the computational domain because it is 

relatively easy, efficient and contains almost five times fewer cells than a tetrahedral mesh for 

a given starting surface. Due to the need of better describe the features of the flow near the wall 

(i.e., the boundary layer), a finer mesh has been imposed using the prism layer mesh 

(automatically applied by STAR-CCM+ on boundaries specified as wall): it consists in 
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subdividing an imposed area in a suitable number of prism layers, with a certain layer 

stretching. Furthermore, the regions around the receiver and along the wake have been refined 

to better catch the evolution of the flow: Fig. 24 shows the initial mesh. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

20 m 

22 m 

56 m 

(b) 

(a) 

Figure 24: Air, 2-dimensional, initial mesh. (a) Whole domain, (b) Zoom on the two 

volumetric control regions, (c) Zoom on the prism layers region 

(c) 

1E-2 m 
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The prism layer total thickness has been adjusted with the following criterion, as cited in 

[10]: the maximum turbulent viscosity should be in the middle of the boundary layer (see Fig  

25). 

Moreover, the prism layer near wall thickness has been calculated by means of the wall-

y+, given as:  

𝑦+ =
𝑢∗𝑦𝑤
𝑣

 

where 𝑢∗ represents the friction velocity at the nearest wall, 𝑦𝑤 is the element height (at the 

nearest wall) in the radial direction and 𝑣  in the kinematic viscosity of the fluid.  It is a 

fundamental physical quantity that helps to catch the physics of the viscous sub-layer. 

For both the turbulence models tested in this thesis (Spalart-Allmaras and SST k-ω), [9] 

suggests to use the All-y+ treatment: that is, ensuring y+ ≤ 1 (without using wall functions) or 

Figure 25: Detail of the 2-dimensional turbulent viscosity field within the prism 

layer region 

Figure 26: Wall- y+ 

(46) 
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y+ ≥ 30 (using wall functions). Because the thermal analysis will impose to have y+ ≤ 1, we 

opted for this choice for the 2D study, having a maximum around 1 and an acceptable minimum 

(see Fig. 26). 

These two criteria about the prism layer total thickness and prism layer near wall 

thickness have been followed for all the simulations of the thesis.  

A summary of the initial mesh is given in TABLE III. 

 

TABLE III: INITIAL SPECIFICATIONS FOR THE EXTERNAL FLOW (WITH 

CIRCULAR CYLINDER) 2-D MESH 

Mesh type Polyhedral 

Base size, [m] 0.5 

Target surface size, [-] 100 % base size 

Minimum surface size, [-] 50 % base size 

Surface growth rate, [-] 1.05 

# of prism layers, [-] 50 

Prism layer total thickness, [m] 0.01 

Prism layer near wall thickness, [m] 5E-05 

Base size of circular region around the receiver 10 % base size 

Base size of the rectangular region along the wake 25 % base size 

# of cells 350k 

 

 

3.4    Circular cylinder 

 

3.4.1    Verification 

Verification step does not confirm if the model is correct or not, but only which is the 

accuracy of the of the code and make sure the code has no bugs. It will be possible to conclude 

if the code is good enough and if it has no bugs. 

Two types of grid independence studies have been approached, with the k-ω model for 

the most critical scenario: one varying the number of prism layers and the other varying the 

base size; a time-step independence study has been provided too. For each different value of 

base size considered, a mesh diagnostic has been done because, even though a mesh is valid 

and the solution is successfully initialized with an appropriate space model, poor mesh quality 

can negatively affect the final solution. 

The quality measurements survey: 

• Skewness angle: a good mesh has the following threshold  θmax < 85° ; 
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• Face validity: a face validity of 1.0 means that all face normal are correctly 

pointing away from the cell centroid. Values below 1.0 mean that some of the 

cell faces have normal pointing inward towards the cell centroid, indicating 

some form of concavity. Values of below 0.5 signify a negative volume cell. 

Cells with a face validity below 1.0 are considered bad. 

• Volume change: a value of 1.0 indicates that the cell has a volume equal to or 

higher than its neighbors; cells with a volume change of 0.01 or lower are 

considered bad cells. A large jump in volume from one cell to another can cause 

potential inaccuracies and instability in the solvers; 

• Chevron quality indicator: Chevron cells are marked as 1.0 and considered bad 

cells. Every other cell is marked as 0. 

 

Each of these monitors has been plotted in a histogram plot, as Fig. 27 shows in the next 

page. 
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(a) 

(b) 

(c) 

(d) 

Figure 27: Air, 2-dimensional mesh quality measurements. (a) Skewness angle (b) 

Face validity (c) Volume change (d) Chevron quality indicator 
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Before stopping the simulation to export data, a check on their reliability has been issued 

through the residuals (see Fig. 28.a) and the drag coefficient (see Fig. 28.b). Once the simulation 

has been considered statistically stationary, the profile of the drag coefficient in that interval 

has been postprocessed with Excel, obtaining the time-averaged drag coefficient, and obtaining 

a plot through Matlab. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

(b) 

Figure 28: 2-dimensional, hydraulic simulation’s monitors. (a) Residuals (b) Drag coefficient 
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The first grid independence study concerns the number of prism layers: maintaining 

constant the mesh specifications previously cited in TABLE III and setting an initial time-step 

of 0.05 s, only the number of prism layers has been modified, obtaining the time-averaged drag 

coefficient (see Fig. 29.a).  

The result is that one with the green circle: 50 layers. The greater number of layers 

provides the same result, but it is too expensive for the following three-dimensional study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) 

(b) 

Figure 29:Air, 2-dimensional grid independence study (a) # of 

layers (b) base size 
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The second grid independence study concerns the base size: fixing the optimal number of 

layers just obtained and maintaining constant all the other mesh specifications previously cited 

in TABLE III, setting an initial time-step of 0. s, only the base size has been modified, obtaining 

the time-averaged drag coefficient (see Fig. 29.b). 

The result is that one with the green circle: 0.5 m. Even if the convergence study is 

irregular, simulations with smaller grid sizes would not have been feasible with the present 

computational resources.  

Therefore, fixing the optimal number of layers and base size, and maintaining all the other 

mesh specifications of TABLE III, only the time-step has been modified, providing a time-step 

independence study (see Fig. 30). Smaller time-steps have not been tested because of the 

excessive computational time required. The result is that one with the red circle: 0.05 s. 

 

 

          Thus, the final mesh has the following specifications: 

 

 

 

Figure 30: 2-dimensional, external flow, time independence 

study 



38 
 

 
 

TABLE IV: FINAL SPECIFICATIONS FOR THE EXTERNAL FLOW (WITH CIRCULAR 

CYLINDER) 2-D MESH 

Mesh type Polyhedral 

Base size, [m] 0.5 

Target surface size, [-] 100 % base size 

Minimum surface size, [-] 50 % base size 

Surface growth rate, [-] 1.05 

# of prism layers, [-] 50 

Prism layer total thickness, [m] 0.01 

Prism layer near wall thickness, [m] 5E-05 

Base size of circular region around the receiver 10 % base size 

Base size of the rectangular region along the wake 25 % base size 

# of cells 350k 

 

with a time-step of 5E-02 s and 15 inner iterations per time-step. 

The resulting flow field is shown in the figures in the next page. 
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(a) 

(b) 

(c) 

Figure 31: 2-dimensional, circular receiver flow field. (a) (Gauge) pressure field at last 

time-step, (b) Velocity field at last time-step, (c) Drag coefficient 
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For the purpose of the successive validation, other smaller Reynolds numbers have been 

tested: changing the Re, the physics of the flow changes too. This required as many time-step 

independence studies as the number of Re tested (see Fig. 32), maintaining the same mesh, 

since it was verified for the highest Re. 

 

 

3.5    Polygonal cylinder 

Keeping the same domain and optimal mesh, the circular cylinder has been replaced with 

a 24-sided polygonal cylinder. At this step, the verification has not been pursued because the 

domain has not been modified; only the prism layer total thickness and the prism layer near 

wall thickness have been checked according to the rules previously explained. 

TABLE V: SPECIFICATIONS FOR THE EXTERNAL FLOW (WITH POLYGONAL 

CYLINDER) 2-D MESH 

Mesh type Polyhedral 

Base size, [m] 0.5 

Target surface size, [-] 100 % base size 

Minimum surface size, [-] 50 % base size 

Surface growth rate, [-] 1.05 

# of prism layers, [-] 50 

Prism layer total thickness, [m] 0.01 

Prism layer near wall thickness, [m] 5E-05 

Base size of circular region around the receiver 10 % base size 

Base size of the rectangular region along the wake 25 % base size 

# of cells 350k 

(a) (b) (c) 

Figure 32: 2-dimensional, circular receiver, time-step independence studies for different Re. 

(a) Re = 1.05E+06 (b) Re = 4.4E+05 (c) Re = 1.0E+05 



41 
 

 
 

The resulting flow field is shown in the figures below. 

 

Very few experimental data are available for a 24-sided polygon. However, experiments 

with polygons with lower number of sides have been made, even if mainly for lower Reynolds 

numbers: Fig. 34 compares the drag coefficient as function of Re [11] obtained from circular 

receiver and polygonal receiver with the results of experiments on 8/12/16-sided polygons.  

As it can be noticed for moderately Re, data are quite scattered among all cases but, they 

seem to converge to a single value of drag coefficient when approaching Re=106: i.e. the 

polygons tend to behave as a circle (represented by the Achenbach experimental curve) in that 

range. However, results from SCENARIO #1 seem to not agree with the observation made 

above, maybe due to a not optimal space/time discretization of the employed CFD model for 

this Re. 

 

(a) (b) 

(c) 

Figure 33: 2-dimensional, polygonal receiver flow field. (a) (Gauge) pressure field at last 

time-step, (b) Velocity field at last time-step, (c) Drag coefficient 
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On the other hand, for SCENARIO #2 circular cylinder’s simulation and polygonal 

cylinder’s one achieve almost the same time-averaged drag coefficient (~ 0.72, even if 

oscillations are more irregular in the polygonal cylinder’s case) and the overlapping of the 

results obtained until this phase seems to confirm what stated above.  

 

3.6    Benchmark 

In this step the model/code/solution is benchmarked against solutions provided by other 

CFD codes used by recognized and reliable authors within the fluid-dynamic community: here, 

the quality of the code is tested. 

DNS data are not available for this range of Re; however, data from other less 

computationally expensive numerical studies are available and it is possible to benchmark our 

results against those ones.  

Looking at Fig. 35, discrepancies between SST k-ω and S-A results are evident, but 

however small in the supercritical regime. Moreover, they overpredict the CD with respect to 

the other results, above all with respect to URANS k-ε. 

This might be caused by: 

Figure 34: Drag coefficient as function of Reynolds number, for circular and different n-

sided polygonal cylinder (adapted from [11]) 
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• Different implementation of wall functions, or 

• Different initial/boundary conditions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.7    Validation 

The validation phase concerns the comparison between the numerical study and the 

experimental measurements: here, the quality of the model is investigated. 

Adopting the optimal values of mesh and time-step obtained from the previous 

independence studies, numerical simulations have been approached by changing only the 

Reynolds number (through imposing the proper free-stream velocity at the inlet). To develop 

this phase, the Spalart-Allmaras turbulence model has been used also.  

As it is possible to observe in Fig. 36, the obtained numerical results and the different 

experimental curves are compared: a wide scatter of CD is in the super-critical regime among 

various experiments, suggesting high sensitivity of the flow to perturbations due to surface 

: Muk Chen Ong et al (2008), URANS, k-ε   

 : Sing and Mittal (2005), 2-D LES  

 : Present simulations, URANS, SST k-ω  

: Present simulations, URANS, S-A  

Scenario #1  

Scenario #2  

Supercritical regime  

Figure 35: Benchmark of 2-dimensional, circular cylinder results (adapted from 

[16]) 



44 
 

 
 

roughness or free-stream turbulence. However, the Achenbach’s curve will be the reference 

curve for this thesis, because of his wide application. 

The figure shows that k-ω turbulence model gives almost total different results between 

circular and polygonal cylinder and it doesn’t capture the drag coefficient decrease in the central 

range of the Reynolds interval (only for polygonal cylinder). Spalart-Allmaras turbulence 

model, on the other hand, shows better results, almost following tightly experimental 

Achenbach’s experimental curve (both for circular and polygonal cylinder). 

It is important to highlight that the Spalart-Allmaras model is computationally less time-

consuming (around half the time) than k-ω, because of the lower number of equations to be 

solved. This is particularly attractive in the larger calculations performed in 3D analysis. 

Figure 36: Validation of 2-dimensional results (adapted from [16]) 
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CHAPTER 4 

THREE-DIMENSIONAL STUDY 

 

In the three-dimensional study, both the fluid-dynamic and the thermal fluid-dynamic 

aspects of the physics are studied. 

 

4.1    Computational domain 

The computational domain is created in such a way that the fluid flow around the cylinder 

is not disturbed by any of the boundaries, i.e., the boundaries should not affect the fluid flow in 

any way. 
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Figure 37: Air, 3-dimensional, computational domain. (a) xy plane (b) 

xz plane 
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With respect to the two-dimensional analysis, the domain has been reduced on the 

equatorial plane. So, considering the origin coincident with the center of the cylinder, the 

chosen domain size is: 3D upstream, on both sides, above and below the cylinder and 10D 

downstream (see Fig. 37). 

 

4.2    Initial conditions and boundary conditions 

 

4.2.1    Air 

Concerning the external flow, the initial condition is set for the velocity of the uniform 

free-stream flow: 𝑢 = 𝑈∞, 𝜐 = 𝑤 = 0, and for the temperature: 𝑇 = 𝑇∞. 

The type of boundary conditions imposed are: 

• West: velocity inlet; 

• East: pressure outlet, i.e. a (gauge) pressure value is specified to be equal to 

zero, since it can be shown analytically that the energetic pressure modes in the 

wake decay much faster than the velocity ones. 

The boundary face velocity is extrapolated from the adjacent cells using 

reconstruction gradients.; 

• North/South: symmetry plane; 

• Top/Bottom: Pressure outlet, i.e. this time setting an average (gauge) pressure 

pavg = 0 as a scalar profile. 

Figure 38: How pressure is adjusted on the faces 

of pressure outlet boundary [12] 
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The pressure profile from the cells next to the pressure outlet boundary is 

adjusted so that the average of that profile is equal to the average pressure value 

specified. This adjusted profile is then applied to the faces of the pressure outlet 

boundary: 

The pressure at the boundary face of cell i is computed as:  

𝑝𝑓𝑖 = 𝑝𝑎𝑣𝑔 + 𝛽(𝑝𝑐𝑖 − 𝑝𝑐,𝑎𝑣𝑔) 

where: 

• pavg is the average pressure; 

• β is the blending factor used by STAR-CCM+ to smooth out the pressure 

profile that is extrapolated from cells next to the pressure outlet boundary.  The 

default value is β = 0.5, and this has been maintained; 

• At the receiver surface: wall. 

 

4.2.2    Receiver  

Concerning the molten salts within the receiver, the initial condition is set for the velocity: 

𝑢 = 𝜐 = 𝑤 = 0, and for the temperature: 𝑇 = 𝑇𝑖𝑛𝑙𝑒𝑡. 

The type of boundary conditions imposed are: 

• E1/W1 inlet boundaries: mass flow inlet, i.e. a boundary for which the mass flow 

rate is known; 

• Other inlet boundaries: velocity inlet; 

• Outlet boundaries: pressure outlet; 

• Internal vertical boundaries: wall, adiabatic; 

• External vertical boundaries: wall, conducting. 

 

4.3    Mesh 

4.3.1    Air 

Like the two-dimensional case, the polyhedral type mesh has been used on the 

computational air domain because it is relatively easy, efficient and contains almost five times 

fewer cells than a tetrahedral mesh for a given starting surface.  

The prism layer total thickness and the prism layer near wall thickness have been with 

the same criteria of the two-dimensional case. 

A summary of the initial mesh is given in TABLE VI. 

(47) 
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TABLE VI: INITIAL SPECIFICATIONS FOR THE EXTERNAL FLOW (WITH 

POLYGONAL CYLINDER) 3-D MESH 

 SCENARIO #1 SCENARIO #2 

Mesh type Polyhedral Polyhedral 

Base size, [m] 1.0 1.0 

Target surface size, [-] 100 % base size 100 % base size 

Minimum surface size, [-] 5 % base size 5 % base size 

Surface growth rate, [-] 1.05 1.05 

# of prism layers, [-] 30 30 

Prism layer total thickness, [m] 0.04 0.04 

Prism layer near wall thickness, [m] 1E-04 5E-05 

Base size of circular region around the 

receiver, [-] 

10 % base size 10 % base size 

Base size of the rectangular region along the 

wake, [-] 

25 % base size 25 % base size 

# of cells, [Mcells] 5.8 5.8 

Time-step, [s] 0.1 0.05 

Inner iterations, [-] 15 15 
 

4.3.2    Receiver 

Concerning the molten salts region, the trimmed cell mesher has been adopted, providing 

an efficient and robust method of producing a high-quality grid for this geometry (see Fig. 39). 

Aiming to solve mainly the energy equation, anisotropic mesh has been applied, refining 

the size along the direction normal to the flow of the molten salts. 

A summary of the initial mesh (on a single panel) is given in TABLE VII. 

 

TABLE VII: INITIAL SPECIFICATIONS FOR THE INTERNAL FLOW 3-D MESH 

 SCENARIO #1 SCENARIO #2 

Mesh type Trimmed Trimmed 

Base size (along x), [m] 0.5 0.5 

Base size (along y), [m] 2.5E-03 2.5E-03 

Base size (along z), [m] 1.0 1.0 

Target surface size, [-] 100 % base size 100 % base size 

Minimum surface size, [-] 5 % base size 5 % base size 

# of cells, [Mcells] ≈ 0.166 ≈ 0.166 

(total) # of cells, [Mcells] ≈ 3.98 ≈ 3.98 
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(a) 

(b) 

(c) 

Figure 39: Initial receiver mesh. (a) Whole receiver, (b) Zoom on a single panel, (c) Zoom on 

the inlet/outlet of the panel 
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4.4    Air 

4.4.1    Verification 

Two types of grid independence studies have been approached: one varying the number 

of prism layers and the other varying the base size; a time independence study has been provided 

too, concerning the # of inner iterations per time-step. For each different value of base size 

considered, a mesh diagnostic has been done because, even though a mesh is valid and the 

solution is successfully initialized with an appropriate space model, poor mesh quality can 

negatively affect the final solution. 

The quality measurements survey the same monitors of the two-dimensional case  

• Skewness angle; 

• Face validity; 

• Volume change; 

• Chevron quality indicator; 

and, in addition: 

• Cell quality: only defined for a three-dimensional mesh, a cell with a quality of 

1.0 is considered perfect. Instead, a degenerate cell has a cell quality approaching 

zero. Depending on the physics that has been selected for the analysis, the cell 

quality of a cell can be low and still provide a valid solution. However, poor cell 

quality is likely to affect both the robustness and accuracy of the solution. 

 

Each of these monitors has been plotted in a histogram plot, as Fig. 40 shows in the next 

page. 
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(a) 

(b) 

(c) 

(d) 

(e) 
Figure 40: Air, 3-dimensional mesh quality measurements. (a) Skewness angle, (b) Face 

validity, (c) Volume change, (d) Chevron quality indicator (e) Cell quality  
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Before stopping the simulation to export data, a check on their reliability has been issued 

through the residuals and the drag coefficient. Once the simulation has been considered 

statistically stationary, the profile of the drag coefficient in that interval has been postprocessed 

with Excel, obtaining the time-averaged drag coefficient, and obtaining a plot through Matlab. 

The following convergence study has been developed for the SCENARIO #1 (simulating only 

the external flow, without any thermic load) because of more available experimental data. 

The first grid independence study concerns the number of prism layers: maintaining 

constant the mesh specifications previously cited in TABLE VI and setting the same time-step 

of 0.1 s, only the number of prism layers has been modified, obtaining the time-averaged drag 

coefficient (see Fig. 41).  

The result is that one with the green circle: 30 layers. The greater number of layers 

provides the same result, but it is too expensive for the three-dimensional study. 

 

Optimal value 

Figure 41: Air, 3-dimensional grid independence study – # of 

prism layers 
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Soon after this first step, it is possible to observe the flow details near wall (see Fig. 42): 

2-dimensional criteria (about the wall-y+ and turbulent viscosity) applied to the 3-dimensional 

case. 

The second grid independence study concerns the base size: fixing the optimal number of 

layers just obtained and maintaining constant all the other mesh specifications previously cited 

in TABLE VI, setting the optimal time-step obtained from the two-dimensional study, only the 

base size has been modified, obtaining the time-averaged drag coefficient.  

Increasing the base size (with respect to 1.0), the jump between the last layer and the bulk 

becomes worse, giving poor and irregular results. On the other hand, decreasing the base size 

(with respect to 1.0) results in a too big computational cost (base size = 0.75 13.42 Mcells). 

So, the base size has not been modified. 

(a) 

(b) 

Figure 42: External flow field details (a) Wall-y+ (b) Detail of the turbulent 

viscosity field within the prism layer region 
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Finally, fixing the optimal number of layers and base size, and maintaining all the other 

mesh specifications of TABLE VI, only the number of inner iterations per time-step have been 

modified, providing a time independence study. 

The three tested simulations (with 5, 10 and 15 inner iterations per time-step) shared: 

•  the same flow field evolution 

•  the same time-averaged drag coefficient  

•  the same Δp (between point probes along the centerline) 

and they reached convergence after 11000 iterations, approximately. Moreover, the simulation 

with 5 iterations showed few irregularities in the various monitors, thus I proceeded with the 

following optimal mesh for the air domain: 

 

TABLE VIII: FINAL SPECIFICATIONS FOR THE EXTERNAL FLOW (WITH 

POLYGONAL CYLINDER) 3-D MESH 

 SCENARIO #1 

Mesh type Polyhedral 

Base size, [m] 1.0 

Target surface size, [-] 100 % base size 

Minimum surface size, [-] 5 % base size 

Surface growth rate, [-] 1.05 

# of prism layers, [-] 30 

Prism layer total thickness, [m] 0.04 

Prism layer near wall thickness, [m] 1E-04 

Base size of circular region around the 

receiver, [-] 

10 % base size 

Base size of the rectangular region along the 

wake, [-] 

25 % base size 

# of cells, [Mcells] 5.8 

Time-step, [s] 0.1 

Inner iterations, [-] 10 
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The resulting flow field is shown in the figures below. 

The velocity field above shown is almost symmetric, but not entirely because of the high 

Re. The influence of the gravity is observed on the little wake shift downwards (see Fig. 43.b). 

 

4.4.2    Benchmark and validation 

As for the 2-dimensional analysis, DNS data are not available for this range of Re. 

However, data from other less computationally expensive numerical studies are available and 

it is possible to benchmark our results against their ones. 

Comparing the time-averaged drag coefficient (for both scenarios), it seems to be in 

agreement (see Fig. 44) with numerical URANS data by Catalano et al. (2003), but slightly 

overpredict the CD with respect to their 3-D LES numerical study. 

 

(a) 

(b) 

Figure 43: 3-dimensional velocity field of converged external flow. (a) xy plane (b) xz plane 



56 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Moreover, it is possible validate our results comparing them with experimental results 

(see Fig. 45). Always considering the time-averaged drag coefficient (for SCENARIO #1), it 

seems to be in agreement with the experimental data of Wieselberg (from Schlichting) and 

ESDU, which are the only ones to have made tests until Re useful for this comparison. 

The SCENARIO #2 has not been simulated because of lack of experimental data. 

SCENARIO 
#1 

• Catalano et al. (2003) 3-D LES 
▪ Catalano et al. (2003) URANS 
⁃ Achenbach (1968) 

SCENARIO #1 

Figure 44: Benchmark of 3-dimensional results – only hydraulic, 

external flow (adapted from [15]) 

Figure 45: Validation of 3-dimensional results – only hydraulic, external 

flow (adapted from [38]) 

SCENARIO #2 
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4.5    Receiver  

4.5.1    Verification 

Since the chosen mesh generator for the receiver is the anisotropic trimmed one, the grid 

independence study has been approached for all the three (x,y,z) directions: firstly, varying the 

base size along x, then along y and finally along z. For each different value of base size 

considered, a mesh diagnostic has been adopted, like all the previous studies.  

The quality measurements survey the same monitors:  

• Skewness angle; 

• Face validity; 

• Volume change; 

• Chevron quality indicator; 

• Cell quality. 

 

Each of these monitors has been plotted in a histogram plot, as Fig. 46 shows in the next 

page. 
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(b) 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

(c) 

(d) 

(e) 

Figure 46: Receiver mesh quality measurements. (a) Skewness angle, (b) Face validity, (c) 

Volume change, (d) Chevron quality indicator (e) Cell quality  
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To reduce as much as possible the needed computational time, the grid independence 

study has been conducted on a single panel, since they share the same geometry.  

Moreover, the simulations did not include the air surrounding, but only the receiver. A 

thermal condition of volumetric heat load within the channel has been imposed during all the 

simulations, not being coincident with the real case, but however useful to conduct the 

verification.  

The mean and maximum T within the channel have been monitored (see Fig. 47), showing 

almost the same average T, but different maximum. Finally, the obtained final mesh coincided 

with the initial one (see TABLE  VII). 

Being a particular case study, no benchmark or validation phase is available. 

 

4.6    Case study 

Coupling the molten salts within the receiver and the surrounding environment, both with 

the optimal meshes previously obtained, the surface solar heat loads provided by Sandia 

National Laboratory has been imposed as follow: 

TABLE IX: INCIDENT RADIATIVE POWER ON RECEIVER SURFACE 

 Scenario #1 Scenario #2 

Pinc., [MW] ≈ 37.1 ≈ 30.8 

 

 

 

 

 

 

Figure 47: Receiver grid independence study – base size. (a) x-direction (b) y-direction (c) z-

direction 

(a) (b) (c) 
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Figure 48: Distribution of the radiative load (kW/m2) on the receiver panels. 

(a) SCENARIO #1 (b) SCENARIO #2 
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Together with the following radiative properties of the external black Pyromark paint: 

 

TABLE X: RADIATIVE PROPERTIES OF BLACK PYROMARK, EXTERNAL 

RECEIVER PAINT 

ε, [-] 0.94 

τ, [-] 0 

ρ, [-] 0.06 

 

What is mainly expected is an asymmetric behavior (of air temperature and velocity 

around the receiver), because of the presence of both circuits’ outlets in the southern receiver 

region: due to the highest molten salts’ temperature there, that receiver region will be the hottest 

one, affecting the flow field.  

 

4.6.1   Scenario #1 

The converged air flow and temperature fields are shown in Fig. 49 and 50, respectively. 

(a) 

(b) 

Figure 49: SCENARIO #1, air velocity flow field. (a) equatorial plane (b) 

vertical west-east plane, passing through the receiver center 
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Observing Fig. 49, it is possible to highlight the flow detachment on the sides of the 

receiver and both at the top and bottom of it. 

On the equatorial plane (Fig. 49.a), the flow is not symmetric, possibly due to the physics 

which govern the phenomena at this high Reynolds number and, especially, for the high receiver 

superficial thermal gradient between northern and southern regions (see Fig. 51). 

Looking at the vertical west-east plane (Fig. 49.b), the buoyancy takes part affecting the 

wake region, above all in the receiver upper zone. 

(a)

CV 

Figure 50: SCENARIO #1, air temperature map. (a) equatorial plane (b) vertical west-east 

plane, passing through the receiver center 

(b)

CV 
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Concerning the air temperature map of Fig. 50.a (where temperature above 50°C are 

represented as if they were equal to 50°C, in order to get a graphical appreciation of the 

gradients), the southern region is characterized by a higher temperature, with respect to the 

northern one, as previously forecast. 

Looking at the vertical plane (Fig, 50.b, with the same graphical settings of Fig. 50.a), the 

buoyancy takes part affecting the wake region, above all in the receiver upper zone.  

 

 

 

 

 

 

 

 

As it is possible to note, quite a high superficial thermal gradient (around 300°C) is 

present between northern and southern regions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 51: SCENARIO #1, receiver temperature map 

NORTH SOUTH 
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4.6.2   Scenario #2 

The converged air flow and temperature fields are shown in Fig. 52 and 53, respectively. 

 

 

Observing Fig. 52, it is possible to note that there is no flow detachment on the sides, at 

the top and bottom of the receive, because of the higher Re than the previous one. 

On the equatorial plane (Fig. 52.a), the flow is almost symmetric downstream although  

the high receiver superficial thermal gradient between northern and southern regions (see Fig. 

54). 

 

 

(a) 

(b) 

Figure 52: SCENARIO #2, air velocity flow field. (a) equatorial plane (b) 

vertical west-east plane, passing through the receiver center 
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Looking at the vertical west-east plane (Fig. 52.b), the buoyancy tends to lift the wake 

but, on the other hand, viscous ones preserve it.  

Concerning the air temperature map of Fig. 53.a (where temperature above 50°C are 

represented as if they were equal to 50°C, in order to get a graphical appreciation of the 

gradients), slightly larger portion of southern region is characterized by a higher temperature, 

with respect to the northern one. 

Looking at the vertical plane (Fig, 53.b, with the same graphical settings of Fig. 53.a), the 

buoyancy tends to lift the wake but, on the other hand, viscous ones preserve it. 

 

 

 

 

 

 

 

(b) 

(a) 

Figure 53: SCENARIO #2, air temperature map. (a) equatorial plane (b) vertical west-east 

plane, passing through the receiver center 
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As it is possible to note, quite a high superficial thermal gradient (around 310°C) is 

present between northern and southern regions. 

 

4.7   Results 

The convective heat losses determined from the various correlations are calculated as: 

𝑄̅𝑙𝑜𝑠𝑠
𝑝𝑎𝑛𝑒𝑙𝑠 = ℎ̅ ∗ 𝐴𝑡𝑜𝑡

𝑝𝑎𝑛𝑒𝑙𝑠 ∗ (𝑇̅𝑠 − 𝑇∞) 

where:  

• 𝐴𝑡𝑜𝑡
𝑝𝑎𝑛𝑒𝑙𝑠

 is the total area of the side surface of the receiver in the model; 

• 𝑇̅𝑠 is the receiver surface averaged temperature; 

The convective heat transfer coefficient, ℎ , has been evaluated considering two 

contributions: the natural convection one, ℎ𝑛𝑐, and the forced convection one, ℎ𝑓𝑐. 

In presence of combined convection, both the contributions are weighted as follows [5]:  

ℎ̅, [
𝑊

𝑚2 ∙ 𝐾
] = (ℎ̅𝑓𝑐

𝑎
+ ℎ̅𝑛𝑐

𝑎
)
1 𝑎⁄

 

where 𝑎 = 3.2 [12]. 

To obtain the value of ℎ𝑓𝑐  firstly, the forced convection Nusselt number, 𝑁𝑢̅̅ ̅̅ 𝑓𝑐 , is 

evaluated as:  

𝑁𝑢̅̅ ̅̅ 𝑓𝑐 , [−] =
ℎ̅𝑓𝑐 ∗ 𝑙

𝑘𝑓
 

where the cylinder diameter represents the characteristic length and the air thermal 

conductivity, 𝑘𝑓, is evaluated at film temperature, 𝑇𝑓 =
𝑇̅𝑠+𝑇∞

2
 , as suggested [12]. 

(3) 

(4) 

(5) 

NORTH SOUTH 

Figure 54: SCENARIO #2, receiver temperature map 



67 
 

 
 

Nusselt number is a dimensionless group equal to the ratio of convective to conductive 

heat transfer across the boundary, and it depends on the surface roughness (only the 𝑁𝑢𝑓𝑐): 

taking into account a smooth cylinder, the available correlations are:  

𝑁𝑢̅̅ ̅̅ 𝑓𝑐 , [−] = 0.18 ∗ 𝑅𝑒
0.63 

from [13], or the Churchill and Bernstein one:  

𝑁𝑢̅̅ ̅̅ 𝑓𝑐 , [−] = 0.3 + 0.488 ∗ 𝑅𝑒
0.5 [1.0 + (

𝑅𝑒

282000
)
0.625

]

0.8

 

from [5]. Whatever is the chosen correlation, the Reynolds number has to be evaluated at the 

film temperature, 𝑇𝑓, as suggested [12]. 

On the other hand, to obtain the value of ℎ𝑛𝑐, the natural convection Nusselt number, 

𝑁𝑢̅̅ ̅̅ 𝑛𝑐, is evaluated as:  

𝑁𝑢̅̅ ̅̅ 𝑛𝑐 , [−] =
ℎ̅𝑛𝑐 ∗ 𝑙

𝑘∞
 

where the cylinder height represents the characteristic length and the air thermal conductivity, 

𝑘∞, is evaluated at the free-stream temperature, as suggested [12], taking into account the 

effects of the variable properties. The value of 𝑁𝑢̅̅ ̅̅ 𝑛𝑐 is obtained as follows:  

𝑁𝑢̅̅ ̅̅ 𝑛𝑐, [−] = 0.098𝐺𝑟
1
3𝐻 (

𝑇̅𝑠
𝑇∞
)

−0.14

 

In Fig. 55 it is possible to compare CFD converged simulation results with predictive 

correlations and with on-site, experimental measurements, respectively. The respective error 

bars are also reported: 

• ± 50 % is considered on 𝑁𝑢̅̅ ̅̅ 𝑓𝑐, as proposed [12]; 

• ± 40 % is considered on 𝑁𝑢̅̅ ̅̅ 𝑛𝑐, as proposed [12]; 

• ± 40 % is considered on the exponent 𝑎, as proposed [12]; 

• ± 20 % is considered on the on-site, experimental measurements. 

The experimental heat loss, evaluated as the difference between the radiative contribution 

and the molten salts enthalpy increase, comprising the radiative, convective and conductive 

contributions, is compared in Fig. 55.a/c with the total heat loss resulting from simulation, 

(6) 

(7) 

(8) 

(9) 
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including only the radiative and convective ones. Taking into account that the real conductive 

heat losses is appraised being between 0.5% and 1% of the incident power [14], that is ≈ 0.18-

0.36 MW, CFD result well agree with on-site measurements, within the error bar, for both 

scenarios.  

Then, convective heat loss obtained from correlations is compared with the computed one 

(equal to the surface integral of the heat flux from the receiver to the air, subtracted of the 

radiative part) in Fig. 55.b/d: CFD result well agree with the employed correlations, within the 

error bar, for both scenarios. 

 

 

 

 

 

 

 

 

(a) (b) 

Figure 55: SCENARIO #1. (a) Experimental total heat loss, compared to total heat loss 

computed (b) Computed convective heat loss compared to prediction from correlations 

SCENARIO #2. (c) Experimental total heat loss, compared to total heat loss computed (d) 

Computed convective heat loss compared to prediction from correlations  

(c) (d) 
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The forced convection contribution is not so negligible in scenario #1 since ℎ̅𝑓𝑐 (≈ 4.5 

W/(m2*K)) is only half of ℎ̅𝑛𝑐 (≈ 9 W/(m2*K)) and, combined with the power 3.2 in Eq. (4), 

the forced convection contribution results to be 10% of the total.  

On the other hand, concerning scenario #2, forced convection contribution is comparable 

with natural on since ℎ̅𝑓𝑐 (≈ 9 W/(m2*K)) is almost equal to ℎ̅𝑛𝑐 (≈ 9 W/(m2*K)), confirming 

the convection type predicted at the beginning of the thesis. 
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CHAPTER 6 

CONCLUSIONS AND PERSPECTIVE 

Verification and validation of a geometrically simplified CFD model of the Solar Two 

central tower receiver have been discussed, being able to compute statistically stationary 

convective heat losses (≈ 1.5 % and 2.2 % of the total incident power on receiver surface) and 

total ones for scenario #1 and #2, respectively. 

The obtained results are in agreement with those of employed correlations (for convective 

losses) and with those of on-site measurements (for total losses). 

With a view to further developments, it should be interesting to realize a more exhaustive 

CFD model, considering the structure above and below the receiver, for both scenarios, 

influencing the thermo-hydraulic field from the absorber downwards along the wake. 
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Appendix A 

 

DRAG ON THE CYLINDER 

A complete dissertation about forces acting on a cylinder in crossflow can be found in [6]. 

The force exerted by an object located in a fluid in motion has two components: in the 

direction of the flow and normal to it, respectively. The former is called drag, D: it is a 

combination of normal (due to pressure) and tangential (due to viscous effects) forces with 

respect to the flow direction: 

D, [N] = ∫𝑑𝐹𝑥 = ∫𝑝 cos 𝜃 𝑑𝐴 + ∫ 𝜏𝑤 sin 𝜃 𝑑𝐴 = D𝑝 +D𝑓  

 

where θ identifies the orientation of the surface.  

Thus, the body shape, the distribution of 𝜏𝑤  and 𝑝  along the surface are needed to 

integrate Eq. (A.1). Considering that it is often difficult to obtain those detailed information, 

the following dimensionless form is preferred: 

𝐶𝐷 , [−] =
D

1
2𝜌𝑈∞

2𝐴
 

Where A is the characteristic area of the object, or rather, most often, the frontal area: it is the 

projected area seen by a person looking toward the object from a direction parallel to the 

upstream velocity, 𝑈∞. 

As it is possible to observe, the drag force is composed of two components: the friction 

drag, Df, and the pressure drag, Dp. The first one is that part of the drag directly due to the shear 

stress, 𝜏𝑤, but not only: the orientation of the surface element (indicated by the factor sin 𝜃) on 

which it acts is important too. The dimensionless form is the friction drag coefficient, CDf :  

 

𝐶𝐷𝑓 , [−] =
D𝑓

1
2𝜌𝑈∞

2𝐴
=
∫ 𝜏𝑤 sin 𝜃 𝑑𝐴

1
2𝜌𝑈∞

2𝐴
 

 

Its value is a function of Reynolds number, Rel,, and relative surface roughness, 𝜀 l⁄  . 

On the other hand, the pressure drag is that part directly due to the pressure (that is, to 

normal stresses), 𝑝, on the object, but not only: the orientation of the surface element (indicated 

(4) 

(A.2) 

(A.3) 

(A.1) 
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by the factor cos 𝜃) on which the pressure force acts is important too. The dimensionless form 

is the pressure drag, CDp :  

𝐶𝑝, [−] =
D𝑝

1
2𝜌𝑈∞

2𝐴
=
∫𝑝 cos 𝜃 𝑑𝐴

1
2𝜌𝑈∞

2𝐴
=
∫𝐶𝑝 cos 𝜃 𝑑𝐴

𝐴
 

Where 𝐶𝑝 = (𝑝 − 𝑝∞) (𝜌𝑈∞
2 2⁄ )⁄  is the pressure coefficient: it is important to note that 

the intensity of the reference pressure does not influence directly the drag because the net 

pressure force on a body is zero if the pressure is constant on its surface. However, the pressure 

drag strongly depends on the shape of the object.  

 

 The component of the force normal to the flow is called lift, L, and it is experienced 

only by those objects not symmetrical or those not producing a symmetrical flow field. It is 

defined as:  

(a) 

(b) 

Figure 56: (a) Drag coefficient as a function of Reynolds number for a 2-

dimensional, smooth circular cylinder (adapted from [6]), (b) Experimental 

references for drag coefficient in the turbulent region (adapted from [16]) 

(A.4) 
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L, [N] = ∫𝑑𝐹𝑦 = −∫𝑝 sin 𝜃 𝑑𝐴 + ∫𝜏𝑤 cos 𝜃 𝑑𝐴 

or, in dimensionless form: 

𝐶𝐿 , [−] =
L

1
2𝜌𝑈∞

2𝐴
 

We will focus only on the drag force. 

The most important parameter on which the drag coefficient is dependent is the Reynolds 

number (see Figure 53.a): an abundance of such two-dimensional drag coefficient data (in the 

turbulent region, above all) is available in literature (such as [15], [9] or [17]) and the figure 

below (Figure 53.b) is an example. 

At low Reynolds number (see point A in Figure 19.a), there is a balance between viscous 

and pressure forces: the drag on the cylinder is expected to be function of the free-stream 

velocity, U∞, the diameter, D, and the dynamic viscosity, μ.  Thus:  

D, [N] = 𝑓(𝑈∞, 𝐷, 𝜇) 

and, from dimensional analysis: 

D, [N] = 𝐶𝜇𝐷𝑈∞ 

with C being a constant depending on the shape of the body; for circular cylinder, 𝐶 ≅ 3. In 

dimensionless form: 

𝐶𝐷 , [−] =
D

1
2𝜌𝑈∞

2𝐴
=
2𝐶𝜇𝐷𝑈∞
1
2𝜌𝑈∞

2𝐴
= 2𝐶

𝜇

𝜌𝑈∞𝐷
=
2𝐶

𝑅𝑒
 

 

At moderate Reynolds number, the drag coefficient starts to decrease with Reynolds 

number (see point B and C of Fig. 19.a) with a law different from the previous one and, at 𝑅𝑒 =

103, the 𝐶𝐷 value becomes constant, until 𝑅𝑒 = 105. As mentioned before, at this Reynolds 

number, the boundary layer starts being turbulent and the drag force experiences a sudden 

decrease: the turbulent boundary layer travel further along the cylinder surface into adverse 

pressure gradient on the backside of the cylinder before separation occurs. The consequence is 

a smaller pressure drag. As soon as the boundary layer is totally turbulent, 𝐶𝐷 increases again. 

 

 

(A.5) 

(A.6) 

(A.7) 

(A.8) 

(A.9) 
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Appendix B 

 

HEAT LOSSES UNDERGONE BY THE CYLINDER 

A complete dissertation about heat losses can be found in [5]. 

An object located in a fluid in motion is subjected to two kind of thermal losses: radiative 

and convective. 

Assuming a nonparticipating medium (i.e., no effect on the transfer of radiation between 

surfaces), the radiative exchange between two or more surfaces depends strongly on the surface 

geometries and orientations, as well as on their radiative properties and temperatures. Other 

important assumption made for this work is to neglect the dependence of the radiative properties 

from temperature, orientations and wavelength.  

Defining the irradiation quantity, G, as the rate at which radiation is incident upon a 

surface per unit are [W/m2], three main phenomena can occur (see Fig. 54): 

• Reflection: a fraction of the irradiation is reflected by the surface, characterized 

be the dimensionless quantity ρ (reflectance):  

𝜌, [−] =
𝐺𝑟𝑒𝑓

𝐺
 

• Absorption: a fraction of the irradiation is absorbed by the surface, characterized 

by the dimensionless quantity α (absorptance):  

𝛼, [−] =
𝐺𝑎𝑏𝑠
𝐺

 

• Transmission: a fraction of the irradiation in transmitted by the surface, 

characterized by the dimensionless quantity τ (transmittance):  

𝜏, [−] =
𝐺𝑡𝑟
𝐺

 

(B.1) 

(B.2) 

(B.3) 
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Approximating surfaces as blackbodies, the radiative exchange is simplified because 

there is no more the reflected and transmitted component, but all the incident radiation is 

absorbed and emitted. As blackbody, the emission follows the Stefan-Boltzmann law:  

𝐸𝑏 , [
𝑊

𝑚2
] = 𝜎𝑇4 

where the Stefan-Boltzmann constant, σ, is equal to 5.670E-8 Wm2/K4. 

Discussing of radiative exchange between surfaces, it is mandatory to introduce the 

concept of shape factor (or view factor, see Fig. 55), Fij, defined as the fraction of the radiation 

leaving surface i that is intercepted by surface j:  

𝐹𝑖𝑗 , [−] =
1

𝐴𝑖
∫ ∫

cos 𝜃𝑖 cos 𝜃𝑗

𝜋𝑅2
𝑑𝐴𝑖𝑑𝐴𝑗

𝐴𝑗𝐴𝑖

 

Where: 

• Ai and Aj are arbitrarily oriented surfaces 

• 𝜃𝑖 and 𝜃𝑗  are polar angles formed by the line of length R, which connects the two 

surfaces. 

Figure 57: Interactions of radiation with semitransparent medium [37] 

(B.4) 

(B.5) 
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Relationships which characterize the view factors are the reciprocity relation:  

𝐴𝑖𝐹𝑖𝑗 = 𝐴𝑗𝐹𝑗𝑖 

and the summation rule:  

∑𝐹𝑖𝑗 = 1

𝑁

𝑗=1

 

Thus, having N surfaces maintained at different temperatures, the net transfer of radiation 

from surface i due to exchange with the remaining surfaces may be expressed as: 

𝑞𝑖, [𝑊] =∑𝐴𝑖𝐹𝑖𝑗𝜎(𝑇𝑖
4 − 𝑇𝑗

4)

𝑁

𝑗=1

 

On the other hand, the convective exchange can be subdivided in:  

• Natural convection exchange: originating when a body force acts on a fluid in 

which there are density gradients (commonly due to temperature gradients), 

producing a buoyancy force, which induces free convection currents; 

• Forced convection exchange: originating from an external forcing condition (like 

a fan or a pump), combined with the presence of a temperature gradient. 

To determine which kind of convection is predominant, two dimensionless group are 

needed: the Reynolds and Grashof numbers, already discussed in the previous chapter. 

Figure 58: View factor associated with radiation exchange 

between elemental surfaces of area dAi and dAj [36] 

(B.6) 

(B.7) 

(B.8) 
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If we consider an object of arbitrary shape, with a certain surface As at temperature Ts, 

submerged in a fluid with a certain velocity, V, and temperature, T∞ ≠ Ts, convection will occur. 

The total heat transfer rate, q, is expressed as:  

𝑞, [𝑊] = (𝑇𝑠 − 𝑇∞)∫ ℎ𝑑𝐴𝑠
𝐴𝑠

= ℎ̅𝐴𝑠(𝑇𝑠 − 𝑇∞) 

Where ℎ and ℎ̅, [W/m2/K], are the local and average convection coefficient, respectively. 

Depending on the flow regime, laminar or turbulent, it is possible to obtain the convective 

heat transfer coefficient by means of exact analytical solutions or experimental correlations 

about the Nusselt number, Nu. It is a dimensionless group defined as:  

𝑁𝑢 =
ℎ𝐿

𝑘𝑓
 

or:  

𝑁𝑢̅̅ ̅̅ =
ℎ̅𝐿

𝑘𝑓
 

which provides a measure of the convection heat transfer occurring at the surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(B.9) 

(B.10) 

(B.11) 
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Appendix C 

 

UNSTEADY REYNOLDS-AVERAGE NAVIER-STOKES HEAT LOSSES 

UNDERGONE BY THE CYLINDER 

A complete dissertation about URANS can be found in [18]. 

Within the expression of URANS, the central quantity that has to be modeled is the 

Reynolds stress tensor 𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ , that is a symmetric positive defined matrix:  

𝑅 = (

𝑢1
′𝑢1
′̅̅ ̅̅ ̅̅ 𝑢1

′𝑢2
′̅̅ ̅̅ ̅̅ 𝑢1

′𝑢3
′̅̅ ̅̅ ̅̅

𝑢2
′𝑢1
′̅̅ ̅̅ ̅̅ 𝑢2

′𝑢2
′̅̅ ̅̅ ̅̅ 𝑢2

′𝑢3
′̅̅ ̅̅ ̅̅

𝑢3
′𝑢1
′̅̅ ̅̅ ̅̅ 𝑢3

′𝑢2
′̅̅ ̅̅ ̅̅ 𝑢3

′𝑢3
′̅̅ ̅̅ ̅̅

) 

On-diagonal terms represent the normal stress, whereas the off-diagonal terms represent 

the shear stresses. 

Now, the turbulent kinetic energy, 𝑘, and the anisotropic component of Reynold stresses, 

𝑎𝑖𝑗, are defined as follows:  

𝑘 =
1

2
𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ =

1

2
(𝑢1
′2̅̅ ̅̅ + 𝑢2

′2̅̅ ̅̅ + 𝑢3
′2̅̅ ̅̅ ) =

1

2
𝑇𝑟(𝑅) 

𝑎𝑖𝑗 = 𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ −
2

3
𝑘𝛿𝑖𝑗 

So:  

𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ = 𝑎𝑖𝑗 +
2

3
𝑘𝛿𝑖𝑗 =

(

 
 
 
𝑢1
′2̅̅ ̅̅ −

2

3
𝑘 𝑢1

′𝑢2
′̅̅ ̅̅ ̅̅ 𝑢1

′𝑢3
′̅̅ ̅̅ ̅̅

𝑢2
′𝑢1
′̅̅ ̅̅ ̅̅ 𝑢2

′2̅̅ ̅̅ −
2

3
𝑘 𝑢2

′ 𝑢3
′̅̅ ̅̅ ̅̅

𝑢3
′𝑢1
′̅̅ ̅̅ ̅̅ 𝑢3

′𝑢2
′̅̅ ̅̅ ̅̅ 𝑢3

′2̅̅ ̅̅ −
2

3
𝑘)

 
 
 
+

(

 
 
 

2

3
𝑘 0 0

0
2

3
𝑘 0

0 0
2

3
𝑘)

 
 
 

 

 

 

Therefore, the final goal is to model the anisotropic part only. It is possible to rewrite:  

𝜌
𝜕𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅

𝜕𝑥𝑗
+
𝜕𝑝̅

𝜕𝑥𝑖
= 𝜌

𝜕𝑎𝑖𝑗

𝜕𝑥𝑗
+
𝜕 (𝑝̅ +

2
3𝜌𝑘)

𝜕𝑥𝑖
 

and, substituting in the original expression of URANS:  

isotropic term anisotropic term 

(C.1) 

(C.2) 

(C.3) 

(C.4) 

(C.5) 
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𝜌
𝜕𝑈𝑖̅
𝜕𝑡
+ 𝜌𝑈𝑗̅

𝜕𝑈𝑖̅
𝜕𝑥𝑗

= 𝜌𝑔𝑖 +
𝜕 

𝜕𝑥𝑗
(−𝜌𝑎𝑖𝑗 + 2𝜌𝑣𝑆𝑖̅𝑗 − (𝑝̅ +

2

3
𝜌𝑘) 𝛿𝑖𝑗) 

A widely-used model in URANS is based on Bussinesque hypothesis where the 

anisotropic tensor, 𝑎𝑖𝑗, is modeled with an eddy viscosity, 𝑣𝑇,  

−𝜌𝑎𝑖𝑗 = −𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ +
2

3
𝜌𝑘𝛿𝑖𝑗 = 𝜌𝑣𝑇 (

𝜕𝑈𝑖
𝜕𝑥𝑗

+
𝜕𝑈𝑗

𝜕𝑥𝑖
) = 2𝜌𝑣𝑇𝑆𝑖𝑗̅̅̅̅  

Thus, defining the effective viscosity as:  

𝑣𝑒𝑓𝑓.(𝑥, 𝑡) = 𝑣 + 𝑣𝑇(𝑥, 𝑡) 

 Eq. (C.6) can be rewritten as follows:  

𝐷̅ 

𝐷̅𝑡
𝑈𝑖̅  =  𝑔𝑖 +

𝜕 

𝜕𝑥𝑗
[𝑣𝑒𝑓𝑓. (

𝜕 

𝜕𝑥𝑗
𝑈𝑖̅  +

𝜕 

𝜕𝑥𝑖
𝑈𝑗̅ )] −

1

𝜌

𝜕 

𝜕𝑥𝑖
(𝑝̅ +

2

3
𝜌𝑘) 

In doing so, the modelling effort has been moved from the anisotropic component of 

Reynolds stresses to the turbulent viscosity, 𝑣𝑇. Various approaches can be used: 

• the uniform viscosity model: its applicability is extremely limited; 

or, by dimensional analysis, writing 𝑣𝑇 = 𝑙
∗ ∙ 𝑢∗  (with 𝑙∗  being a length and 𝑢∗  being a 

velocity): 

• the mixing length model: specifying 𝑙∗ = 𝑙𝑚 (i.e., the mixing length), and 𝑢∗ =

𝑙𝑚
𝜕𝑈̅

𝜕𝑦
, yields 𝑣𝑇 = 𝑙𝑚

2 ∙ |
𝜕𝑈̅

𝜕𝑦
| . It is still quite incomplete because this model 

requires the presence of a main flow gradient (for example, it does not work for 

decaying grid turbulence) and the mixing length, 𝑙𝑚, changes with the geometry 

of the flow and it should be specified each time. 

Kolmogorov and Prandtl suggested another expression of the velocity, 𝑢∗, in order to 

overcome the limitation of the previous model, that is:  

𝑢∗ = 𝑐𝑘1 2⁄  

with 𝑐 being a constant and, with 𝑙∗ = 𝑙𝑚:  

𝑣𝑇 = 𝑐𝑘
1 2⁄ 𝑙𝑚 

A model transport equation for k (one-equation model), modelling 𝑘 as follows:  

(C.6) 

(C.7) 

(C.8) 

(C.9) 

(C.10) 

(C.11) 

(34) 
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𝐷̅𝑘

𝐷̅𝑡
= −

𝜕 

𝜕𝑥𝑗
(
1

2
𝑢𝑖′𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ̅̅ ) −

1

𝜌

𝜕 𝑢𝑖′𝑝̅̅̅̅̅

𝜕𝑥𝑗
+ 𝑣

𝜕2𝑘

𝜕𝑥𝑗
2 − 𝑢𝑖

′𝑢𝑗′̅̅ ̅̅ ̅̅
𝜕𝑈𝑖̅
𝜕𝑥𝑗

− 𝑣 (
𝜕𝑢𝑖′

𝜕𝑥𝑗
)

2̅̅ ̅̅ ̅̅ ̅̅ ̅

= −∇ ∙ 𝑇 + 𝑃 − 𝜀 

 

 

 

The transport and dissipation terms are in unclosed form; thus, they should be modelled. 

At high Re, 𝜀~𝑢0
3 𝑙0⁄ , with 𝑢0  and 𝑙0  being the velocity and lengthscale of the energy-

containing motions, respectively. Based on dimensional arguments, we have:  

𝜀 = 𝑐𝐷
(𝑐1 2⁄ )

3

𝑙𝑚
 

where 𝑐𝐷 is a model constant. 

Combining Eqs. (C.11) and (C.13), yields:  

𝑣𝑇 = 𝑐 ∙ 𝑐𝐷
𝑘2

𝜀
 

The transport term is modelled with a gradient-diffusion hypothesis: 

𝑇 = −
𝑣𝑇
𝜎𝑘
∇𝑘 

where 𝜎𝑘 is the turbulent Prandtl number, usually set to 1. Therefore, it is possible to finally 

rewrite the model transport equation for 𝑘 as:  

𝐷̅𝑘

𝐷̅𝑡
= ∇ ∙ (

𝑣𝑇
𝜎𝑘
∇𝑘) + 𝑃 − 𝜀 

To resume, the procedure amounts to: 

• specify the mixing length, 𝑙𝑚; 

• solve the model transfer equation for 𝑘(𝑥, 𝑡); 

• obtain the turbulent viscosity, 𝑣𝑇, by Eq. (36); 

• obtain the Reynolds stresses by Eq. (29); 

• solve the URANS. 

The greatest drawback of the model remains: the mixing length, 𝑙𝑚, must be specified. 

To overcome this inconvenient, various more advanced model have been introduced, such 

as Spalart-Allmaras (a one-equation model) or k-ε, k-ω (i.e., two equation models, where 𝑘 is 

taken as one of the variables, but different are the choices for the second) and just a pair of them 

will be analyzed for the purpose of this thesis. 

Transport term, 𝑇  Production 

term, 𝑃  

Dissipation 

term, 𝜀 

(C.13) 

(C.14) 

(C.15) 

(C.16) 

(C.12) 
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C.1    The Spalart-Allmaras turbulence model 

This one-equation model solves a single model transport equation for the kinematic eddy 

turbulent viscosity, 𝑣𝑇 , and it was initially elaborated for aerospace application [8]. Later, it 

proved to give good results in applications with boundary layers subjected to separation and to 

adverse pressure gradient and with turbomachines. 

Being a one-equation model for 𝑣𝑇, it represents the lowest level at which a model can 

be complete: if the accuracy were the main standard of judgement for selecting the model to 

use, the choice would tend to models with a higher level of representation; however, a trade-off 

between cost and ease of use is important in CFD. 

The model equation is:  

𝐷̅𝑣𝑇

𝐷̅𝑡
= ∇ ∙ (

𝑣𝑇
𝜎𝑣
∇𝑣𝑇) + 𝑆𝑣 

Where 𝜎𝑣 is a constant and 𝑆𝑣 is a user-defined source term, depending on the molecular 

and turbulent viscosity, 𝑣 and 𝑣𝑇, the turbulent viscosity gradient, |∇𝑣𝑇|, the distance to the 

nearest wall, 𝑙𝑤, and on the rate of rotation (or mean vorticity), 𝛺𝑖𝑗. 

This model is not suited to application involving jet-like free-shear region: mainly 

because it is unable to account for the decay of 𝑣𝑇 in isotropic turbulence (where 𝑢1
′2̅̅ ̅̅ = 𝑢2

′2̅̅ ̅̅ =

𝑢3
′2̅̅ ̅̅ ), implying that, in homogeneous turbulence (where 

𝜕𝑢𝑖
′𝑢𝑗
′̅̅ ̅̅ ̅̅ ̅

𝜕𝑥𝑗
= 0 𝑎𝑛𝑑 

𝜕𝑢𝑖
′𝑝′̅̅ ̅̅ ̅̅

𝜕𝑥𝑗
= 0 ), 𝑣𝑇  is 

unaffected by irrotational mean straining. 

 

 

 

 

 

 

 

 

 

 

 

 

(C.17) 
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C.2    The k-ω turbulence model 

This is one of the most common two-equation model, solving two model transport 

equations: Eq. (C.16) for the turbulent kinetic energy, 𝑘, and an additional one for 𝜔, which is 

the specific rate of dissipation of 𝑘, defined as:  

𝜔 =
𝜀

𝑘
 

Forming three dimensional quantities:  

(lengthscale) 𝐿 =
𝑘3 2⁄

𝜀
=
𝑘1 2⁄

𝜔
 

(timescale) τ =
𝑘

𝜀
=
1

𝜔
 

𝑣𝑇 =
𝑘2

𝜀
=
𝑘

𝜔
 

it is possible to complete this two-equation model, without being dependent on flow 

specifications such as the mixing length, 𝑙𝑚, anymore. 

As for the k-ε model, the exact equation for 𝜔 is not derived but it is best viewed as being 

entirely empirical:  

𝐷̅𝜔

𝐷̅𝑡
= ∇ ∙ (

𝑣𝑇
𝜎𝜔
∇𝜔) + 𝐶𝜔1

𝑃𝜔

𝑘
− 𝐶𝜔2𝜔

2 

where 𝜎𝜔, 𝐶𝜔1 and 𝐶𝜔2 are empirical constants. 

The above formulation is the original model developed by Wilcox and others [19]. It is 

well suited to boundary-layer flows, particularly in the treatment of the viscous near-wall region 

and of the effects of the streamwise pressure gradients. However, the treatment of non-turbulent 

free-stream boundaries (where 𝜔 = 0) can be cumbersome because a non-physical boundary 

condition would be imposed about an 𝜔, making the flow very sensitive to the specified value. 

A proper solution to this problem has been developed by Menter [20], proposing a version 

of k-ω that could yield the best behavior of k-ε and k-ω combined. The model equation is:  

𝐷̅𝜔

𝐷̅𝑡
= ∇ ∙ (

𝑣𝑇
𝜎𝜔
∇𝜔) + 𝐶𝜔1

𝑃𝜔

𝑘
− 𝐶𝜔2𝜔

2 + (
2𝑣𝑇
𝜎𝜔𝑘

∇𝜔 ∙ ∇𝑘) 𝑓 

 

With 𝑓 being a blending function: equal to zero when approaching the walls, and equal to unity 

far from walls. 

(C.18) 

(C.20) 

(C.19) 

(C.21) 

(C.22) 

(C.23) 
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