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SUMMARY

Online Social Networks (OSNs) are platforms that contain a variety of services for users to
interact over the Internet. OSNs have spread at a stunning speed over the past decade. They
are now a part of the lives of dozens of millions of people. The onset of OSNs has stretched
the traditional notion of community to include groups of people who have never met in person,
but communicate with each other through OSNs to share knowledge, opinions, interests and
activities. Over the past decade OSNs have been helping hundreds of millions of people develop
reliable computer-mediated relations. In addition, we believe that OSNs play a significant role
in the daily life of hundreds of millions of people. However, many user profiles in OSNs contain
inconsistent information. Existing studies have shown that lying in OSNs is quite widespread,
often for protecting a user’s privacy. In order for OSNs to continue expanding their role as
a communication medium in our society, it is crucial for information posted on OSNs to be
trusted.

To reach this level of trust in OSNs, we need to detect the deceptive profiles by finding
misleading, inconsistent, conflicting or false information. Although privacy issues in OSNs
have attracted a considerable attention in recent years, currently there is no work on detecting
deception based on inconsistencies in a user’s profile and posts. In this dissertation, we presented
a novel approach for detecting deceptive profiles in OSNs which is our ultimate goal. The

problem of detecting deception is important, but extremely challenging and worth to pay more
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SUMMARY (Continued)

attention. There are several methods for detecting deceptive profiles, none of which study the
deception detection in gender and location, as we explore in this study.

In this dissertation, we explore methods for detecting information about user genders and
locations. We first start by addressing the relative strengths of possible indicators for detecting
deception about gender and location. Evidently, the indicators that we consider are different
for gender and location. Next, we study the effectiveness of these indicators in determining
which indicators will help and which will not help. To date, there are no reliable indicators
for detecting deception. Therefore, our goal is to find the right indicators for deception about
gender and location. In particular, we discuss separately our two approaches for detecting
deception about gender and location. We have two different datasets where for each of the two,
we have applied two different sets of experiments.

On the one hand, we have studied the effectiveness of profile characteristics for detecting the
gender of Twitter users with a dataset that we harvested between January and February 2014.
Our approach to deception detection uses our novel approach on gender classification utilizing
profile layout color contained in Twitter profiles and first names and user names contained
therein. Each profile in our dataset has a link to a Facebook page in which users declare
explicitly their gender. We have used this information from linked Facebook profiles as the
ground truth throughout our studies. The outcome of those studies is that such characteristics
as the first name, user name and background color chosen by a user for her profile can provide

reasonably accurate predictions of the user’s gender. In addition, these characteristic help
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SUMMARY (Continued)

find inconsistent information about the gender from different characteristics and flag potential
deceptive profiles.

On the other hand, we have studied the effectiveness of spatiotemporal activities for predict-
ing the location of T'witter users with a different dataset that we harvested between March and
April 2014. We use publicly available Twitter data of that period to find out where the people
spent their vacation in a particular country and a particular holiday. We have explored geo-
tagged tweets that come with geo-location activities for a specific group of people. In particular,
we have selected Saudi Arabia as a source location and the Spring break holiday in March, 2014
for this study to find conflicting and unrealistic geo-location information. Thus, the outcome
of this study is that such spatiotemporal activities by a user can provide reasonably accurate
predictions of the users’ locations. Also, it does help predict the deceptive profiles based on
finding inconsistent spatiotemporal’s information.

The long-term objective of this research is to flag automatically deceptive information in user
profiles and posts, based on detecting inconsistencies in a user’s profile and posts. Here, we focus
on detection of inconsistent information involving user gender and conflicting spatiotemporal
activities involving user locations. Our method is centered on a Bayesian classifier that takes
into account different profile characteristics (i.e., indicators) and returns gender and location
trending factors, which correlate to the probability in classifying a Twitter user. For detecting
the deception about gender, our classifier works in such a way that the computed so-called
male trending and female trending factors will take non-negative values complementing each

other with respect to one. Thus, if the male trending factor for a given user w is m, with
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SUMMARY (Continued)

0 < m < 1, the female trending factor for v will be f =1 —m. We use a similar method (i.e.,
conflict spatiotemporal information) to detect the deception about location. We additionally
use manual inspections on a subset of profiles that we identify as potentially deceptive in order
to verify the correctness of our predictions (e.g., likely deceptive) since there is no ground truth
for us to use in order to validate our predictions.

Our goal is to study and determine which indicators is going to be considered for that
purpose. To address the problem, this dissertation has defined a set of analysis methods with
observed behavioral footprints for detecting deceptive information about user genders and loca-
tions in Twitter. We apply Bayesian classification and K-means clustering algorithms to Twitter
profile characteristics (e.g., profile layout colors, first names, user names, spatiotemporal infor-
mation) to analyze user behavior. Our approach to detect deception is mostly independent of
the user’s language, efficient, scalable, and computationally tractable, while attaining a good
level of accuracy. We establish the overall accuracy of each indicator and the strength of all
possible values for each indicator using real-world OSN, namely Twitter, to demonstrate the
effectiveness of our model. Our empirical experiments obtained by applying our algorithms to
multiple datasets showed promising results. To our knowledge, this is the first work to detect
deceptive profiles by employing principled inconsistent and conflicting information classifica-
tion modeling. Thus, this work study probabilistic and statistical models and algorithms for
detecting the deception in OSNs by leveraging concepts and methodologies of the classification

techniques.
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CHAPTER 1

INTRODUCTION

Online Social Networks (OSNs) have spread at stunning speed over the past decade. They
are now a part of dozens of millions of people. The growth in the user base has led to a dramatic
increase in the volume of generated data. In addition, the onset of OSNs has stretched the
traditional notion of ”community” to include groups of people who have never met in person,
but communicate with each other through OSNs to share knowledge, opinions, interests and
activities. The key factor underlying the success of OSN-mediated communities, similar to
traditional communities, is the trust that exists among community members. Trust in the
community is multi-faceted. Community members must not only trust each other, they must
also trust the OSN infrastructure including software clients, network servers and the authorities
in charge of OSNs to uphold privacy and confidentiality standards.

Typically, users create profiles on OSNs describing their interests, activities and additional
personal information. Then, users often start looking for friendships with other users who might
be friends, family members, co-workers, classmates and even perfect strangers, who might hap-
pen to share common interests. A recent study by McAfee showed that 95% of young people,
with ages between 10-23, in the United States have at least one OSN account; and 86% of these
young people believe that OSNs are safe (1). In addition, these profiles may be filled to various
extents of completeness depending on the user. Some profiles may have highly-detailed personal

information, whilst other profiles may contain just basic information. According to McAfee,
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around 90% of young people believe that it is dangerous to post information online such as
personal information (i.e., social security number, family member names, home address, phone
number, etc.) in OSNs (1). However, they still insert personal information or enough data
where personal information can be inferred! Hence, OSNs often hold private and confidential
information about people and organizations. Therefore, ensuring integrity, accessibility and
confidentiality of such information in OSNs is a major concern to people, organizations and
companies who are using OSNs.

In addition, we believe that OSNs play a significant role in the daily life of hundreds of
millions of people. Many users in OSNs have been engaged and communicated with each other,
but, many user profiles contain false information or omit complete truth. In fact, it is easy
to provide false information in someone’s profile in order to deceive others. Hence, lying in
profiles and posts is apparently widespread. Existing studies have shown that lying in OSNs
is quite pervasive, often for protecting a user’s privacy, for attracting others attention, for
avoiding hurting the feelings of others, for enhancing our image, for maintaining relationships
or for avoiding psychological trauma (2). In order for OSNs to continue expanding their role
as a communication medium in our society, it is crucial for information posted on OSNs to be
trusted. In actual fact, lying is one form among the five forms of deception (2). This lying
about some information which is one reason out of many mentioned earlier.

A recent study by the Advertising Standards Authority shows that 42% of children (i.e.,
people ages under 13) reported that they lie (i.e., provide false information) about their age

in order to see products or contents with age restrictions (3). Evidently, users often provide



false information about their age either to deceive others or for personal reasons such as to
access content restricted by age. For instance, a survey by the EMedia Group shows that
62% of OSN users in the United Kingdom are worried about the privacy of information they
entered in OSNs; as many as 31% had actually entered false information about themselves in
OSNs to protect their privacy (4). Another study, posted on the Pew Internet & American Life
Project, showed that 56% of teenagers surveyed entered false information in their online profiles
primarily ”to keep themselves safe from unwanted online attention” (5). These considerations
make it all more important for users and administrators of OSNs to be empowered with tools
for automatically detecting false or misleading personal information posted in OSNs; however,
tools of this kind are currently lacking. One reason for this state of affairs is that there are
no reliable indicators for detecting the deception; it is unclear which indicators will help and
which will not help. In fact, deceiving people will sometimes require great efforts to disguise
their deceit. For instance, a man posing as a woman chooses a false identity (e.g., first name
and username) in order to make their false statements believable. Another example is that a
man is pretending to be in another country chooses fake locations (e.g., latitude and longitude
information) to places he never went to, to make his travel believable. Regardless of different
ways that users can disguise their identities, we plan to address these difficulties by considering
a wide variety of features indicators for gender and location, in an effort to detect situations of
this kind.

To help reach a good level of trust in OSNs, we need to detect the deceptive profiles by

finding misleading, inconsistent, conflicting or false information. Although privacy issues in



OSNs have attracted considerable attention in recent years, currently there is no work on
detecting the deception based on inconsistencies in a user’s profile and posts on OSNs. To
achieve that purpose, we have faced three major challenges: (1) finding the relative strength
of all possible value indicators for deception detection, (2) studying the effectiveness of those
indicators for classifying user profiles, and (3) comparing those indicators in order to flag and
detect potential deceptive profiles with inconsistent information (i.e., conflict indications). In
this dissertation, we presented a novel approach for detecting deceptive profiles in OSNs, which
is our ultimate goal. We succeeded in furthering our essential goal by exploring and finding
inconsistent information about user gender and conflicting spatiotemporal information about
user location. Automatic detection of deception can serve multiple purposes. For example,
commercial organizations may utilize detection of a deception in advertising in order to uniquely
deliver the right advertisement messages to the right people. Law enforcement may use the
automatic detection of deception as part of legal investigations and to bring witnesses to the
court. Others may use it for social reasons.

To detect deception, we use characteristics extracted from user profiles and posts; however,
the characteristics that we consider are different for gender and location. In the case of a user’s
gender, we specifically consider the following profile’s characteristics extracted from each user’s

profile information, which are as follows:

1. First name.
2. User name.

3. Background color.



4. Text color.
5. Link color.
6. Sidebar fill color.

7. Sidebar border color.

Similarly for location, we consider the following characteristics extracted from each user

profile and post, namely Tweet, which are as follows:

1. Temporal information.
2. Spatial information.

3. Location.

Other researchers might additionally include age, culture, education, ethnic information or even
political views beside gender and location in order to detect deception by studying different
others profile’s characteristics.

In summary, our approach in detecting the deception compares gender and location indica-
tors obtained from different profile characteristics. We then compare the indicators obtained
from each feature probabilistically and statistically; And we flag as potentially deceptive users’
profiles. Furthermore, there are two different methods produced by the end of this dissertation,

which are as follows:

1. A new method and empirical tools for gender classification (i.e., guessing) using novel

preprocessing methods for profile characteristics such as colors and names.



2. A new method and empirical tools for deceptive users classification (i.e., guessing) based
on inconsistent information involving user gender and conflicting spatiotemporal activities

involving user locations.

The remainder of this chapter discusses the dataset collection, challenges, and a contribution
of our dissertation.

1.1 Dataset Collection

We chose Twitter profiles as the starting point of our data collection for several reasons.
First, Twitter is one of the most popular social networks to date with a user population.
Therefore, Twitter has a huge user community, cutting across a great many languages, cultures
and age groups. In addition, Twitter has a large amount of available data. In early 2013,
Twitter reached 645 million registered users (6). Twitter states that there are more than
255 million active users producing around 500 million tweets per a day (7). Second, Twitter
has all the attributes that we need to set up the experiment. Twitter profiles include a full
name, username, description, layout colors and posted texts, aptly named "tweets”, of each
user. These attributes are generally public, meaning that they can be accessed and viewed
by anyone who requested them. Third, Twitter provides a rich Application Programming
Interface (API), which supports automatic collection of large data sets. Lastly, although this
practice is illegal, various companies offer services whereby they will create fake users and make
them follow a given client. Followers are people who subscribe to view the tweet of another
Twitter user. The number of followers, that a user has, is considered a status symbol within

the Twitter community. Thus, many users buy services that create fake followers for them in



order

users!

1.2

to increase their total follower count. It is nice to be able to catch some of these fake

Challenges

In general, there are several challenges to be considered in detecting deception in OSNs,

which are as follows.

There is no shared universal culture within the OSN community. Each country has its

own culture that makes the detection of deception difficult.

Age-related issues further complicate the detection of deception. For instance, older peo-
ple communicate differently compared to teenagers. Therefore, different communication

styles make it harder to evaluate profile’s characteristics correctly.

Deceivers often go to great lengths to disguise their deceit, for instance, by using fake

identities.

Deception has not been investigated to date. Thus, we do not know about reliable indi-

cators that may exist for detecting deception.

For the technical side, the dataset collected from Twitter contains text; yet, analyzing text
leads to high dimensional space and computational complexity. For example, there are
around 15.4 Million features extracted from the texts for gender classification by Burger et
al. (8). This way leads to face great challenges because of high computational complexity

(i.e., scalability and efficiency issues).



e Most OSNs are supporting multilingual texts. Twitter, for instance, contains more than
70 languages (9). Our challenge is to have a language independent algorithms that deal

with massive datasets in detection of deception.

e Various companies offer services for providing fake followers. Thus, few users might buy
services that create fake followers for them in order to increase their total follower count.

Thereby, it is harder to distinguish between the genuine and fake user profile.

e Lastly, gaps in available information is another challenge. The method of gender guessing

is first used as input to the method of deception detection.

We address the above challenges by considering a broad variety of indicators and by carefully
defining the relative strength of those indicators through extensive experimentations with our
dataset.

1.3 Contributions of work

In this section, we will highlight the contributions of the this dissertation work. First, we will
present the contributions on gender classification using profile layout colors. Next, contributions
on other attributes, including profile’s first name, user name are provided. Finally, our ultimate
contribution to the detection of deception, of inconsistent information involving user gender and
conflicting spatiotemporal activities involving user locations, is presented. Our contribution can
be summarized as follows:

Say It with Colors: Language-Independent Gender Classification on Twitter.
Our preliminary work was published in (10). We explored in depth language independent

gender classification. We predicted automatically the gender value of users based on their color



preferences. Unlike text-based approaches, we used a novel method for predicting gender using
five color-based features. Our preliminary results with our dataset were quite encouraging.
Although we were considering only five color-based features, we predicted the gender with an
accuracy of 74.2%, a gain of about 24% with respect to a 50% baseline. A key to the success
of our gender guessing with colors is our preprocessing of color features using a quantization
technique that we discuss later on.

In brief, we obtained our best results when we considered the following five color-based
features in combination: (1) profile background color, (2) text color, (3) link color, (4) side-
bar fill color, and (5) sidebar border color. We employed two preprocessing stages in order
to enhance the accuracy of our gender predictions using profile colors. First, we applied color
clustering whereby we reduce the representation of profile colors from the traditional 8-bit
RGB representation to a 3-bit RGB representation The traditional 8-bit RGB representation
yields a feature set consisting of 283 = 224 or about 16 Million colors. A feature set of
this size would be mostly unnecessary as most colors are perceptually indistinguishable from
neighboring colors with R, G, and B values differing only by a few units from the original
color. Thus, we chose to cluster colors in such a way that colors within a given cluster are
perceptually similar to each other. In this manner we reduce the total size of our color set
to 23*3 = 29 or about 512 colors. The advantage is that we obtain a statistically signifi-
cant number of profile users in each color cluster from our dataset. The second preprocess-

ing stage is a color sorting technique by which we arrange colors according to their hue. In
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this manner, we create a sequence in which similar colors are close to one another in the se-
quence.

We compared empirically the performance of gender predictions using raw colors and colors
obtained by applying clustering and sorting. The accuracy of our gender predictions improved
from 65% to 74.2% when applying the two preprocessing stages.

An advantage of our method is its broad applicability to Twitter users, regardless of their
language; we use only color-based features to identify gender. In addition, our color-based
analysis shows promising results in term of computational complexity compared to other gender-
guessing methods, which use a much larger feature set. Our approach utilizes only five color-
based features while Burger et al. (8) and Rao et al. (11) use text sentiment with 1.2 Million and
15.4 Million features respectively. Our results show that colors alone can provide reasonably
accurate gender predictions, even though a substantial number of users we analyzed do not
change the default colors provided by Twitter in their Twitter profiles or in other websites
hosting their profiles (e.g., Twitter App). We conclude that colors are a good gender indicator
for users who do change the default colors in their profiles. In these cases, we will be able to
use colors alone as part of our gender classification methods.

Empirical Evaluation of Profile Characteristics for Gender Classification on
Twitter. This work of ours was published in (12). In this work, we considered a novel
approach in order to identify the gender of a user’s profile from other attributes than colors,
including profile’s first name and username, for gender classification. Our work, here, is differ-

ent from existing methods because of its simplicity and the range of profile characteristics that
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we consider. We defined a so-called phoneme-based preprocessing technique for reducing the
number of features. Our method typically results in a reduction in feature space size by two to
four orders of magnitude.

The phoneme-based preprocessing stage works as follows. In brief, we first transformed
names in a variety of alphabets to Latin characters used in the English alphabet by applying
the Google Input Tool (GIT) to the first names and user names we had harvested from Twitter.
GIT converts the alphabet of different languages than English (e.g., Japanese, Chinese, and
Arabic) to characters in English. Next, we transform English-alphabet names into phoneme
sequences. A phoneme is the smallest set of a language’s phonology. For example, John can
be represented as the 3-phoneme sequence ”JH AA N”, while Mary can be represented as "M
EH R IY”. We use a phoneme set from Carnegie Mellon University that contains exactly
40 phonemes (13). Each phoneme may carry three different lexical stresses, namely no stress,
primary stress and secondary stress. This transformation resulted in a substantial reduction in
the feature space of our classifier with evident performance benefits. For instance, our accuracy
for gender prediction for first names has improved from about 71% to 82.5% because of this
preprocessing stage. We are quite encouraged that not only we improved the accuracy of our
gender predictions; we also discovered a world-wide trend whereby similar sounding names
are associated with the same gender across language, cultural and ethnic barriers. We tried
both finer and coarser representations for names and we found that phonemes give us the best
prediction accuracy among the options that we considered, along with a dramatic reduction in

the size of our feature spaces.
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Detecting Deception in Online Social Networks. Online Social Networks (OSNs)
play a significant role in the daily life of hundreds of millions of people. However, many
user profiles in OSNs contain inconsistent information. For instance, some of the profiles in
OSNs might be fully true, partially true or not true based on the degree of the information
provided on each profile. Existing studies have shown that lying in OSNs is quite widespread,
often for protecting a user’s privacy. In our final works that was published in (14; 15), we
presented a novel approach for detecting deceptive profiles in OSNs. Our ultimate goal, here,
is to find inconsistent information about user gender and location. There are several methods
for detecting deceptive profiles, none of which study the deception detection in gender and
location, as we explore our research. In particular, we define a set of analysis methods for
detecting deceptive information about user genders and locations in Twitter. We apply Bayesian
classification and K-means clustering algorithms to Twitter profile characteristics (e.g., profile
layout colors, first names, user names, spatiotemporal information) to analyze user behavior.
We establish the overall accuracy of each indicator and the strength of all possible values for
each indicator through extensive experimentations with our crawled dataset.

Our preliminary results with our datasets are quite encouraging. On the one hand, we
can identify deceptive information about gender and location with reasonable accuracy. On
the other hand, our approach uses a relatively modest number of profile characteristics and
spatiotemporal features, resulting in a low-dimensional feature space. We have deliberately
excluded any other profile characteristics, such as posted texts, because our approach combines a

good accuracy and language independence with low computational complexity by its simplicity.
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Through our analyses, we have identified several thousands, potentially deceptive and likely
deceptive profiles. We manually inspected likely deceptive profiles, as we report below, and
found that a large proportion of those profiles were indeed deceptive.

On the one hand, for the gender based approach in detecting the deception, we have identi-
fied 4% of the 174,600 profiles collected as potentially deceptive profiles. Therefore, we manually
inspected profiles deemed to have higher probabilities to be deceptive, as we report below, and
found that a large proportion of those profiles (about 42.85%) were indeed deceptive. Manual
inspection was inconclusive in an additional 7.8% of profiles, as those profiles were either deleted
before we could inspect them thoroughly or associated with multiple Twitter users (e.g., mem-
bers of a club or an interest group) rather than individual users. We also manually inspected a
statistically-significant randomized sample (about 5%) of the potentially deceptive profiles that
we identified. We found that about 8.7% of these potentially deceptive profiles were indeed
likely deceptive. We also found that many potentially deceptive profiles, about 19.6% of the
total, had been deleted before we could examine them or belonged to groups of people.

On the other hand, for the location based approach in detecting the deception, we have
identified 5% of the 35,000 profiles collected as potentially deceptive profiles. Yet, we manually
inspected profiles with higher probabilities to be deceptive, as we report below, and found that
a large proportion of those profiles (about 35.0%) were indeed deceptive. We also manually
inspected a statistically-significant sample of the potentially deceptive profiles that we identified.
We found, in some cases, that’s about 90.0% of the potentially deceptive profiles were indeed

likely deceptive. In addition, the overall outcome of 5.0% of the users is potentially deceptive
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and about 35.0% of those users are likely deceptive. We conclude that our approach can provide

reasonably accurate predictions of gender and location feature-based deception.

1.4 Thesis Structure

This dissertation is organized as follows.

Chapter 2: Literature Review. Since our work, detection of deception in OSNs, is unique

and we have not known any research with focus on detection of deception in the industry to
begin with, we decided in this chapter to divide the literature review into three main subjects.
First, we investigated and reviewed some of the proposed methods and approaches in gender
classification in both OSNs and micro-blogs. Second, we examined and reviewed location-based
classification. Finally, we explored and reviewed some of the proposed methods for detecting
spam and fraud in Twitter.

Chapter 3: PChars: Profile Characteristics Gender Classification. We investigated in this

chapter different profile’s characteristics for gender classification. Our approach predicts gender
using profile’s characteristics based on features extracted from Twitter profiles and posts (e.g.,
the background color in a user’s profile page).

Chapter 4: Detecting Deceptive Information in Twitter About User Gender. In this chap-

ter we introduced our approach for detecting the deception about gender.

Chapter 5: Detecting Deceptive Information in Twitter About User Location. In this chap-

ter we introduced our approach for detecting the deception about location.

Chapter 6: Conclusion and future studies. This chapter concludes our exploration on de-

tection of deception in OSNs. In addition, we pointed out the possible future studies.



CHAPTER 2

LITERATURE REVIEW

This chapter provides some studies that are relevant to our dissertation, but not about
detecting the deception in Online Social Networks (OSNs). As for the author’s knowledge,
this work is the first of its kind and this field has not yet been explored. Most works do
not emphasize the deception in OSNs, however, there are some studies about detecting spam,
fraudulent behavior and gender classification in OSNs and other platforms such as blogs and
articles. Specifically, in the literature, a wide variety of methods on spamming and only handful
works on fraudulent behavior in OSNs have been investigated (i.e., there is no method for
detecting the deception in OSNs). Also, there are some general studies for deception that
explored deception in media and books but not deception in OSNs as we are doing in this
dissertation.

We discuss this chapter into three separate subsections. Gender classification is the first
subsection. Location classification is the second subsection. The third subsection reviews
deception, fraud and spam in electronic media. The following subsections briefly provide a

literature review of different works that are related to our work.

2.1 Gender Classification

In this dissertation, we will implement a classification technique using a feature-based ap-

proach, extracted from the user profile’s characteristics in the OSNs (e.g.,profile layout colors)
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to identify the gender of the profile holder. Therefore, we analyze the gender differences to apply
them to our model for detection of deception. Gender classification seeks to identify whether
either a male or female author produces the text contents that we analyze. In our case, we are
additionally looking for the authors’ activities (e.g. profile’s metadata, profile’s layout style,
profile’s layout colors, profile’s statistic information) to identify the gender. Over the past
few decades, most existing work explores gender classification by utilizing a text sentiment ap-
proach. Researchers from natural language processing community and data mining community
worked together on gender classification in both traditional contents, including articles, nov-
els, news, books and documents, and non-traditional contents, including blogs, forums, emails,
chats and OSNs. Despite the challenging feature set of these contents, in this section, we have
studied various schemes for defining feature feasibility and stability by different researchers.
Above all, researchers must pay more attention to the structure of those systems. On the
one hand, in traditional contents they worked with formal and structured writings, long text,
and carefully reviewed materials. On the other hand, in non-traditional contents they worked
with mostly informal and unstructured writings, short text, carelessly reviewed materials that
contain grammatical and spelling errors, slang phrases, informal sentences, emoticons, and
abbreviations. These styles can be examined by different methods such as writing-style, Part-
of-Speech (POS) n-gram models, word-frequencies, word-classes, POS patterns, POS contents,
POS style metrics, POS tags, and so on. Although most existing authors extracted millions
of features from text sentiment based on the structure of the systems, our work shows that

reasonably accurate predictions are possible using a few selected elite features. Our work is
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going to be introduced in the next chapter. The drawback of using text sentiment is the
computational complexity of the generated high dimensional space.

In traditional contents, many researchers have been investigated gender classification (16;
17; 18; 19; 20; 21; 22). Hota et al. (16) explored gender classification in literary Shakespeare’s
characters by using plays. Also, they applied two features set of words, which are stylistic
feature set and content-based feature set. Then, they calculated the frequencies of these sets
after linearly weighting the two text features. Thus, we found that their findings are quite
interesting since they compared different patterns in literary Shakespeare’s gendering of his
characters between the early and late plays. Furthermore, Argamon et al. (18) investigated
the exact same corpus of literary Shakespeare’s characters with a different methodology in
identifying the gender. However, they used lexical feature based on taxonomies of lexical
items (e.g. words and phrases). Therefore, they applied different types of functional lexical
features, which are feature set of words, conjunction, modality, comment, appraisal and various
combinations. Accordingly, this work would not be effective and useful without using the theory
of systemic functional grammar by Halliday (23), a functional approach to linguistic analysis
in term of their semantic function.

Koppel et al. (17) investigated gender classification in formal written documents in British
English (e.g. fiction and non-fiction genres). They applied three feature sets, which are function
words, POS and combination of both function words and POS. Their findings are quite interest-
ing since they also compared two different patterns on documents (e.g. fiction and non-fiction)

to identify the gender. In another work by Argamon et al. (19) explored gender classification
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on the same corpus with a different approach. Yet, they simplified their previous approach by
applying simple lexical and syntactic features. They found that females are more likely to use
pronouns and males are more likely to use noun specifiers. Their findings are quite interest-
ing because they found that female writing exhibits involvedness while male writing exhibits
information.

Singh (20) did a study on gender classification using a conversational speech dataset. He
also examined the lexical richness measures based on word-frequencies. Subsequently, he used
8 measures for identifying gender, which are noun, pronoun, adjective, verb, type-token ratio,
clause-like semantic units, Brunet’s index, which introduced by Brunet in his work at (24), and
Honoré statistic, which introduced by Honoré (25). In addition, Sarawgi et al. (21) explored
a statistical technique to identify the gender of authors from scientific papers, which are for-
mal writing. In that case, they applied three different types of statistical language models.
These statistical models are probabilistic context-free grammar, token-level language models
and character-level language models. Nowson et al. (22) also introduced gender classification
in the British National Corpus (BNC). The BNC includes fiction writing, newspaper and aca-
demic papers. They applied different tag-set techniques including CLAWS tag-set which is a
mathematical reduction set, MAXPOST tagger and PENN tag-set. Lastly, they examined the
result by applying Heylighen and Dewaele’s F-measure, which was introduced by Heylighen et
al (26). To date, gender classification from formal writing is still considered as a hot topic to

investigate and explore.
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In non-traditional contents, many other researchers have been investigated gender classifi-
cation in a wide variety of works in different online platforms. Among many studies in this
area, Nowson et al. (22), Herring et al. (27) and Miller et al. (28) were the first researchers
to investigate gender classification in online contents (e.g. web-blogs). In addition, Herring
et al. (27) worked on classifying gender in Weblogs. Thus, they applied content analysis to
identify the structural and functional properties of blogs. Obviously, their approach was based
on the structural characteristics from analyzing the contents, which is not applicable now with
the huge generated data from blogs. Likewise, Miller et al. (28) investigated ways to identify
gender in blogs. Yet, their approach focused on the formal features of the blogs contents such as
comments and links that are included with the topic. Therefore, they found gender differences
in the structure and contents of blogs. However, their research did not include any accuracy
results to be mentioned here.

In the next year, Nowson et al. (22) explored gender classification in both formal contents
such as BNC and hybrid of formal and informal content such as blogs and emails. They
showed after applying the tag-set technique that blogs are less contextual than the emails
which are less contextual than formal contents of the BNC dataset. As they were the first
researchers to work on gender classification in Weblogs, their approach resulted a reasonable
accuracy of less than 60% on average. In addition, Herring and Paolillo (29) investigated in-
depth gendering in weblogs using two different sets of features called dependent variables, which
contains function words, preferential features, POS, n-gram and independent variables, which

contains qualitatively for indications features such as first name, nickname, explicit gender
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statement (e.g., I am a male). They introduced web interface called Gender Genie. In a like
manner, Yan and Yan (30) explored gender classification in weblogs using both traditional
features such as n-gram and non-traditional features that they called weblog-specific features
such as Word fonts, Punctuation marks, Emoticons, Background color (i.e. only one color is
included). Moreover, de Vel et al. (31) investigated predicting gender from text contents of
emails. Their approach depended heavily on structural features, style markers and structural
characteristics on selecting the attributes such as message tags, signatures and the vocabulary
richness. In the same way, Kucukyilmaz et al. (32) introduced a study aimed to predict gender
in chat messages (e.g. MSN messenger, ICQ, IRCs, newsgroups). They applied term-based
and style-based classification techniques that generated many features that are belong to each
gender.

Recently, Mukherjee and Liu (33) investigated gender classification in blog. Peersman et
al. (34) also explored gender classification in the Netlog, which is a different platform of non-
traditional contents. Mukherjee and Liu (33) proposed two new techniques to improve the
accuracy of predicting gender. The first technique is variable length POS sequence pattern that
is a style-based feature. The second technique is the ensemble feature selection method which
compares different classes of features such as stylistic features, gender preferential features,
factor analysis and word-frequencies features. Likewise, Peersman et al. (34) proposed text
categorization features that depend on n-gram feature, syntactic feature, semantic feature and
lexical feature. Regardless of the outcomes, they faced several challenges for automatic linguistic

analysis, such as stems and POS, because of the language that they used.
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In general, gender classification in OSNs uses informal text contents where users freely
write the way they would like. Therefore, most researchers investigated gender classification
using sophisticated models to identify gender in OSNs. In addition, the impact of these works
depends on exploring features of the attributes of the contents (e.g., pattern-features, stylistic-
features, word-frequencies-features, n-gram-features). However, a handful of researchers used
simple and easy models for predicting gender. The first work on gender classification using
dataset of one of the OSNs (e.g., Twitter) investigated by Rao et al. (11). They proposed
a novel classification algorithm called stacked-SVM-based classification. They also provided
three different classification models, which are sociolinguistic feature models, n-gram feature
models and stacked feature model, which is the result of combining the previous two models.
The accuracy result of their work is around 72% with 1.2 Million features. These classifications
depend on simple features such as n-gram features, stylistic features and some statistics of the
user profile. Another work on Twitter, by Pennacchiotti and Popescu (35), provided different
set of features extracted from profile contents. Thus, these features are derived from an in
depth analysis of profile contents, such as content structure features, text content sentiment
features, lexical features and other explicit links features that are pointing to outside sources.

Mislove et al. (36) addressed a concrete study on understanding the demographics of Twitter
users. They explored the user population in Twitter; they were among the first researchers who
provided gender classification derived from the first name. However, Burger et al. (8) addressed
in more depth the problem of gender classification in Twitter. Admittedly, they applied different

features such as n-gram and word-frequencies on profile’s names, profile’s nicknames, profile’s
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description and profile’s text content. Their results were quite surprising compared to the other
works in this area. Their resulting accuracy is around 91% with 15.5 Million features. Rao
et al. (37) investigated again gender classification on Facebook this time instead of their first
work on T'witter. In fact, they applied the same feature techniques, which they used previously
(11), but with different classification models and dataset contents. Thus, their features include
n-gram features and sociolinguistic features.

AlZamal et al. (38) explored gender classification on Twitter using a demographic inference
classifier on different features (e.g. word-frequencies, n-gram, stems, co-stems and hash tags).
Liu et al. (39) addressed how to identify the gender composition of commuter population. They
applied a demographic inference classifier, as they did in their previous work (38), to estimate
the gender of the commuter (e.g. cars and bikes). The earliest work on gender classification
using first names as feature-based is by Liu and Ruths (40). They applied only first names for
gender classification. More importantly, we found that gender classification, in both traditional
and non-traditional contents, is investigated using different features and classifiers. A common
trend is that most existing methods share a few well-known features such as n-gram, stylistics,
word frequencies and lexical analysis. Since most of the works shared some of the features,
researchers in gender classification often seek to customize their work for different datasets and
to build a custom-made classifiers, which make their work unique in identifying the gender.

In summary, to date most existing approaches to gender classification on Twitter depend
heavily on an analysis of text in posted messages, aptly called tweets; however, the strength

of the profile characteristics such as first names, user names and colors, that we explored in
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the next chapter, is currently unknown. Burger et al. (8) use four different characteristics
from a users profile and posts (i.e., first name, user name, description and tweets) for gender
classification. Their method results in some 15 million features. Liu and Ruths (40) use only
first names for gender classification. Other works for gender classification use only user posts
in order to identify gender (38; 39; 11). For instance, Alzamal et al. (38) and Liu et al. (39)
applied the n- gram feature model to about 400 profiles and their tweets. In addition, Rao et
al. (11) employ the sociolinguistic-feature model, n- gram feature model and stacked model to
analyze text sentiment in posted tweets. They have about 1.2 million features. Except for our
methods (10; 12), all existing approaches to gender classification on Twitter use word-based
n-grams resulting in a huge feature space consisting of unique words and word combinations
extracted from tweets. The size of the resulting feature sets is often in the order of many
million features. Therefore, our work in classifying gender is different from existing methods
because of its simplicity and the range of profile characteristics that we consider. We defined
a quantization color-based technique and a phoneme-based technique for reducing the number
of features. Our method typically results in a reduction in feature space size by two to four or-

ders of magnitude and provide a reasonable accuracy.

2.2 Location Classification

Given a user profile u; and its characteristics ¢;, we need to classify the user profiles wu;
according to their locations. Usually, location based classifications can serve multiple purposes
such as advertisement, legal investigations and different social reasons. However, we use these

classification to find inconsistent information that leads to detect deceptive profiles.
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To our knowledge, there are many works for location classification using a dataset extracted
from OSNs (e.g., Twitter) such as (41; 42; 43). Their approach utilizing classification algorithms
and machine learning techniques using features such as n-grams, stylistic features, and some
statistics on a user’s profile. These features are derived from an in-depth analysis of profile
contents, such as geo-location (spatiotemporal), content structure features and explicit links
pointing to outside sources. A general advantage is that those works can be implemented in
our approach for geo-location classification, but with different goal which is to find inconsistent
information that lead to detect deceptive profiles. In contrast with those methods, our approach
to detect deceptive profiles using first spatiotemporal classification and then applying statistical
methods to find unreasonable geo-location activities resulting in low computational complexity

and a high degree of scalability as our similar approach in (14).

2.3 Deception

In the third part of the literature reviews, we discuss some studies on deception and spam
in OSNs. Deception is a process of producing a mental state of belief in something that is
not actually true. Generally, deception can be in the contents, identities, personal information
and many others. Thereby, deception can be in different forms including lies, equivocation,
concealment, exaggeration and understatement.

In recent years, the field of the deception has attracted many researchers as stated by
Castelfranchi et al. (44). Thomas et al. (45) addressed some issues behind the black market of
Twitter accounts. It is considered as one form of deception (i.e., deception in both the content

and the personal information about the profiles as well as deception in having the profile
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to follow others not because they attracted them but they get paid to do so). In addition,
they investigated Twitter accounts to study, monitor and explore around 120,000 fraudulent
accounts. Their work was unique in the area of the spamming in OSNs because they are
officially working at the Twitter company where they have more access privileges than the rest
of the research community. They applied their approach to Twitter contents to distinguish
spamming messages from authentic ones while our approach is to identify deceptive profiles
(i.e., the person responsible for the information). Prior to this work, many researchers studied
spam on different platforms (e.g., emails, OSNs and forums). For instance, Gao et al. (46)
explored OSNs to detect and characterize spam campaigns.

Spam classification in email has been investigated in different works. Ramachandran et al.
(47) proposed SpamTracker to classify spam. Damiani et al. (48) proposed a decentralized
privacy preserving approach for spam filtering. Both previous works showed how hard it is
to detect spam, although not impossible. In different platform called forum, Niu et al. (49)
evaluated the impact of forum spamming using a context-based approach. Moreover, Shin et
al. (50) investigated spam in forum and propose real-time classifying forum spam. This work
seems to be inspired by Shin et al’s. Previous work (51) which was about analyzing different

features of popular forum spammer tools.
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Due to the popularity of the OSNs including Twitter, many researchers have analyzed the
behavior of profiles in OSNs. Castillo et al. (52) proposed an automatic method for assessing the
credibility of Twitter contents. Likewise, Yang et al. (53) investigated the cultural differences in
Twitter credibility between two countries. Furthermore, Yang et al. (54) performed an empirical
analysis of the cyber criminal ecosystem in Twitter. In addition, Yardi et al. (55) examined
and analyzed the differences between fake and legitimate Twitter users while, in particular,
Chu et al. (56) proposed a model to classify legitimate users, fake users and a combination of
both in Twitter. Moreover, Zhang et al. (57) explored and proposed a framework model to
classify between promoting and spam campaigns. Furthermore, Wang (58), Benevenuto et al.
(59), McCord and Chuah (60) and Wang (61) investigated the spams in Twitter and how to
detect the spams using content-based approach. However, due to limitation and the scope of
the research, none of the previous researchers investigated and analyzed the deception in OSNs.
In fact, no research to date could answer the following question: is the profile fake or legitimate?
In this dissertation, we are going to have a model for automatically detect deception and flag

it for further investigation.



CHAPTER 3

PCHARS: PROFILE CHARACTERISTICS GENDER CLASSIFICATION

In this chapter, we explore gender classification using profile’s characteristics approach ex-
tracted from user profiles alone with no posted text involved. This chapter is the foundation to
detect deception in Online Social Networks (OSNs). Our approach in this dissertation to de-
ception detection is based on the results of gender classification utilizing colors, first names and
user names appearing in Twitter profiles. We investigated two novel approaches using profile’s
characteristics for gender classification. The first approach applies a color normalization-based
(i.e., quantization and sorting based) technique to profile layout colors. The second approach
applies a phoneme-based technique to profile first names and user names. Our goal is to evaluate
profile’s characteristics with respect to their predictive accuracy and computational complexity.
We will show that we can get good accuracy even with simple features. To detect deception we
use the knowledge of the previously-investigated gender classification. The outcome of those
studies is that such characteristics as the first name, user name and background color chosen
by a user for her profile can provide reasonably accurate predictions of the user’s gender, that
can be used to detect the deception, as we explore this in more details in the next chapter.
They also help find inconsistent information from different characteristics and flag potentially

deceptive profiles. We will go in detail about the deception in the next chapter.
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3.1 Say It with Colors: Language-Independent Gender Classification

In this section, we introduce our first work on gender classification. Here we explore in
depth language independent gender classification. Our approach, predicts gender using five
color-based features extracted from Twitter profiles such as the background color in a user’s
profile page. This is in contrast with most existing methods for gender prediction that are
language dependent. Those methods use high-dimensional spaces consisting of unique words
extracted from such text fields as postings, user names, and profile descriptions. Our approach
is independent of the user’s language, efficient, scalable, and computationally tractable, while

attaining a good level of accuracy.

3.1.1 Introduction

Online Social Networks (OSNs) generate a huge volume of user-originated texts. OSNs
allow users to share knowledge, opinions, interests, activities, relationships and friendships with
each other. Gender classification can serve multiple purposes in these settings. Commercial
organizations can use gender classification for advertising. Law enforcement may use gender
classification as part of legal investigations. Others may use gender information for social
reasons. Here we examine gender classification based solely on color preferences. We specifically
present a novel approach for predicting gender using five color-based features extracted from
Twitter profile colors (e.g., the background color in a user’s profile page) that is.

Methods for gender classification are typically language dependent, not scalable, inefficient,
and held offline using high-dimensional spaces. A recent study (9) shows that there are around

78 different languages in Twitter with English as the dominant language. Another study by
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Wauters (62) shows that only around 50% of Twitter messages are in English. Our Twitter
dataset alone contains 34 different languages. An estimate breakdown of language use in our
dataset shows that around 69% users are English speaking with the remaining 31% distributed
over 33 languages. In addition, around 20% of the 69% users who set their profiles to be English
speaking routinely post texts in different languages than English. Thus, about 45% of users
in our dataset use languages different than English for their posts and profiles. Our long-term
goal is gender identification in OSNs with an emphasis on accuracy, computational efficiency
and scalability of gender predictions. We are especially interested in language-independent
methods.

To date, most existing approaches to gender classification on Twitter depend heavily on an
analysis of text in posted messages, aptly called tweets; however, the strength of profile colors
for gender classification is currently unknown. Most existing research for gender classification
on Twitter is language dependent. An existing study for gender classification (8) shows that
66% of users in their dataset use English. Other works for gender classification (38), (39), (11)
did not mention the language distribution of their Twitter dataset, which we assume to be in
English. In contrast, our dataset contains profiles of users of all ages, languages, and cultures.
In particular, Burger et al. (8) used four different characteristics from a user’s profile and posts
(i.e., first name, user name, description and tweets) for gender classification. Liu and Ruths (40)
utilized only first names for gender classification. Alowibdi et al. (12) applied a phoneme-based
analysis to characteristics extracted from a user’s profile (e.g., first names and user names).

Other works for gender classification use user posts and other statistical information, such as
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friends and followers, in order to identify gender (38), (39), (11), (10). In general, all existing
approaches to gender classification on Twitter use word based n-grams resulting in a huge
feature space consisting of unique words and word combinations extracted from tweets. The
size of the resulting feature sets is often in the order of many million features (8). On the whole,
our work to predict gender from profile’s colors is unique and different from existing methods in
term of its simplicity, language independence and low computational space and time complexity.
In addition, our work is different because of the range of profile colors characteristics that we
consider.

We predicted automatically the gender value of users based on their color preferences. We
analyzed user profiles with different classifiers in the Konstanz Information Miner (KNIME),
which uses the Waikato Environment for Knowledge Analysis (WEKA) machine learning pack-
age (63), (64). Unlike text-based approaches, we used a novel method for predicting gender
using five color-based features. Our preliminary results with our data set are quite encourag-
ing. Although we are considering only five color-based features, we can predict gender with an
accuracy of 74.2%, a gain of about 24% with respect to a 50% baseline. A key to the success
of our gender guessing with colors is our preprocessing of color features using a color normal-
ization (i.e., quantization and sorting) technique that we discuss later on. An advantage of
our method is its broad applicability to Twitter users regardless of their language; we use only
color-based features to identify gender. In addition, our color-based analysis shows promising
results in term of computational complexity compared to other gender-guessing methods, which

use a much larger feature set. Our approach utilizes only five color-based features while Burger
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et al. (8) and Rao et al. (11) use text sentiment with 1.2 million and 15.4 million features.
Our results show that colors alone can provide reasonably accurate gender predictions, even
though a substantial number of users we analyzed do not change the default colors provided by
Twitter in their Twitter profiles or in other web sites hosting their profiles (e.g., Twitter mobile
application). We conclude that colors are a good gender indicator for users who do change the
default colors in their profiles. In these cases, we will be able to use colors alone as part of our
gender classification methods.

Our main contributions to color-based gender classification are outlined below.

1. We defined a novel, language-independent approach for predicting gender using color-

based features. Most other existing methods rely on text, which varies by language.

2. We validated our approach by analyzing different classifiers over a large dataset of Twit-
ter profiles. Our results show that colors alone can provide reasonably accurate gender
predictions. In some cases, we can predict gender with compatible accuracy of 74.2%, a

gain of about 24% with respect to a 50% baseline.

3. We defined a color quantization and sorting technique, which we call color normalization,
for preprocessing colors harvested from Twitter profiles. This technique substantially
improves prediction accuracy while also reducing dramatically the size of our feature set.
As a result, our color-based analysis has much lower computational complexity than most
other other gender-guessing methods, which use much larger feature sets based on text

features.
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4. We concluded that colors alone are not useful features. However, we found that consid-
ering a combination of multiple (five) color selections from each Twitter profile leads to

a reasonable degree of accuracy for gender prediction.

This section is organized as follows. In Subsection 2, we described our dataset collection. In
Subsection 3, we detail our proposed approach. In Subsection 4, we report our empirical results
from different classifiers and we analyze these results Finally, in Subsection 5, we give some

conclusions.

3.1.2 Dataset Collection for Gender Guessing from Colors

We chose Twitter profiles as the starting point of our data collection for several reasons.
First, Twitter is one of the most popular social networks to date with a huge user community
cutting across great many languages, cultures and age groups. In early 2013, Twitter reached
555 million registered users (6). As of today, Twitter states that there are more than 200 million
active users producing around 400 million tweets per a day (7). Second, Twitter has all the
color attributes that we need to set up the experiment. These attributes are generally public,
meaning that they can be accessed and viewed by anyone who requests them. Lastly, Twitter
provides a rich Application Programming Interface (API), which supports automatic collection
of large data sets.

For our experiments, we chose Twitter profiles as the starting point of our data collection.
In Twitters terminology, the followers of a given user U are users interested in reading U’s
tweets. These users will be notified when U posts a new tweet. Also, the friends of a user

V are the users following V's tweets. In general, users can register themselves as followers of
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any other user; no permission is required unless the user protects her profile using Twitter’s
protection features. A new Twitter user must first fill a profile form, consisting of about 30 fields
containing biographical and other personal information, such personal interests and hobbies.
However, many fields in the form are optional, and indeed substantial portions of Twitter users
leave many or all of those optional fields blank. In addition, Twitter’s profile form does not
include a specific “gender” field, which complicates gender identification for Twitter users. One
can choose additional fields that are not mentioned above for gender classification, such as
posted tweets; however, we decided to perform gender classification using only profile colors for
scalability.

Among many other fields in a Twitter profile, here we are interested in the five fields that

allow users to choose different colors for the following items:

1. Background color.

2. Text color.

3. Link color.

4. Sidebar fill color.

5. Sidebar border color.
Users choose their own preferences by selecting colors from a color wheel while editing their
profiles. Unlike other OSNs, such as Facebook, Twitter allows users to redesign and change

their profiles. In some cases, users chose both a background color and a background picture

(from a picture file) for their profiles. In these cases, the background picture overrides the
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background color, which is not shown. However, our empirical setup will take into account the
background color chosen by a user even if that color is overriden by that user.

We ran our crawler between January and February 2014, subject to Twitter’s limitation of
less than 150 requests per hour. We started our crawler with a set of random profiles and we
continuously added any profile that the crawler encountered (e.g., profiles of users whose names
were mentioned in tweets we harvested). Subsequently, we filtered all the profiles with valid
URLs. The URL is a profile field that lets a Twitter user create a link to a profile hosted by
another OSN, such as Facebook. This field is important because profiles hosted by other OSNs
often contain an explicit gender field, which Twitter profiles do not include.

In all, the dataset we used at the time of our study consisted of 169,449 profiles, of which
94,251 were classified as male and 75,198 were classified as female. We considered only profiles
for which we obtained gender information independently of Twitter content (i.e., by following
links to other profiles). For each profile in the dataset, we collected the five profile colors listed
above. We also stratified the data by randomly sampling 150,000 profiles, of which about 75,000
are classified as male and about 75,000 are classified as female. In this manner, we obtain an
even baseline containing 50% male and female profiles. Twitter offers 19 predefined designs,
including a default design, to each new user joining the social network. Each design defines
colors for all five fields. Users can select those designs easily. As of this writing, the color
(R=192, G=222, B=237), a light shade of blue, is the default background color for any new

Twitter user.
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In order to account for the existence of predefined designs in the Twitter user setup, we have

considered different subsets of our overall dataset, and we studied each subset independently

of other subsets. In addition, we stratified each subset by randomly sampling the profiles,

from which we obtain even baselines containing 50% male and female profiles. We specifically

considered the following subsets:

T1.

T2.

T3.

T4.

This is the entire dataset, A, consisting of 150,000 profiles with a 50% male and 50%

female breakdown.

This is dataset A-D, which is the subset containing all collected profiles, except for profiles
using the default design with the RGB values of (192, 222, 237) as the background color,
denoted by D. D represents 11.4% of dataset A while T2 represents 88.6%. The base

condition is a 50% male and 50% female breakdown.

This is dataset is A-C, which is the subset obtained by excluding C, the subset all profiles
that use any of the 19 predefined designs including the default design, from A. C represents
around 57% of A while T8 represents 43%. The base condition is a 50% male and 50%
female breakdown. Here we report detailed empirical results about T3, since it includes

only profiles with custom color choices, and we summarize results for the other datasets.

This is dataset A-B, obtained by excluding from the entire dataset, A, all profiles, B, that
use any of the 19 predefined designs as well as black or white as background color. B
represents 71.8% of A, while T4 represents 28.2%. The base condition is still a 50% male

and 50% female breakdown.
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Legend:
A A = Entire dataset
B B = Profiles in C +

C Profiles using

D Black/White colors
C = Profiles using
default predefined
design colors
D = Profiles using
default color

Figure 1. Four Subset of our dataset.

Figure 1 shows the four subsets that we considered for our analyses. Overall, female users
are more likely to choose their own layout colors, while male users are more likely to use the

default design or one of the other predefined designs.

3.1.3 Proposed Approach for Gender Guessing from Colors

Our algorithm for preprocessing colors before feeding the colors to the classifier is shown in
Figure 2 below. First, we harvest colors from user profiles. Next, we apply a color quantization
and sorting procedure (i.e., normalization) to reduce the number of colors. The colors are
converted from their Red, Green and Blue (RGB) representation to the corresponding HSV
(Hue, Saturation, Value) representation. We then sort the colors by their hue and value, and
finally we convert them back to RGB. The sorting allows labeling similar colors (e.g., adjacent
colors in the sort) by consecutive numbers that we feed to the classifier.

Figure 3 shows the color distribution of profile background colors harvested from profiles in

our data set before quantization. Broader stripes denote the relative frequency of background



37

————————
& <°>

Twitterer

Profile Information

Hexadecimal Color
Extraction Manager

v

Quantization color
System

'

HSV Color System

'

Sorting System

v

Quantization Engine

A

Quantization Result

Figure 2. Algorithm for color preprocessing.

color in the profiles that we analyzed. In particular, the broad light blue stripe to the center
left of the figure represents the default background color of Twitter profiles. This is the most
popular background color, presumably because it is the default color.

Colors harvested from Twitter user profiles are typically specified as a combination of RGB
values ranging between 0 and 255. This gives a total of 2563 colors combinations. Because of the

large number of combinations, we use quantization, a compression procedure that substantially
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Figure 3. Distribution of profile background colors before applying color quantization in our
dataset.

reduces the huge number of colors. Each of the red, green and blue values is shrunk from 8 bits
to 4 bits and 3 bits respectively. This technique reduces the total number of color combinations
from 2563 ~ 16 * 10%