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SUMMARY

Quantum Chromodynamics is one of the most remarkable theories of nature. Its mathe-

matical foundations are concise, yet the phenomenology which the theory describes is broad

and diverse. QCD phenomenology at finite temperature and baryon number density is one of

the least explored regimes of the theory(1). Thermodynamic properties of QCD theory are

most readily expressed in terms of a phase diagram in the space of thermodynamic parameters

as T and µB . In other hand, the event-by-event fluctuations of suitably chosen observables in

heavy ion collisions can tell us about the thermodynamic properties of the hadronic system at

freeze-out, as well as the thermodynamic properties at early time such as initial state. In this

thesis, we are going to use fluctuations to study QCD phase structure.

ix



CHAPTER 1

INTRODUCTION

1.1 QCD Phase Diagram

QCD at finite temperature and chemical potential is a rich topic in modern physics, and

understanding its phase structure and other related properties has a great importance. Asymp-

totic freedom (2; 3) allows QCD to be consistent down to arbitrary short distance scale, allowing

us to define QCD theory in terms of some fundamental microscopic degrees of freedom: quarks

and gluons(1; 4). Thus, all the phase information could be well understood through studying

the QCD thermal partition function (See §8.3 of (5))

Z(T, µ) =

∫
DΨ̄DΨDAe−SE (1.1)

with

SE =

∫ 1
T

0
dx0

∫
d3x

 1

2g2
tr(FµνFµν)−

Nf∑
f=1

Ψ̄f

[
/∂ + /A+mf +

µB
Nc

γ0

]
Ψf

 , (1.2)

However, QCD theory has no numerically small fundamental parameters other than quark

masses, therefore full analytical treatment of QCD theory in Equation 1.2 and Equation 1.1 is

very difficult. The only independent intrinsic scale in this theory is the dynamically generated

confinement scale ΛQCD ∼ 1 fm. In certain limits, in particular, for large values of the ex-

1
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ternal thermodynamic parameters temperature T and/or baryon-chemical potential µB , when

thermodynamics is dominated by short-distance QCD dynamics, the theory can be studied an-

alytically, due to the asymptotic freedom(1; 4). For example, QCD perturbation theory shows

that, color confinement and chiral symmetry breaking arises at low temperature T � ΛQCD

and high baryon chemical potential µB ∼ mN , mP ∼ 1GeV (6; 7). At zero baryon chemical

potential µB = 0 but intermediate temperature T ∼ ΛQCD , the Lattice QCD calculations,

which do not rely on small parameter expansions but rely on small baryon chemical potential,

show there is a smooth crossover connected the high temperature and low temperature phases

(8; 9; 10; 11). Even though the sign problem of QCD limits the applicability of Lattic QCD at

finite chemical potential (12; 13), nevertheless, a multitude of effective models have been used

to investigate the QCD phase diagram, which all indicate a first order phase transition at large

µB (14; 15; 16; 17; 18). Figure 1 shows a sketch of QCD phase diagram (4). The ending point

of first order line, known as QCD critical point, is distinct in the phase diagram, and locate it

in (T, µB ) plane is important for both theory and experiments, and we will discuss more in the

following of this chapter.

1.2 Thermal Fluctuations and Event-By-Event Fluctuations

Let’s first review how event-by-event measurements related to thermal dynamic fluctuations.

As pointed by L. D. Landau (19), the statistical average of thermal function X is equal to the

time average in equilibrium

X̄ =

∫
X(p, q) ρ(p, q) dpdq = lim

Tt→∞

1

Tt

∫ Tt

0
X(t)dt, (1.3)
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Figure 1. Sketch of QCD Diagram.

where dpdq are the differential phase volume, ρ(p, q) is the phase density, and Tt is the total

measuring time. The fluctuation is defined as the thermal function departing from the average

δX(t) = X(t)− X̄, then the probability of obtaining such a fluctuating value is given by

dP(δX) = lim
Tt→∞

∑
t δt,ti
Tt

= ρ(p, q) ∆p∆q, (1.4)

where ti is the time when X(ti) = δX+X̄ for specific value of δX, and ∆p∆q is the small phase

volume where the system occupies during ∆t ≡
∑

t δt,ti . The first equality in Equation 1.4 is

related to the experiment measuring, while the second equality tells us how to calculate the

probability of the fluctuation from statistical physics. Nevertheless, since the QCD matter
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created in Heavy Ion Collisions is not in global equilibrium, one can not measure any quantity

for a long time. Instead, people can only measure the final state of each event with the same

initial conditions, and can only find the event average and event-by event fluctuations with the

pool of events those have the same initial conditions. This procedure is equivalent to the long

time average, so the event by event average and event by event fluctuations are the same as them

in Equation 1.3 and Equation 1.4. This basic observation allows us to connect event-by-event

measurements with thermal fluctuations in ensemble theory perfectly.

1.3 Evolutions of Hot QCD Matter Created in Heavy Ion Collisions

To create hot dense QCD matter near crossover region or critical region, powerful acceler-

ators make head-on collisions between two highly Lorentz contracted heavy ions, such as gold

or lead nuclei. In these heavy-ion collisions, the hundreds of protons and neutrons meshed into

a hot dense QCD plasma within proper time of 1fm/c and volume of order fm3. This fireball

made of QCD plasma instantly cools, and the strong interacting quarks and gluons recombine

into a blizzard of ordinary matter that speeds away in all directions. The debris contains par-

ticles such as pions, kaons, protons and neutrons. The charged particle spectrum observed in

RHIC and LHC both have a plateau at central rapidity region, so people make the assumption

that this fireball is boost invariant. The boost invariant initial condition is first introduced by

j.D. Bjorken (20) to explain the particle spectrum of proton-proton collisions and now is applied

in the hot dense matter created in heavy ion collisions.

The collision starts with two incoming nuclei traveling at nearly the speed of light. During

the very short time τ0 within 1 fm/c after the collision (21; 22; 23; 24; 25; 26; 27; 28), the system
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is dominated by hard processes like quark pair production, jet production and fragmentation.

With the evolution of interactions among partons, the system reaches (local) equilibrium and

forms a strongly interacting Quark Gloun Plasma: QGP (29; 30). Due to the strong internal

pressure, the QGP expands and cools isentropically with slowing increasing total entropy due

to small viscosities (31; 32; 33). Once the media temperature drops within the crossover region

or first order phase boundary, the phase transition from QGP to hadronic matter occurs:

Hadronization (34). As the system cools further, the inelastic scattering stops and the yields

of hadron species are fixed: Chemical Freeze-out (35). Finally elastic interactions between

particles stop and the system comes to the state of free streaming: Kinetic Freeze-out at time

τf ∼ 10fm/c (36; 31; 37; 38; 33; 29; 30; 39). The final state particles then stream out and are

detected experimentally, and the full evolution history is depicted in Figure 2.

QCD Equation of State (EOS) or susceptibility do change when the phase transition (either

crossover or first order) happen during hydrodynamic evolution of hot QCD matter, but it is

hard to test from the single charged particle spectrum, because its determining factors such

as the final flow , freeze-out temperature, freeze-out time and system size are not so sensitive

to E.O.S or susceptibility, but more rely on the boundary and initial conditions (37; 38; 33).

Therefore, in order to find a signature of crossover or a QCD critical point, we need measure

the variance or even higher moments of event-by-event particle spectrum, which is related to

the thermal fluctuations in statistical ensemble theory (40; 41).
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Figure 2. Sketch of Time Evolution of QGP

1.4 Measurements of Fluctuations in Heavy Ion Collisions

1.4.1 Experimental signals of QGP

It has a great importance that we have a clear signal of the quark-gluon plasma (QGP),

not only for the experiments at RHIC but also for our fundamental understanding of strong

interactions as well as understanding of the state of matter in the very early universe(42). The
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magnitude of the fluctuations of net baryon number or electric charge in a finite volume of

QCD matter differs widely between the confined and deconfined phases and these differences

may be exploited as indicators of the formation of a quark-gluon plasma in RHIC and LHC

experiments, because fluctuations created in the initial state and in the process of medium

expansion survive until freeze-out, due to the rapid expansion of the hot fireball and the memory
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effects for conserved quantity (43; 42; 44; 45). One main quantity, which is a signal of total

charge fluctuations, called D-measure is defined as

Dm ≡ 4
〈δQ2〉
〈Nch〉

(1.5)

where

Q ≡ N+ −N−, Nch ≡ N+ +N−, δQ = Q− 〈Q〉 (1.6)

with N+, N− are the numbers of positive and negative charged particles in one event. The

symbol 〈〉 is the average over all the events with the same collision conditions. It has been

shown that Dpion
m ' 4 for an uncorrelated free pion gas, and after taking resonance yields into

account, this value decreases to DHadron
m ' 3. While for QGP matter, Dm is significantly lower

and has been calculated to be DQGP
m ' 1.0−1.5 (42; 46; 47). This difference between the hadron

gas and QGP is very distinct to see from data collecting at RHIC as well as LHC as shown in

Figure 3 (46; 47; 48). For the top RHIC energy of
√
sNN = 200GeV , the value of D-measure

is closed to the value of Hadron gas, whereas for collisions happening at lower energy , the

value is above the value of Hadron Gas, while at
√
sNN = 2.76TeV , we observe significantly

lower fluctuations comparing to those in lower energy collisions. This monotonic decreasing

behavior of D-measure when increasing collision energy, indicates that the matter created in

LHC and the top energy collisions of RHIC, is in the deeper region of QGP phase. The value

of D-measure away from non-interacting limit 4 is also a signal of phase transition as we will

show later in Chapter.3.
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1.4.2 Experimental signals of QCD critical point

QCD critical point is a distinct singular feature of the phase diagram, and locate this point

in (µB , T ) plane is an important and well defined task. Even though the exact location of

the critical point is not known to us yet, the available theoretical estimates strongly indicate

that the point is within the region of the phase diagram probed by the heavy-ion collision

experiments(1; 41). The key feature of QCD critical point is the divergence of the correlation

length ξ and the divergence of the magnitude of the fluctuations, thus by scanning on the

phase diagram, some non-monotonous behaviors of the magnitude of the thermal fluctuations,

such variance of multiplicity and transverse momentum, could be catched by Event-by-Event

fluctuations in RHIC experiments (49; 50; 41).

Figure 4. Sign of kutosis in theory and experiments
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Nevertheless, the magnitude of ξ is limited by the system size, and most stringently by the

finite-time effects due to critical slowing down (49; 51; 40; 41), which makes the correlation

length may reach at most the value of 2 ∼ 3 fm (51). Compared to its natural value of 1 fm,

this relative small divergence may make discovering the critical non-monotonous behavior be

challenging task, if the measures depend on ξ too weakly. Recently, higher, non-Gaussian, mo-

ments of the fluctuations which depend much more sensitively on ξ, are suggested for searching

QCD critical point (40; 52; 41). The 4-th moment (or kurtosis) of the charge fluctuations are

predicted to change the sign (41) when scanning on the phase diagram from crossover region

to the first order transition region. The theoretical prediction and experiment measures of this

sign change are depicted in Figure 4 which are reported in (41; 53; 54). For 0−5% most-central

collisions, within the statistical and systematic errors of the data, the values of the normalized

kurtosis κσ2 shows a non-monotonic behavior as a function of collision energy
√
s varying from

7.7 GeV to 39 GeV, for which the chemical freeze-out temperatures are found to be ranging

from 135 to 150 MeV and the chemical freeze-out chemical potential µB are found to be range

from 420 to 200 MeV (39; 54). This is the region where QCD critical point is probably located.

Lots of theoretical efforts have been done to study the fluctuations near QCD criitcal point

as well as their experimental consequences, but most of the calculations are limited on the

system in global equilibrium without longitudinal or radial flow. Until recently, some efforts

are made to study the impact of longitudinal expansion on two particle correlations (55; 56;

57; 58; 59), and on the signature of higher moments at freeze-out, and we will show some

of our related work here. This thesis is organized as the following: In Chapter.2, we will
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develop relativistic hydrodynamics with stochastic noise from Boltzamann equation, and study

the general properties of its boost invariant solution. In Chapter.3, we will use the theory

developed in Chapter.2 to study the charge fluctuation as well as its relation to “Balance

Function”. In Chapter.4, we will study the acceptance dependence of the cumulants of protons

near critical point.



CHAPTER 2

RELATIVISTIC HYDRODYNAMICS WITH STOCHASTIC NOISE

Hydrodynamics is an effective theory that describes the long wavelength and low frequency

space-time evolution of the densities of the conserved quantities such as energy, momentum,

electric charge and baryon number(55). In this chapter, we will focus on relativistic hydrody-

namics, which describe the evolution of fluids whose microscopic constituents are constrained by

Lorentz symmetry, such as fireball created in Relativistic Heavy-Ion Collisions(60). Relativistic

hydrodynamics have obtained a great success in explaining lots of discoveries such as Bjorken-

like plateau(61; 62; 63; 64), elliptic flow as well as higher order harmonics(65; 31; 66; 38; 67; 68)

and the long rapidity “Ridge” correlations (69; 70), in which only initial state fluctuations are

considered. Until recently, relativistic theory of hydrodynamic fluctuations with applications to

Heavy Ion Collisions are explored (55; 56; 57). In this chapter, we will study the formal theory

of relativistic hydrodynamics with stochastic noise.

2.1 Relativistic Hydrodynamic Fluctuations From Kinetic Theory

In this section, we will develop the theory of relativistic stochastic hydrodynamics using

kinetic theory. It could describe the evolution of non-equilibrium thermal fluctuations, in

particular, the evolution of the stochastic fluctuations in fast expanding systems such as fireball

created in Heavy Ion Collisions. An alternative derivation using Entropy Current can be found

12
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in (55), and the interpretation of stochastic hydrodynamics as a field theory can be found in

(71).

2.1.1 Setup

Using kinetic theory to study non-relativistic and relativistic viscous hydrodynamics has a

long history(72; 73; 74; 75; 76; 77; 78), and using non-relativistic kinetic theory with random

force to study viscous hydrodynamics with stochastic noise has also been done many years ago

(79; 80), while the corresponding version of relativistic case has not been well discussed. In

this section, we will derive relativistic viscous hydrodynamics with stochastic noise. Following

(81; 79; 80; 82; 83; 45), we write down the Relativistic Stochastic Boltzmann Equation as

pµ∂µ [f0(1 + h)] = −u·p f0(x, p)

∫
dχ′K(x, p, p′) f0(x, p′)h(x, p′)u·p′ + ζ

F
(p, x), (2.1)

where we have defined the collision kernel K(p, p′) that is symmetric under p↔ p′, the random

force ζ
F

(p, x) that is associated with collisions, the equilibrium distribution function f0(x, p) =

eµ(x)/T (x)−u(x)·p/T (x), the non-equilibrium distribution

f(x, p) = f0(x, p) [1 + h(x, p)] . (2.2)

The Lorentz invariant phase integral is

∫
dχ ≡

∫
d4p

(2π)4
2Θ(p0) 2π δ(p2 −m2) =

1

(2π)3

∫
d3p

Ep
(2.3)
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where the mass of the particle is m, p and Ep are the particle momentum and energy in boost

frame defined by four velocity uµ, and Θ(p0) is Heaviside function. The normal conversed

current is define as

Jµ ≡
∫
dχ pµ f (2.4)

and the normal energy momentum tensor is defined as

Tµν ≡
∫
dχ pµ pν f (2.5)

The charge conservation

∂νJ
ν = ∂ν

∫
dχpν [f0(1 + h)] = 0 (2.6)

requires the collision kernel has a zero mode 1

∫
dχ (u·p) f0(x, p)

[∫
dχ′K

(
x, p, p′

)
f0(x, p′)h(p′)

(
u·p′

)]
= 0, (2.7)∫

dχ ζ
F

(x, p) = 0. (2.8)

The energy momentum conservation

∂νT
µν = ∂ν

∫
dχ pν pµ [f0(1 + h)] = 0 (2.9)



15

requires the collision kernel has another four zero modes pµ

∫
dχpµ (u· p) f0(x, p)

[∫
dχ′K(p, p′) f0(x, p′)h(x, p′)

(
u·p′

)]
= 0, (2.10)∫

dχpµ ζ
F

(p, x) = 0. (2.11)

As it was argued by Fox (79; 80) using “H-Theorem”, the thermal average of the random

force vanishes

〈ζ
F

(x, p)〉 = 0, (2.12)

where 〈 〉 is the average over all thermal ensembles; while the correlation of the random force

is related to the collision kernel

〈
ζ
F

(p, x)ζ
F

(p′, x′)
〉

= 2f0(x, p) f0(x, p′) (u·p)
(
u· p′

)
K
(
x, p, p′

)
δ(xµ − x′µ). (2.13)

Following (79; 80), we can expand the collision kernel as the summation of all “eigen-modes”

Φi(p) which depend on the space time through their dependence on the local temperature and

flow velocity

K(x, p, p′) =
∞∑
i=5

λi(x) Φi(p)Φi(p
′), (2.14)

so does the random force

ζ
F

(x, p) =
∞∑
i=5

f0(x, p) (u·p) Fi(x) Φi(p). (2.15)
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The eigen-modes Φi(p) form a complete orthogonal basis, which means

∑
i=0

Φi(p) Φi(p
′) = f−1/2

0
(x, p) f0

−1/2(x, p′) (u·p)
1
2
(
u·p′

) 1
2 δ4

(
p− p′

)
, (2.16)

and ∫
dχu·p f0(x, p) Φi(p)Φj(p) = δi,j . (2.17)

It is interesting to note that, Equation 2.17 , Equation 2.14 and Equation 2.15 guarantee that

Equation 2.8 and Equation 2.11 are satisfied because zero modes are all orthogonal to the fast

modes, thus Equation 2.17 is essential for linearized Blotzmman equation Equation 2.1 to be

consistent with hydrodynamics. Another important thing to mention that the zero modes 1

and pµ are not all orthogonal to each other, but their certain combinations do. For example,

Φ0 ∝ 1, Φi=1,2,3 ∝ pi, Φ4 ∝ u·p−
∫
dχ f0(x, p) (u·p)2∫
dχ f0(x, p)u·p

(2.18)

Using Equation 2.13, Equation 2.14 and Equation 2.15 we find

〈
Fl(x)Fk(x

′)
〉

= 2λl δlk δ(x
µ − x′µ). (2.19)

We can solve Equation 2.1 order by order using Chapman-Enskog expansion. Up to first order

in the gradients of temperature and flow, it yields

pµ∂µf0 = −u·p f0(x, p)

∫
dχ′K

(
x, p, p′

)
f0(x, p′)h1(x, p′)u·p′ + ζ

F
(p, x). (2.20)



17

2.1.2 Distribution function in non-equilibrium

To find the first order gradient correction of the distribution function, we can expand h1 in

Equation 2.20 as a linear combination of eigen-modes of collision kernel

h1(x, p) =
∞∑
i=5

ai(x)Φi(p). (2.21)

The summation are only over fast modes because all zero modes can be absorbed into the

equilibrium distribution f0 through a re-definition of flow velocity and local temperature (84).

Also, for simplicity, we will work in Landau frame, and the Landau-Lifshitz condition is read

as

uµJ
µ = n (2.22)

uµT
µν = uµT

µν
0 (2.23)

where

Tµν0 ≡
∫
dχ pµ pν f0 (2.24)

The Landau-Lifshitz condition written in terms of the condition on the non-equilibrium correc-

tion h(x, p) to distribution function f(x, p) are

∫
dχ (u·p) f0(x, p)h(x, p) = 0, (2.25)
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∫
dχ (u·p) pµ f0(x, p)h(x, p) = 0. (2.26)

The above is true up to all orders in gradient expansion, and it also means the non-equilibrium

correction h(x, p) is a linear combination of fast modes(excluding zero modes) only in Landau

frame, which is consistent with Equation 2.21.

Substitute Equation 2.14 and Equation 2.21 into Equation 2.20 and use the orthogonal

relation in Equation 2.17, we get:

pµ∂µf0 = −u·p f0
∞∑
i=5

λi ai Φi(p) + ζ
F

(x, p) (2.27)

Using orthogonality to project the coefficient of every fast mode in Equation 2.21, we get

ai =
1

λi

(
Fi −

∫
Φi(p) p

µ∂µf0

)
. (2.28)

Thus

h1 =

∞∑
i=5

[
1

λi

(
Fi −

∫
dχ′Φi(p

′) p′
µ
∂µf0(x, p′)

)]
Φi(p). (2.29)

Since the energy momentum tensor

Tµν =

∫
dχ pµ pν f0(1 + h), (2.30)
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we find it can be separated into three parts

Tµν = Tµν0 + Tµνvis + Sµν . (2.31)

The ideal non-viscous part has been defined before

Tµν0 =

∫
dχ pµ pν f0(x, p) = εuµuν + phµν , (2.32)

where we have defined

hµν ≡ uµuν − gµν (2.33)

and ε and p are the local energy density and pressure in Landau Frame. The viscous part is

Tµνvis ≡ −
∫
dχ pµ pν f0(x, p)

∞∑
i=5

[
1

λi

∫
dχ′Φi

(
p′
)
p′
ρ
∂ρ f0(x, p′)

]
Φi(p), (2.34)

and the stochastic part is

Sµν ≡
∫
dχ pµ pν f0(x, p)

∞∑
i=5

1

λi
Fi Φi(p). (2.35)
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The correlations of the stochastic part Sµν is read as

〈
Sµν(x)Sρσ(x′)

〉
=

∫
dχdχ′ pµ pν p′

ρ
p′
σ
f0(x, p) f0(x, p′)

∞∑
i=5

1

λi

∞∑
j=5

1

λj

〈
F ′iFj

〉
Φi(p) Φj(p

′)

=

∫
dχdχ′ pµ pν p′

ρ
p′
σ
f0(x, p) f0(x′, p′)

∞∑
i=5

2

λi
Φi(p) Φi(p

′) δ(xµ − x′µ).

(2.36)

Similarly, the current

Jµ =

∫
dχ pµ f0(1 + h1), (2.37)

can also be written as three parts

Jµ = Jµ0 + ∆Jµ + Iµ. (2.38)

The ideal part is

Jµ0 ≡
∫
dχ pµ f0 = nuµ, (2.39a)

the diffusive part is

∆Jµ ≡ −
∫
dχ pµ f0

∞∑
i=5

[
1

λi

∫
dχ′Φi(p

′) p′
ρ
∂ρf

′
0

]
Φi(p), (2.39b)
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and the stochastic noise is

Iµ ≡
∫
dχ pµ f0

∞∑
i=5

1

λi
Fi Φi(p). (2.39c)

The correlations of stochastic current is read as

〈Iµ(x)Iν(x′)〉 =

∫
dχdχ′ pµ p′

ν
f0 f

′
0

∞∑
i=5

1

λi

∞∑
j=5

1

λj

〈
F ′iFj

〉
Φi(p) Φj(p

′)

=

∫
dχdχ′ pµ p′

ν
f0 f

′
0

∞∑
i=5

2

λi
Φi(p) Φi(p

′) δ(xµ − x′µ). (2.40)

2.1.3 Fluctuation dissipation theorem

Now let’s consider a general system with massive particles and finite chemical potential.

First we note

pµ∂µf0 =
[
pµ∂µ

(µ
T

)
− pµpν∂µ

(uν
T

)]
f0 , (2.41)

and substitute this into Equation 2.34, then we find the viscous energy momentum tensor is

Tαβvis =
∞∑
i=5

1

λi

(∫
dχ pα pβ f0 Φi(p)

)[ ∂ρuσ
T

(∫
dχ′Φi(p

′) p′
ρ
p′
σ
f ′
0

)
+ ∂ρ

(
1

T

) (∫
dχ′Φi(p

′) p′
ρ (
u·p′

)
f ′
0

)
− ∂ρ

(µ
T

) (∫
dχ′Φi(p

′) p′
ρ
f ′
0

) ]
(2.42)
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From the orthogonal relation in Equation 2.17, it is easy to see that

∫
dχ′Φi(p

′) p′
ρ (
u·p′

)
f ′
0

= 0 (2.43)

because pµ is one of the zero mode. Since

∫
dχ′Φi(p

′) p′
ρ
f ′
0
∝ uρ (2.44)

I claim ∫
dχ′Φi(p

′) p′
ρ
f ′
0

= 0 (2.45)

because 1 is also a zero mode. Thus

Tαβvis =
∂ρuσ·
T

∞∑
i=5

1

λi

(∫
dχ pα pβ f0 Φi(p)

) (∫
dχ′Φi(p

′) p′
ρ
p′
σ
f ′
0

)
(2.46)

The shear stress tensor can be found to be

πµν ≡ 1

2
Pµναβ T

αβ
vis

=
1

2
Pµναβ ∂ρuσ·

∞∑
i=5

1

T λi

(∫
dχ pα pβ f0 Φi(p)

)(∫
dχ′Φi(p

′) p′
ρ
p′
σ
f ′
0

)
≡ η

shear
σµν . (2.47)
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where we have defined the traceless space projection tensor Pµναβ

Pµν,αβ ≡ hµαhνβ + hναhµβ − 2

3
hµνhαβ, (2.48)

and the traceless shear tensor

σµν ≡ Pµναβ ∂αuβ. (2.49)

Now let’s write

∞∑
i=5

1

T λi

(∫
dχpαpβf0(x, p) Φi(p)

)(∫
dχ′Φi(p

′)p′
ρ
p′
σ
f0(x, p′)

)
= a hαβ hρσ + b

(
hαρ hβσ + hασ hρβ

)
+ c

(
uαuβhρσ + uρuσhαβ

)
+d
(
uαuρhβσ + uαuσhβρ + uβuρhασ + uβuσhαρ

)
+ e uαuβuρuσ,

(2.50)

Using the orthogonal relation between zero modes pµ and the fast modes Φi≥5(p), we find

c = d = e = 0.

Substitute Equation 2.50 into Equation 2.47, then we find

b = η
shear

. (2.51)
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The bulk viscous stress tensor is

Π ≡ −1

3
· hαβ Tαβvis (2.52)

≡ ζ ∂·u. (2.53)

Using Equation 2.50, we can find the bulk viscosity

ζ =

(
a+

2

3
b

)
. (2.54)

Meanwhile, using Equation 2.50, we find Equation 2.36 becomes

〈
Sαβ(x)Sρσ(x′)

〉
= 2T

[
a hαβ hρσ + b

(
hαρ hβσ + hασhρβ

)]
= 2T

[(
ζ − 2

3
η
shear

)
hαβ hρσ + η

shear

(
hαρ hβσ + hασ hρβ

)]
δ(xµ − x′µ)

(2.55)

This is the fluctuations and the dissipation theorem for relativistic fluid.

Now let’s look at the diffusive current. After some calculation, we find

∆Jµ =

∞∑
i=5

1

λi

(∫
dχ pµ f0(p) Φi(p)

) [
− ∂ρ

(µ
T

)∫
dχ′Φi(p

′) p′
ρ
f0(p′)

+ ∂ρ

(uσ
T

)∫
dχ′Φi(p

′) p′
ρ
p′
σ
f0(p′)

]
, (2.56)
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Using the orthogonal relation Equation 2.17, we find the last term which evolve gradient of

velocity vanishes. Thus

∆Jµ = −∂ρ
(µ
T

) ∞∑
i=5

1

λi

(∫
dχ pµ f0(p) Φi(p)

)(∫
dχ′Φi(p

′) p′
ρ
f0(p′)

)
(2.57)

The correlations of the stochastic current

〈IµIν〉 =

∫
dχdχ′ pµ p′

ν
f0 f

′
0

∞∑
i=5

2

λi
Φi(p) Φi(p

′) δ(xµ − x′µ). (2.58)

Again, we write

∫
dχdχ′ pµ p′

ν
f0 f

′
0

∞∑
i=5

2

λi
Φi(p) Φi(p

′) = c uµuν + d hµν (2.59)

It is easy to see c = 0 because of the orthogonal relations between the zero mode and the fast

modes. Finally, we find

∆Jµ = σT ∆µ(
µ

T
), (2.60)

where we have defined the space gradient

∆µ ≡ −hµν ∂ν (2.61)
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and the conductivity

σ =
1

3T

∫ ∞∑
i=5

dχdχ′ f0 f
′
0

1

λi
Φi(p) Φi(p

′) pµ·hµνp′ν . (2.62)

The correlations of the stochastic current then is

〈
Iµ(x) Iν(x′)

〉
= 2σT hµνδ(xµ − x′µ). (2.63)

2.1.4 Summary

Now let’s summarize the results we have got so far, which we will use in next section and

Chapter.3. The energy momentum tensor could be written as

Tµν = Tµν
0

+ Tµνvis + Sµν (2.64)

The idea part is

Tµν
0

= ε uµuν + p hµν (2.65)

where ε is the energy density, p is the pressure, uµ is fluid four velocity, hµν = uµuν − gµν . The

viscous part is

Tµνvis = η
shear

σµν − ζ hµν ∂·u (2.66)

and the shear tensor is

σµν ≡ Pµναβ ∂αuβ (2.67)
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The stochastic part Sµν satisfies

〈Sµν〉 = 0 , (2.68)

and

〈
SαβSρσ

〉
= 2T

[(
ζ − 2

3
η
shear

)
hαβ hρσ + η

shear

(
hαρ hβσ + hασ hρβ

)]
δ(xµ − x′µ) . (2.69)

The energy momentum conservation is just

∂µ T
µν = 0. (2.70)

Similarly, the current can also written as three parts

Jµ = Jµ
0

+ ∆Jµ + Iµ (2.71)

The ideal part is

Jµ
0

= nuµ (2.72)

where n is the charge density. The diffusive part is

∆Jµ = σT ∆µ(
µ

T
) (2.73)
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where the conductivity is

σ =

∞∑
i=5

1

3λi T

∫
dχdχ′ f

0
f ′
0

Φi(p) Φi(p
′) pµ·hµν ·p′ν , (2.74)

and the space gradient is

∆µ = −hµν ∂ν . (2.75)

The stochastic part Iµ satisfies

〈Iµ〉 = 0, (2.76)

and

〈IµIν〉 = 2σT hµνδ(xµ − x′µ). (2.77)

The charge conservation is just

∂µ J
µ = 0. (2.78)

2.2 Boost Invariant Solutions of Relativistic Hydrodynamics with Stochastic Noise

In this section, we consider, as an example, the application of the stochastic hydrodynamic

equations derived in the previous section, on the hydrodynamic fluctuations around Bjorken’s

boost-invariant solution of relativistic hydrodynamics (61; 55; 56). For highly relativistic heavy

ion collisions at LHC and the top range of RHIC energies, the fluctuations of energy and mo-

mentum density decouple from the fluctuations of the charge density (55; 57); while near the

critical point, all of these fluctuations couple with each other and all have manifest effects on



29

final experimental observables (56). For simplicity and illustration purpose, we shall focus on

longitudinal flow fluctuations by integrating all densities over the coordinates x and y perpen-

dicular to the beam direction or z axis, which effectively reduces the dimensionality of the

problem to (1 + 1), and study the dynamics in the limit of zero baryon chemical potential

µB = 0. Here we only study the general structure of the equal time correlations induced by

stochastic noise which are not well discussed in previous literatures, and the more quantitative

and concrete results could be found in (55; 56; 57).

2.2.1 Background solution and hydro equations of linear fluctuations

It is convenient to view the Bjorken boost-invariant flow in Bjorken coordinates: proper

time τ and spatial rapidity η defined as

τ =
√
t2 − z2

η = tanh−1(z/t)

t = τ cosh η

z = τ sinh η (2.79)

where (t, x, y, z) is the space time coordinate. The average values of hydrodynamic quantities

depend only on proper time τ . While the fluctuations after integrating out the transverse

dependence, depend on both τ and η. The flow velocity is given by uµ = xµ/τ + δuµ, where
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the last term denotes the fluctuations. We express the fluctuations of the longitudinal flow in

terms of the rapidity variable ω which we define as

u0 = cosh(η + ω(η, τ))

u3 = sinh(η + ω(η, τ)) . (2.80)

The local pressure depends on the temperature which in turn depends on both coordinates.

The average value of temperature T depends only on the proper time, but fluctuations of T

depend on both coordinates. Therefore

T = T̄ (τ) + δT (η, τ)

µ = µ̄(τ) + δµ(η, τ)

P = P̄ (τ) + δP (η, τ)

ε = ε̄(τ) + δε(η, τ) , (2.81)

where the X̄ refers to the average value of the function X. Due to the reduced (1+1) dimen-

sionality of this model this condition allows us to express the stochastic noise discussed in last

section in terms of two single scalar functions fn and fs as

Sµν = w(τ) fs(η, τ)hµν , Iη =
s(τ)

τ
fn(η, τ) (2.82)



31

which leads

〈fs(η1, τ1)fs(η2, τ2)〉 =
2T (τ1)

Aτ1w2(τ1)

[
4

3
η
shear

(τ1) + ζ(τ1)

]
δ (τ1 − τ2) δ (η1 − η2) (2.83)

〈fn(η1, τ1)fn(η2, τ2)〉 =
2σ T (τ1)

Aτ1s2(τ1)
δ (τ1 − τ2) δ (η1 − η2) (2.84)

where we have defined A be the transverse area of Bjorken system. The hydrodynamic evolution

of these fluctuations can be studied using stochastic relativistic hydrodynamics developed in

last section.

The boost invariant background solutions, when dissipation is neglected, is simply the en-

tropy conservation

d(τs)

dτ
= 0 (2.85)

which has the solution s(τ) = s(τ0)τ0/τ . Here τ0 is the initial proper time (when thermalization

first is achieved). Including the viscous correction

∆Tµν
vis

= −hµν
(

4

3
η
shear

+ ζ

)
∇ · u, ∆Jµ

B
= 0 (2.86)

Defining

ν ≡ (4η
shear

/3 + ζ)/s, (2.87)

the back ground equation becomes

d(τs)

dτ
=
νs

τT
. (2.88)
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Then Equation 2.88 means that the entropy per unit rapidity interval, τsA, increases due to

dissipation. The explicit solution requires knowing the relationship between s and T , in other

words the equation of state, plus the temperature dependence of ν.

Now we account for fluctuations by adding noise. At this point, we make no assumption

about the form of the equation of state or the temperature dependence of ν. Up to linear order

in small fluctuation, the energy, momentum and charge conservation give three independent

equations (55)

τ
∂δε

∂τ
+ δw(1− h)− wδh+ τ2Sηη + w (1− 2h)

∂ω

∂η
= 0 , (2.89)

τ
∂δn

∂τ
+ δn+ n

∂ω

∂η
+ τ

∂Iη

∂η
+
σT

τ
· τ∂τ

(µ
T

)
∂ηω −

σT

τ
· ∂

2

∂η2

(µ
T

)
= 0 , (2.90)

τ
∂ [w(1− h)ω]

∂τ
+ 2wω(1− h) +

∂

∂η
(δp+ τ2Sηη − hw)− hw∂

2ω

∂η
= 0 . (2.91)

Here n and w ≡ ε + p are the smooth background solutions which depend only on τ , and

h ≡
4η

shear
3

+ζ

τ w . For simplicity, we shall only consider relativistic heavy ion collisions at LHC

and the top range of RHIC energies where n = 0 approximately, then w = T s, δε = T δs,

δ p = sδ T , h = ν
Tτ and Equation 2.90 decouples with Equation 2.89 and Equation 2.91. The

fluctuations δp, δs, δε, and δw can all be expressed in terms of a new dimensionless variable

ρ ≡ δs/s, (2.92)
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then δε = wρ and δp = v2
qwρ where we have defined the speed of sound

v2
q ≡

(
∂p

∂ε

)
n
s

=
s δT

T δs
. (2.93)

with a new dimensionless quantity being defined as

q ≡ n

s
. (2.94)

We find δq = δn
s when n = 0, then Equation 2.89, Equation 2.90 and Equation 2.91 becomes

(55; 57)

τ
∂ρ

∂τ
+ hv2

qρ+ fs + (1− h)
∂ω

∂η
= 0 , (2.95)

τ
∂ω

∂τ
+ ω

(
1− v2

q + h(1 + v2
q )
)

+
(
v2
q − h

) ∂ρ
∂η

+ ∂ηfs − h
∂2ω

∂η2
= 0 . (2.96)

τ
∂δq

∂τ
+ hδq + ∂ηfn −

σ

χτ
· ∂

2δq

∂η2
= 0 , (2.97)

where we have used Equation 2.82, rescale the fluctuation of the flow ω → (1−h)ω and neglect

the temperature dependence of ν.

Since the unperturbed solution is boost-invariant and independent of η, it is advantageous

to use the Fourier transformation

X̃(k, τ) =

∫ ∞
−∞

dηe−ikηX(η, τ) (2.98)
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where X stands for ρ, ω or q, then Equation 2.95,Equation 2.96 and Equation 2.97 can be

written as the Langevin Equation

τ
∂Ψ̃

∂τ
+D Ψ̃ + f̃ = 0, (2.99)

where we have defined the hydrodynamic variable

Ψ̃ =


ρ̃

ω̃

q̃,

 (2.100)

the drift matrix as

D ≡


hv2

q ik(1− h) 0

ik
(
v2
q − h

)
(1− v2

q ) + h(1 + v2
q ) + hk2 0

0 0 σ
χτ k

2 + h

 (2.101)

and the stochastic noise as

f̃ =


fs

ikfs

ikfn

 . (2.102)
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so that

〈
f̃(τ1, k1) f̃(τ2, k2)

〉
= 2πδ(k1 + k2) δ(τ1 − τ2) · 2h

sA


1 −ik1 0

ik1 k2
1 0

0 0 0



+2πδ(k1 + k2) δ(τ1 − τ2) · 2σT

s2 τA


0 0 0

0 0 0

0 0 k2
1

 .

(2.103)

In k-space the correlators of any pair of hydro variables X and Y are

〈
X̃(k1, τ1) Ỹ (k2, τ2)

〉
=

2π

A
δ(k1 + k2)

min(τ1,τ2)∫
τ0

dτ

τ2

2T (τ)h(τ)

w(τ)
G̃Xs(k1; τ1, τ)G̃Y s(k2; τ2, τ)

+
2π

A
δ(k1 + k2)

min(τ1,τ2)∫
τ0

dτ

τ2

2T (τ)σ(τ)

s2(τ) τ
G̃Xn(k1; τ1, τ)G̃Y n(k2; τ2, τ)

(2.104)

Here have used Equation 2.83 and Equation 2.84 and defined G̃Xs and G̃Xn to be the Green

functions of Equation 2.99 which are going to be found later. For the most part we shall be

interested in the equal-(proper)time correlation function at the freeze-out time τf , which can

be written as

C̃XY (k, τf ) ≡ 〈X̃(k1, τf )Ỹ (k2, τf )〉, (2.105)
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and the real space thermal correlations can be found

CXY (η1 − η2; τf ) ≡
∫
dk1dk2e

ik1η1+ik2η2
〈
X̃(k1, τf ) Ỹ (k2, τf )

〉
(2.106)

Equation 2.104 and Equation 2.105 show directly that a fluctuation at point η at time τ induces

a correlation between points η1 and η2 at later time τf via a hydrodynamically propagating

response.

2.2.2 Formal solutions of linear fluctuations

The solution to Equation 2.99 for arbitrary noise and drift, with the given initial conditions,

can be written as

Ψ̃(k, τ) = −
∫ τ

τ0

dτ ′

τ ′
Ũ(k; τ, τ ′)f̃(k, τ ′) (2.107)

which is equivalent to say that the matrix elements of Ũ(k; τf , τ) are the Green functions G̃Xs

and G̃Xn. Substitute Equation 2.107 into Equation 2.99, we find Ũ satisfies

τ
∂Ũ(k; τ, τ ′)

∂τ
+D(k, τ)Ũ(k; τ, τ ′) = 0 (2.108)

subject to the condition Ũ(k; τ, τ) = 1. Explicitly

Ũ(k; τ, τ ′) = T exp

{
−
∫ τ

τ ′

dτ ′′

τ ′′
D(k, τ ′′)

}
(2.109)



37

In order to simplify Equation 2.109 we first write

Ũ(τ, τ ′) = Ũ(τ, τn)Ũ(τn−1, τn−2) · · · Ũ(τ2, τ1)Ũ(τ1, τ
′) (2.110)

where the time difference between τn and τn−1 is so small that we can partly neglect the time

dependence of the drift matrix D. (Neglect the time evolution of its eigen-vectors, but keep

the time dependence of its eigen-values.) Then we define the eigen-value and eigen-vector of

the drift matrix D to be λ̃i and ϕi, and φi to be the dual vector such that φi · ϕj = δij , which

means the drift matrix can be written as

D(τ) =
∑
i

λ̃i(τ)ϕi(τ)⊗ φi(τ) (2.111)

then

Ũ(τn, τn−1) =
∑
i

exp

[
−
∫ τn+1

τn

λ̃i
dτ

τ

]
ϕi(τn−1)⊗ φi(τn) (2.112)

if τn − τn−1 � τn. Then Equation 2.110 yields

Ũ(τf , τ) =
∑
i

exp

[
−
∫ τf

τ

dτ ′

τ ′
λ̃i(τ

′)

]
ϕi(τ)⊗ φi(τf ), (2.113)

which is much simpler than Equation 2.109.
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After we find Ũ from Equation 2.113, we can find the correlation matrix C defined in

Equation 2.105

C̃(k1, k2; τf ) =

∫ τf

τ0

dτ1dτ2

τ1
Ũ(τf , τ1) · 2Q̃(τ1, τ2, k1, k2)δ(τ1 − τ2) · Ũ †(τf , τ2) (2.114)

where we have defined

2Q̃(τ1, τ2, k1, k2)δ(τ1 − τ2) ≡ 1

τ2
〈f̃(τ1, k1)f̃ †(τ2, k2)〉 (2.115)

It is not hard to find that the correlation matrix in Equation 2.114 satisfies

τf
∂C̃

∂τf
+ D C̃ +

(
D C̃

)†
= 2Q̃, (2.116)

where we have used that

τf
∂Ũ(k, τf , τ)

∂τf
+ D (k, τf ) Ũ(k, τf , τ) = 0 (2.117)

Let’s define the equilibrium solution of C̃ as Ẽ (General Susceptibility) which satisfies

D Ẽ +
(
D Ẽ

)†
= 2Q, (2.118)
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and define the residue C̃ ′ = C̃ − Ẽ as non-equilibrium contribution, then we find the following

C̃ ′(τf ) = Ũ(τf , τ0)C̃ ′(τ0)Ũ †(τf , τ0)−
∫ τf

τ0

dτ Ũ(τf , τ0) · dẼ
dτ
· Ũ †(τf , τ0). (2.119)

Finally we find the solution

C̃(τf ) = E(τf ) + Ũ(τf , τ0)C̃ ′(τ0)Ũ †(τf , τ0)−
∫ τf

τ0

dτ Ũ(τf , τ) · dẼ
dτ
· Ũ †(τf , τ).(2.120)

Equation 2.120 is the main result in this section, and it says the equal time correlations contain

three parts:

• Contribution from final time thermal equilibrium correlations, and this piece is a delta

function in space. This part is the result of fluctuations-dissipation theorem Equa-

tion 2.103, and it contains two parts: (a) a trivial manifestation of statistical fluctuations

in the gas, a reflection of the fact that particles are trivially correlated with themselves

(See §116 of (19)). We denote this piece as “Self Correlations”; (b)the correlations due

to internal interactions between particles.

• Contribution from the initial state fluctuations. Here “initial state fluctuations” C ′(τ0) =

C(τ0)−E(τ0) is the difference between the complete correlations C(τ0) and the thermal

equilibrium correlations E(τ0) that is completely determined by Equation 2.1181. The

value of C(τ0) is usually too hard to find from first principle, due to the quantum fluc-

1E is more or less like the heat capacity or charge susceptibilities.
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tuations in the densities of the two colliding nuclei and the fluctuations of the energy

deposition mechanism. Nevertheless, the fact that the initial state of the matter created

in the ultra-relativistic heavy-ion collisions such as Pb-Pb collisions at LHC or the top

energy collisions of Au-Au at RHIC is dominated by saturated glue carrying no electric

and baryon charge, might suppress the contribution of initial state fluctuations to the

charge correlations at freeze-out time. This makes charge-charge correlations be more

promising quantities to test the consequence of stochastic noises, by comparing to the

event-by-event fluctuations measured at LHC and at top energy collisions of RHIC. We

will discuss more details in Chapter.3.

• Contribution from the time change rate of E(τ) in expanding media, which could be

charge susceptibility or entropy in the whole volume. This is the most interesting part

in Equation 2.120 and a novel discovery we found in (57). If the system undergoes a

crossover or a first order phase transition, one would expect E(τ) changes dramatically,

so that this piece of contribution dominates; otherwise, this piece vanishes. We will see

more details in Chapter.3.

Surprisingly, though the fluctuation-dissipation theorem tells us the magnitude of the stochas-

tic noises are proportional to the transport coefficients such as charge conductivity σ, shear vis-

cosity η
shear

and bulk viscosity ζ, the overall magnitude of final pair correlations, which is due to

the stochastic noises, are determined by E, which are only directly related to the susceptibilities

and heat capacity.



CHAPTER 3

FIRST APPLICATION: BALANCE FUNCTION AND CHARGE

FLUCTUATIONS

In this chapter, we will apply the theory developed in Chapter.2 to study the electric charge

fluctuations as well as its experimental signal-“Balance Function” at LHC and top energy of

RHIC. This chapter is following (57).

3.1 A review of balance functions

For completeness we review here definitions and properties of the balance functions (85; 86).

To define the balance function we divide the phase space occupied by particles produced in

a heavy-ion collision into (infinitesimally) small cells. For the purpose of this paper we consider

cells in rapidity y and azimuthal angle φ (but integrated over transverse momentum) and denote

the coordinates of the cell Γ = (φ, y) and the volume of the cell dΓ = dφ dy. We denote the

number of particles of charge a = +,− in a cell as dNa(Γ) and its event average 〈dNa(Γ)〉.

Since 〈dNa(Γ)〉 ∼ dΓ is infinitesimally small, the probability of finding more than one particle

in a cell is negligible (O(dΓ2) for two or more particles) and the average 〈dNa(Γ)〉 � 1 is also

the probability to find a particle of charge a in the cell.

The conditional probability of finding a particle of charge b in another cell Γ2 given a

particle of charge a in the cell Γ1 can be found as 〈dN b(Γ2) dNa(Γ1)〉/〈dNa(Γ1)〉 which is easy

41
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to understand keeping in mind that dNa(Γ) is either 0 or (rarely) 1. The balance function as

a function of a pair of cells is given by:

B(Γ2,Γ1) =
1

2

∑
a=+,−

〈dN−a2 dNa
1 〉 − 〈dNa

2 dN
a
1 〉

dΓ2〈dNa
1 〉

=
〈n−a2 na1〉 − 〈na2na1〉

〈na1〉
(3.1)

where we used a shorthand dNa
i ≡ dNa(Γi) and introduced density per phase space volume

n ≡ dN/dΓ. The balance function measures a difference in conditional probabilities of finding

a particle of the opposite charge −a vs the same charge a in the cell Γ2 given a particle of

the charge a in cell Γ1. This probability is proportional to the volume dΓ2 of the cell and is

infinitesimally small, while its ratio to dΓ2, as in Equation 3.1, is finite.

Since we are considering a case when µ = 0, we can use 〈n−1 〉 = 〈n+
1 〉 to simplify Equation 3.1:

B(Γ2,Γ1) = −
〈
(n+

2 − n
−
2 )(n+

1 − n
−
1 )
〉

2〈n+
1 〉

= −
〈
nnet2 nnet1

〉
〈nch1 〉

, (3.2)

Since nnet = dNnet/dydφ and Nnet = δNnet (〈Nnet〉 = 0), this gives us Equation 3.72 used in

the text.

One also defines the balance function as a function of the phase space displacement ∆Γ ≡

Γ2 − Γ1 = (y2 − y1, φ2 − φ1) by summing in Equation 3.1 over all cells Γ1 and Γ2 separated

by ∆Γ. To obtain a finite result for infinitely many infinitesimally small cells (dΓi → 0) we

multiply by dΓ1dΓ2. We can then write this summation as an integral:

B(∆Γ) =
(∫
dΓ
)−1

∫
dΓ2

∫
dΓ1 δ(Γ2 − Γ1 −∆Γ)B(Γ2,Γ1) . (3.3)



43

The normalization factor is chosen in such a way that the result tends to a finite limit with

increasing total phase-space volume (
∫
dΓ). The expression in Equation 3.3 simplifies in the

case of azimuthal and boost (Γ→ Γ + ∆Γ) invariance. Since in this case the balance function

B(Γ2,Γ1) can only depend on ∆Γ we find from Equation 3.3, simply,

B(∆Γ) = B(Γ + ∆Γ,Γ), (3.4)

for any Γ.

The derivation above assumes that the rapidity acceptance window is infinite: y ∈ (−∞,∞),

or more precisely, is much larger than the rapidity range of the balance function B(∆y,∆ψ).

In practice, the rapidity interval has a finite width Y . Still assuming boost invariance, but

integrating in Equation 3.3 over the finite rapidity window of width Y we find the balance

function in a finite rapidity acceptance:

B(∆Γ;Y ) = B(∆Γ;∞)
Y −∆y

Y
(3.5)

where we used
∫
dy = Y and

∫
dy2

∫
dy1 δ(y2 − y1 −∆y) = Y −∆y.

To express the D-measure Dm (42) in terms of the balance function we substitute Nnet =∫
dΓnnet(Γ) and Nch =

∫
dΓnch(Γ) into the definition

Dm ≡ 4
〈(δNnet)

2〉
〈Nch〉

= 4
(∫
dΓ
)−1
∫
dΓ1

∫
dΓ2

〈
n
net

2 nnet1

〉
〈nch〉

(3.6)



44

The integrand is −B(Γ2,Γ1) as given by Equation 3.3, except for Γ1 = Γ2, when Equation 3.3

does not apply (we have only defined B(Γ2,Γ1) for Γ1 6= Γ2). We can calculate the contribution

from the cells Γ1 = Γ2 to Equation 3.6 separately. We note that since dNa takes (most

of the time) values 0 or 1, (dNa)2 = dNa and thus 〈(dN+ − dN−)2〉 = 〈dN+ + dN−〉, or

〈δN2
net〉 = 〈δNch〉, up to terms of order O(dΓ)2. Therefore, since n = dN/dΓ, the integrand

in Equation 3.6 for Γ1 = Γ2 is 〈(nnet)2〉/〈nch〉 = 1/dΓ. Summation over all cells with Γ1 =

Γ2 gives therefore a contribution to Dm equal to (up to infinitesimally small terms O(dΓ)),

4
(∫
dΓ
)−1∫

dΓdΓ · 1/dΓ = 4. This is the value of Dm for completely uncorrelated particles.

Adding the contributions from Γ1 6= Γ2 we find therefore

Dm = 4

(
1−

(∫
dΓ
)−1
∫
dΓ1

∫
dΓ2B(Γ2,Γ1)

)
= 4

(
1−

∫
d(∆Γ)B(∆Γ)

)
, (3.7)

where we used Equation 3.3 for the last equality. Thus the magnitude of the balance function

indicates how deep the fireball created in heavy ion collisions is in QGP region.

3.2 Electric Charge Fluctuation in 3+1 Bjorken Expanding System

3.2.1 Hydrodynamics and noise

Hydrodynamics describes the slow evolution of conserved quantities such as energy, mo-

mentum, and conserved charges. In the case of QCD the charge could be the baryon number,

electric charge, or strangeness. At top energies at RHIC and at LHC most particles in the

final state are pions, which carry only electric charge. Therefore in this work we shall focus on

electric charge fluctuations. The extension to other conserved charges such as baryon number
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or strangeness should be straightforward. The five hydrodynamic equations of motion are the

conservation equations for energy-momentum and charge

∇µ(Tµν) = 0,

∂µ(
√
−gJµ) = 0. (3.8)

Here ∇µ denotes the covariant derivative with respect to the background metric gµν and g ≡

det[gµν ] – we shall only consider flat space-time, but use curvilinear (Bjorken) coordinates.

Fluctuations are described by adding stochastic noise terms Sµν and Iµ, as explained in (19)

or, in relativistic context, in (55):

Tµν = Tµνideal + ∆Tµν + Sµν ,

Jµ = nuµ + ∆Jµ + Iµ. (3.9)

Here, n and uµ are the charge density and fluid velocity, Tµνideal is the stress-energy tensor for

an ideal fluid, and ∆Tµν and ∆Jµ are dissipative (gradient) corrections to stress and current.

The dissipative correction to the current to the first order in gradients is given by

∆Jµ = σT∆µ
(µ
T

)
, (3.10)
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where σ is the charge conductivity, µ is the chemical potential, and ∆µ ≡ −hµν∂ν (hµν ≡

uµuν − gµν) is the spatial derivative in the local rest frame of the fluid (whose 4-velocity is uµ).

The diffusion coefficient D is related to the conductivity by Einstein relation

D =
σ

χ
, (3.11)

where χ is the electric charge susceptibility

χ ≡
(
∂n

∂µ

)
T

. (3.12)

The hydrodynamic equations Equation 3.8 are non-linear. However, in the domain of appli-

cability of hydrodynamics these equations can be linearized (82) in the perturbations around

a given solution of the (non-linear) deterministic equations of motion, i.e., Equation 3.8 with-

out noise. Such linearized approach is sufficient to study two-point correlations which are the

subject of this paper.

To find two-point correlation functions of hydrodynamic variables we need to know the two-

point correlation functions of the noise. One-point functions vanish by definition of the noise.

The fluctuation-dissipation theorem determines the magnitude of the two-point correlator:

〈Iµ(x)〉 = 0, (3.13)

〈Iµ(x)Iν(y)〉 = 2σThµνδ(x− y), (3.14)
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where σ and T are functions of space and time given by the solution of the deterministic

(without noise) hydrodynamic Equation 3.8. The correlators of Sµν are written down in (55),

but we will not need them in this work.

Generalization to non-linear treatment of fluctuations is an interesting problem, potentially

relevant for the study of higher-point correlations or fluctuations near a critical point. Although

linearized treatment is sufficient for the purposes of this paper, it is worth keeping in mind the

issues involved in the non-linear generalization. The most obvious issue is that the noise would

become multiplicative since the magnitude of its correlator in Equation 3.14 would be a function

of the fluctuating hydrodynamic variables. The formal definition in Equation 3.14 would have

to be supplemented by a prescription (e.g., Ito or Stratonovich) to resolve the well-known

equal-time product ambiguity (see, e.g., Ref. (87)). The non-linearities also give rise to short-

distance singularities (88) reminiscent of the ultraviolet divergences in quantum field theories.

Such issues do not arise in the linearized treatment and we leave them outside of the scope of

this paper.

3.2.2 Bjorken expansion and linear perturbations

We shall use the well-known boost-invariant Bjorken solution (61) of the deterministic hy-

drodynamics Equation 3.8 as the background for the linearized fluctuation analysis. It is most

convenient to describe the Bjorken flow in the coordinates (τ, ~x⊥, η) defined as

τ ≡
√
t2 − z2, (3.15)

η ≡ tanh−1
(z
t

)
. (3.16)
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Bjorken time τ is invariant under boosts along the z axis while Bjorken rapidity η shifts by

a constant (the boost rapidity). The liquid undergoing boost-invariant expansion is locally at

rest in these coordinates

ūµ(x) = {1,~0, 0}. (3.17)

while the energy (or entropy) density is a function of τ , which can be found by solving an

ordinary differential equation.

We denote the background quantities with an overbar, and consider small perturbations to

entropy density, flow velocity and charge density expressed as ρ ≡ δs/s̄, δux, δuy, δuη, and δn:

ε(τ, ~x⊥, η) = ε̄(τ) + T̄ (τ)s̄(τ) ρ(τ, ~x⊥, η)

+µ̄(τ) δn(τ, ~x⊥, η); (3.18)

uµ(τ, ~x⊥, η) = {1, δ~u⊥(τ, ~x⊥, η), δuη(τ, ~x⊥, η)} ; (3.19)

n(τ, ~x⊥, η) = n̄(τ) + δn(τ, ~x⊥, η); (3.20)

where, as in Equation 3.17, we are working in the Bjorken coordinates. The quantity δuτ

vanishes at linear order due to the unit norm constraint uµu
µ = 1.

In general, the fluctuations of the charge and the energy density mix in Equation 3.8.

However, in the special case of zero background net charge density (n̄ = 0) or, equivalently,

zero chemical potential (µ̄ = 0) the fluctuations of the charge density δn separate, at linear

order considered here, from the fluctuations of entropy density and flow velocity. Since we

are going to study only fluctuations of charge density, this simplifies our task considerably.
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For top-energy RHIC collisions and at LHC the chemical potential is very small compared to

relevant microscopic (QCD) scale and the approximation µ̄ = 0 is useful. Since, as far as charge

correlations are concerned, we can ignore entropy and flow velocity fluctuations, we shall no

longer distinguish between quantities such as s̄ and s, or T̄ and T .

The stochastic charge diffusion equation in Equation 3.8 becomes

∂τJ
τ +

Jτ

τ
+ ∂ηJ

η + ~∇⊥ · ~J⊥ = 0 (3.21)

Since for the fluid locally at rest Equation 3.17 the only derivatives in ∆µ(µ/T ) are spatial and

since T depends on τ only, we can simplify Equation 3.10 for ∆Jµ:

∆Jµ = σ∆µµ = D∆µn, (3.22)

which is Fick’s law of diffusion. Substituting this into Equation 3.21, we find

1

τ
∂τ (τδn)−D

[
∇2
⊥ +

1

τ2
∂2
η

]
δn = −∇iIi −∇ηIη. (3.23)

We use Latin indices i, j, ... to denote the two transverse directions.
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To facilitate the analysis of azimuthal correlations it is useful to decompose the noise current

in the transverse plane as 1

Ii = τ∇j
[
gijIS − εijIV

]
. (3.24)

Only IS will contribute to Equation 3.23. In order to solve Equation 3.23, we express ~x⊥ in

polar coordinates r and ψ, and use a Fourier-Bessel transformation for δn, Iη and IS , which we

define, for any function X, as

X(τ, r, ψ, η) =
∑
n

einψ

2π

∫ ∞
−∞

dkη
2π

eikη ·η
∫ ∞

0
dk⊥k⊥

× Jn(k⊥r)X̃n(τ, k⊥, kη), (3.25)

X̃n(τ, q⊥, qη) =

∫ 2π

0
e−inψdφ

∫ ∞
−∞

e−iqηηdη

∫ ∞
0

rdr

× Jn(q⊥r)X(τ, r, ψ, η). (3.26)

Inverting the transformation requires the closure relation,

∫ ∞
0

rdrJn(k⊥r)Jn(q⊥r) =
δ(k⊥ − q⊥)

k⊥
. (3.27)

1We are splitting a two-component vector into the gradient of a scalar, IS , and a divergenceless
two-vector, which, in two dimensions can also be written in terms of a scalar IV .
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3.2.3 Solution and correlations

The charge density fluctuation at a time τf sourced by the hydrodynamic noise I is given

by (upon Fourier-Bessel transform)

δñn(τf , k⊥, kη) =
1

τ

∫ τf

τ0

dτ
[
(τk⊥)2ĨS,n − iτkη Ĩηn

]
e−H(τf ,τ,k⊥,kη) (3.28)

where we defined

H(τf , τ, k⊥, kη) ≡
∫ τf

τ
dτ ′D

(
τ ′
)( k2

η

τ ′2
+ k2
⊥

)
. (3.29)

The coefficients of k2
⊥ and k2

η in Equation 3.29 are the squared diffusion distances in the x⊥

and η directions. It is easy to see that by considering the equation dl2 = Ddt for the diffusion

(random walk) distance dl in time dt in locally comoving frame. The length element in Bjorken

coordinates is dl2 = τ2dη2 + dx2
⊥ and the time element is dt = dτ . Thus the diffusion distance

squared in the rapidity direction is given by (∆η)2 =
∫
dτD/τ2 and in the transverse direction

by (∆x⊥)2 =
∫
dτD.

To determine the charge density correlations, one needs Fourier-Bessel transform of the

noise correlators in Equation 2.63:

〈
Ĩηn(τ, k⊥, kη)Ĩ

∗η
m (τ ′, q⊥, qη)

〉
=

2σT

τ3
δ(τ − τ ′)δ̂nm(k, q), (3.30)〈

ĨS,n(τ, k⊥, kη)Ĩ
∗
S,m(τ ′, q⊥, qη)

〉
=

2σT

τ3k2
⊥
δ(τ − τ ′)δ̂nm(k, q). (3.31)
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Here we introduced a shorthand

δ̂nm(k, q) ≡ (2π)2δn,mδ(kη − qη)
δ(k⊥ − q⊥)

k⊥
. (3.32)

Using Equation 3.28,Equation 3.30 and Equation 3.31 we find for the charge density correlations

(at equal time τf )

〈δñn(τf , k⊥, kη)δñ
∗
m(τf , q⊥, qη)〉

= δ̂nm(k, q)
1

τf 2

∫ τf

τ0

2σ(τ ′)T (τ ′)

τ ′
[
(τ ′)2k2

⊥ + k2
η

]
e−2H(τf ,τ

′,k⊥,kη)dτ ′ (3.33)

With the aid of Einstein Relation Equation 3.11, Equation 3.33 can be written as

〈δñn(τf , k⊥, kη)δñ
∗
m(τf , q⊥, qη)〉 = δ̂nm(k, q)

1

τf 2

∫ τf

τ0

χ(τ ′)T (τ ′)τ ′
d

dτ ′
e−2H(τf ,τ

′,k⊥,kη)dτ ′.

(3.34)

Finally, performing an integration by parts, we find

〈
δñn(τf , k⊥, kη)δñ

∗
m(τf , q⊥, qη)

〉
= δ̂mn(k, q) · 1

τf

[
χfTf − sf Ã(τf , k⊥, kη)

]
(3.35)

where we defined a dimensionless function in Fourier-Bessel space as

Ã(τf , k⊥, kη) ≡
1

sfτf

(
χ0T0τ0e

−2H(τf ,τ0,k⊥,kη) +

∫ τf

τ0

dτ ′e−2H(τf ,τ
′,k⊥,kη)d(χTτ ′)

dτ ′

)
. (3.36)
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Note that

Ã(τf , k⊥ = 0, kη = 0) =
χfTf
sf

. (3.37)

This, according to Equation 3.35, implies vanishing of 〈δn(x)δn(y)〉 integrated over all space

(this is trivially seen also in Equation 3.33), which is a consequence of charge conservation.

It is useful to rewrite the integral over τ ′ in Equation 3.36 in terms of an integral over

temperature T ′, which is straightforward. It is also useful to rewrite the integral in the definition

of H in Equation 3.29 in the same way. For that we need to know dT ′/dτ ′. We shall neglect

viscous corrections and use the ideal hydro equation τs = constant, or

dT

dτ
+
Tv2

s(T )

τ
= 0, (3.38)

where we have used

v2
q ≡ (∂p/∂ε)q =

sdT

Tds
(3.39)

at zero charge density. Then,

H(Tf , T, k⊥, kη) =

∫ T

Tf

(
D(T ′)s(T ′)

τfsf
k2
η +

sfτfD(T ′)

s(T ′)
k2
⊥

)
dT ′

v2
sT
′ (3.40)
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For later use, we define dimensionless quantities D̂(T ) ≡ DT , and ŝ(T ) ≡ s(T )/T 3. Then

H(Tf , T, k⊥, kη) can be written as

H(Tf , T, k⊥, kη) =
k2
η

τfsf

∫ T

Tf

D̂(T ′)ŝ(T ′)T ′

v2
s(T

′)
dT ′ + sfτfk

2
⊥

∫ T

Tf

D̂(T ′)

v2
s(T

′)ŝ(T ′)(T ′)5dT
′,(3.41)

where the function ŝ can be taken directly from lattice data (see Section 3.2.5). The speed of

sound can also be found from ŝ:

v2
s(T ) =

(
3 +

d ln ŝ

d lnT

)−1

. (3.42)

Combining Equation 3.36 and Equation 3.41, we find

Ã(τf , k⊥, kη) =

[
χ0T0

s0
e−2H(Tf ,T0,k⊥,kη) −

∫ T0

Tf

dT
d

dT

(
χT

s

)
e−2H(Tf ,T,k⊥,kη).

]
. (3.43)

3.2.4 Discussion and Interpretation

Equation 3.35 describes the charge density correlation due to stochastic noise and is the

main result of this section, along with the definitions Equation 3.41, Equation 3.43.

The correlator in the square brackets in Equation 3.35 naturally separates into a singular

part – the first term, which is independent of k and is thus a δ-function in coordinate space,

and the regular part – the second term, which vanishes at large k.

For a Boltzmann gas (which is a good approximation at freezeout) we can identify the

singular term with the equilibrium self-correlation, which exists even in a non-interacting gas.
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On general grounds, the correlation function of a gas of particles in equilibrium is expected to

have such a delta-function term

〈δn(~x1)δn(~x2)〉 = n̄ δ3(~x1 − ~x2) + ... (3.44)

where “...” denotes the correlations from interactions (see §116 of (19)). This delta function

is not due to a correlation between two particles, as it is present even in a free gas. It is a

trivial manifestation of statistical fluctuations in the gas, a reflection of the fact that particles

are trivially correlated with themselves. In a free Boltzmann gas n̄ = χT which is exactly the

factor appearing in Equation 3.35. The factor of τf
−1 in Equation 3.35 is the volume Jacobian

factor, 1/
√
−g, for the delta-function in Bjorken coordinates. Because experimental measures

count only two-particle correlations it is necessary to separate the self-correlation term before

comparing with the data. The separation of such a self-correlation term has been also discussed

in (89), but not in (55; 56).

We now turn to the non-singular contribution to the correlator in Equation 3.43. We note

that the dimensionless quantity χT/s (charge susceptibility per entropy) and its T -dependence

plays an important role. The first term in Ã is a three-dimensional negative Gaussian with width

(in position space) given by the diffusion distance over the entire expansion history (since τ0),

and a magnitude controlled by the initial value of χ0T0/s0. If χT/s were constant, which would

be the case in a conformal theory, and is approximately the case in high temperature QGP,
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all non-trivial correlations resulting from the diffusion history of hydrodynamical fluctuations

would be contained in this negative Gaussian.

The second term in Equation 3.36 is due to the change of χT/s. This term is a superposition

of many Gaussians with different widths and amplitudes. Because this contribution clearly

requires the (charge-carrying) constituents of the plasma to change, its main contribution comes

from the QCD crossover region. We also find that this term gives the dominant contribution to

the charge correlations in heavy-ion collisions. It is, therefore, essential for our calculation to

know χT/s throughout the history of a heavy-ion collision, especially in the crossover region,

which is the subject of the next section.

3.2.5 The Temperature Dependence of Susceptibility per Entropy

The behavior of entropy density s and charge susceptibility χ as a function of temperature

is easy to understand qualitatively and semi quantitatively. In the crossover region the QCD

matter undergoes a smooth transition from the hadron gas to the QGP state. This leads to

a significant increase in the number of degrees of freedom (liberation of color), i.e., growth of

s/T 3. Although the number of charged degrees of freedom also increases, their average charge

is smaller in QGP, and as a result the growth of χ/T 2 is only moderate. The growth of s/T 3 is

much more significant (due to the gluons) and as a result the dimensionless ratio χT/s decreases

with temperature in the crossover region.

In this section, we compute the charge susceptibility and entropy density for a free gas.

This should be a decent approximation to the system created in a heavy ion collision provided

the temperature is much greater than or much less than the crossover temperature.
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In the low temperature region, a Hadron Resonance Gas (HRG) of noninteracting resonances

is typically assumed. Rather than including all resonances, we will assume only free pions and

kaons. We assume Boltzmann statistics because the analytical results are available in closed

form. The entropy density is

(Ts)HRG = ε+ P =
3m3

KT

2π2
K3

(mK

T

)
+

3m3
πT

2π2
K3

(mπ

T

)
, (3.45)

and the electric charge susceptibility is

(χT )HRG =
2m2

πT

2π2
K2

(mπ

T

)
+

2m2
KT

2π2
K2

(mK

T

)
. (3.46)

Then we find

(
χT

s

)
HRG

=
2T

3

[
m2
πK2

(
mπ
T

)
+m2

KK2

(
mK
T

)
m3
πK3

(
mπ
T

)
+m3

KK3

(
mK
T

)] (3.47)

If we use Bose-Einstein statistics instead of Boltzmann statistics, there is about a 4% enhance-

ment for entropy, and an 18% enhancement for charge susceptibility at T = 150 MeV.

In the very high temperature region, we assume Boltzmann statistics, two massless quarks,

a massive strange quark, and gluons (SB limit). We have

(Ts)QGP =
160T 4

π2
+

6m3
sT

π2
K3

(ms

T

)
, (3.48)
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and,

(χT )QGP =
2T 3

3π2

[
10 +

m2
s

T 2
K2

(ms

T

)]
. (3.49)

Thus, in free QGP Phase

(
χT

s

)
QGP

=
1

3

[
10 + (msT )2K2

(
ms
T

)
80 + 3(msT )3K3

(
ms
T

)] . (3.50)

If we use Fermi-Dirac statistics instead of Boltzmann statistics, there is 17% decrease in the

charge susceptibility and a 1% decrease in the entropy at T = 150 MeV. We see that around

16-fold increase of s/T 3 in QGP relative to the pion gas overwhelms the only 2-fold increase of

χ/T 2 leading to a significant decrease of χT/s.

These simple estimates are in qualitative and semi quantitative agreement with lattice

QCD calculations (8; 9; 10; 11; 90) which show that both entropy density and electric charge

susceptibility change significantly in the crossover region. Figure Figure 5 shows our attempt

to extract the ratio χT/s from these lattice results. In our exploratory analysis we shall ignore

statistical or systematic errors on these data and use equation of state shown in Figure 5 in our

computations.
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Figure 5. EOS and electric susceptibility from lattice QCD

3.3 Towards comparison with experiment

With the lattice data on electric susceptibility χ, the entropy density s and the charge diffu-

sion coefficient1 D, one can use the results of Equation 3.35, Equation 3.41 and Equation 3.43 to

determine the spatial correlations of the net charge due to hydrodynamic fluctuations. These

position space correlations need to be translated into particle momentum space correlations

which are measured experimentally in a heavy-ion collision. To achieve this goal we need to

address several important issues.

3.3.1 Partial chemical equilibrium

The lattice equation of state, discussed in Sec. 3.2.5, describes QCD matter in full thermal

and chemical equilibrium. Although this is a reasonable approximation during much of the

expansion history, it breaks down after chemical freezeout. The rate of reactions responsible

for chemical equilibration (inelastic collisions) is too slow in the hadronic phase to maintain

1Lattice data on the charge conductivity or the diffusion coefficient D is subject to more uncertainties
due to the analytic continuation from imaginary to real time and will be discussed at the end of this
section and in Section 3.3.7.
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chemical equilibrium. However, the thermal (kinetic) equilibrium is maintained until later

times. In the intermediate region between the chemical and kinetic freezeout the matter can

be described using the so-called partial chemical equilibrium (PCE) equation of state (91).

Rather than using the PCE equation of state we shall use a simpler approach, based on the

observation in Ref. (92) that the PCE equation of state expressed as pressure vs energy density

is very similar to the full equilibrium (FE) equation of state. Since hydrodynamic equations

involve the equation of state p(ε), their solution under PCE should be similar to their solution

under FE. 1 The difference is manifested when we ask what the temperature is, given a value

of the energy density, i.e., at a given point in time in the expansion history. Thus the actual

kinetic freezeout temperature Tkf , which determines the final (observed) momentum spectra

of the particles, is different from the temperature, Thf which would correspond to the final

energy density in full equilibrium equation of state. The results of Ref. (92) suggest that for

the kinetic freezeout temperature Tkf ≈ 100 MeV the reasonable choice of the corresponding

temperature at which the FE equation of state gives the same energy density is around Th ≈ 130

MeV. In this approach one ends hydrodynamic evolution at a final temperature (hydrodynamic

freezeout) Th and implements the freezeout procedure with the momentum spectra of particles

determined by Tkf (92).

1To maintain simplicity and transparency of our results we make an assumption that the same is true
for the charge susceptibility χT . The charge susceptibility was not discussed in Ref. (92), and it would
be interesting to test this natural assumption by applying the same methods to calculate χT . Deviations
from this assumption can be included in our approach if necessary.
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Additional conservation laws emerging under PCE are reflected in the appearance of corre-

sponding chemical potentials. For our study we will need to use a chemical potential for the

total pion number (the sum of the numbers of π+ and π−), µπ. The value of this chemical

potential has also been estimated in Ref. (92) in the range of µπ ∼ 80 MeV. We shall use the

above values for Tkf , Thf and µπ in our calculations of the balance functions below.

3.3.2 Transverse expansion

Since significant contribution to the balance function comes from the crossover region, we

must also take into account the fact that, due to finite transverse size of the colliding nuclei,

the expansion does not remain purely Bjorken. Radial flow becomes significant at times τ of

order the initial radius of the nucleus R0 and the expansion approaches isotropic 3D expansion

at later times. As a result the entropy density drops much faster, approximately as τ−3 during

this later period, as opposed to τ−1 during the 1D Bjorken period (38; 93).

Since analytical treatment of the full 3D expansion is beyond our reach, we consider a simple

idealized approximation by assuming that the 3D stage of the expansion is short enough (due

to fast drop in entropy, and thus, temperature) that the diffusion during this period can be

neglected. We shall refer to this picture as the sudden transverse expansion approximation.

In this idealized picture of the collision the expansion follows the 1D Bjorken solution until a

point in time which we denote τ1D, upon which it undergoes sudden transverse expansion and

freezes out shortly thereafter at time τf with a pattern of flow given by the blast-wave ansatz.
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We determine the charge correlator at time τ1D (instead of τf ) using Equation 3.35 and

Equation 3.43 derived under conditions of the 1D Bjorken expansion

〈δñn(τ1D, k⊥, kη) δñ
∗
m(τ1D, q⊥, qη)〉 =

s1D

τ1D
·
[(

χT

s

)
1D

− Ã(τ1D, k⊥, kη)

]
, (3.51)

where Ã(τ1D, k⊥, kη) is given by Equation 3.43 with τf replaced with τ1D. We then should treat

Equation 3.51 as the initial condition for the period of the “sudden” 3D expansion. This fast

expansion is essentially adiabatic and thus the ratio n/s is conserved. Since the entropy density

drops from s1D to sf during this period, the charge density must also drop by the same factor.

This means the charge correlator at time τf obeys

〈
δñn δñ

∗
m

〉
f

=
s2
f

s2
1D

〈
δñn δñ

∗
m

〉
1D
, (3.52)

where 〈δñn δñ∗m〉1D is given by Equation 3.51. Thus

〈
δñn δñ

∗
m

〉
f

= ·
sf
τf
·
sfτf
s1Dτ1D

·

[(
χT

s

)
1D

− Ã(τ1D, k⊥, kη)

]
. (3.53)

The first (local in position space) term in Equation 3.53 contains the contribution of the self-

correlation which we need to subtract. As discussed in Section 3.2.4, this self-correlation term

is given by δ̂mn(k, q)(χT/τ)f . Thus we write the charge density correlations at freezeout as

〈
δñn δñ

∗
m

〉
f
≡ δ̂mn(k, q)

(
χfTf
τf
−
sf
τf
Ãf (k⊥, kη)

)
, (3.54)
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which defines two-particle hydrodynamic correlator Ãf (k⊥, kη) at freezeout. Comparing Equa-

tion 3.53 and Equation 3.54, we find

Ãf (k⊥, kη) =
sfτf
s1Dτ1D

· Ã(τ1D, k⊥, kη) +

(
χT

s

)
f

−
sfτf
s1Dτ1D

·
(
χT

s

)
1D

(3.55)

and use it to calculate the balance function later in this section.

From Equation 3.55 we see that the density-density correlations built during the 1D Bjorken

expansion period are diluted due to the transverse expansion by a factor (sfτf )/(s1Dτ1D) which

would be equal to 1 if the system continued pure 1D expansion until freeze-out. Furthermore,

the correlator Ãf contains a local term, independent of k, because the last two terms in Equa-

tion 3.55 do not cancel. This is the contribution of the noise from the period of the sudden

transverse expansion. It is represented by a delta function in position space because the noise

is local and we neglected diffusion during this short time, which would otherwise broaden the

delta function.

3.3.3 Cooper-Frye freezeout

In order to compare our results with experimental measurements, we need to translate the

hydrodynamic correlations in position space into correlations in the kinematic (momentum)

space of the observed particles. For this purpose we use the standard Cooper-Frye prescription

for pions:

dNQ

dydφ
=

1

(2π)3

∫
p⊥dp⊥

∫
dσµp

µ fQ(~x, ~p) , (3.56)
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where fQ = exp {Qµ/Thf + µπ/Tkf − pµuµ/Tkf} is the equilibrium distribution function for

pions carrying charge Q (equal to ±1) in the Boltzmann approximation 1.

We have also defined kinematic rapidity as y ≡ tanh−1 (pz/E), kinematic azimuthal angle

as φ ≡ tan−1 (py/px), and denoted the freezeout hypersurface normal 4-vector as dσµ. The p⊥

integration range is determined by experimental p⊥ cuts. We choose an isochronous freeze-out

condition 2 at τ = τf , thus

dσµp
µ = τfm⊥d

2x⊥dη cosh(y − η), (3.57)

where m⊥ ≡
√
p2
⊥ +m2, with m being the rest mass of the pion.

Since we are interested in the effect of the hydrodynamic fluctuations, we expand the dis-

tribution function to linear order in fluctuations of temperature, chemical potential, and fluid

velocity. If the average of the net chemical potential µ̄ is 0, then only the chemical potential

fluctuation survives in the difference between particles and antiparticles:

δ
dNnet

dydφ
=

2τf
(2π)3Thf

·
∫
m2
⊥dm⊥

∫
d2x⊥

∫
dη · δµ(τf , ~x⊥, η) cosh(y − η)f0(~x, ~p), (3.58)

1The factors 1/T accompanying µ and µπ in fQ reflect the definitions of these chemical potentials.
While µ is defined in terms of the FE equation of state used in hydrodynamics, the potential µπ accounts
for the pion excess at kinetic freezeout due to PCE.

2 For net charge correlations at zero chemical potential this is equivalent to isothermal freeze-out
because fluctuations of temperature do not mix with charge fluctuations.
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where f0 is the Boltzmann distribution function at µ = 0 and

Nnet ≡ N+ −N−. (3.59)

Fluctuations of chemical potential are related to those of the charge density by δn = χ δµ.

3.3.4 Blast Wave

As we already discussed in Section 3.3.2, finiteness of the transverse size of the system

leads to transverse expansion. We shall describe the transverse flow velocity profile vr(r) using

transverse rapidity κ(r)

vr(r) =
ur

uτ
≡ tanhκ(r). (3.60)

The distribution function f0 can be then written as (94)

f0(~x, ~p) = exp
{
µ̂π + p̂⊥ cos(φ− ψ) sinhκf (r)− m̂⊥ cosh(y − η) coshκf (r)

}
(3.61)

where κf (r) describes the radial flow profile at kinetic freeze-out, ψ is the position space az-

imuthal angle characterizing the direction of the radius-vector ~x, and we introduced convenient

dimensionless variables:

µ̂π = µπ/Tkf m̂⊥ = m⊥/Tkf , p̂⊥ = p⊥/Tkf . (3.62)

We apply the standard blast-wave approach, i.e., we specify the radial flow profile κ(r) at

freezeout by hand (as a linear function of r) and limit the transverse size of the system: r < R.
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Such an approach is known to provide a reasonable approximation to single particle observables

computed using a full hydrodynamic solution which includes transverse expansion (95).

Finally, we have

δ
dNnet

dydφ
=
τfT

3
kfR

2

χhfThf

∫
d2~x⊥

∫ ∞
−∞

dη · δn(τf , ~x⊥, η)F (~x, ~p), (3.63)

where we introduced the function

F (~x, ~p) ≡ 1

4π3R2

∫
m̂2
⊥dm̂⊥ cosh(y − η)·f0(~x, ~p)Θ(R− r). (3.64)

which acts as a kernel of the transformation from the position variables ~x to kinematic variables

~p. We normalized F in such a way that its Fourier-Bessel transform is dimensionless (see below).

To proceed, we introduce Fourier-Bessel expansions for both δn and F in Equation 3.63.

Due to azimuthal and boost invariance (and integration over m⊥ in Equation 3.64) the function

F (~x, ~p) depends only on three arguments: r and the differences φ−ψ, and y−η. We define the

Fourier-Bessel transform with respect to these three variables as F̃n(k⊥, ky) in terms of which

we find, substituting Equation 3.25 and using the closure relation Equation 3.27

δ
dNnet
dydφ

=
τfT

3
kfR

2

χhfThf

∫ ∞
−∞

dkye
ikyy

2π

∑
n

einφ

2π

∫ ∞
0

k⊥dk⊥·δñn(τf , k⊥, ky)F̃n(k⊥, ky). (3.65)

For a given transverse flow profile at freezeout κf (r) in Equation 3.60 we can obtain an ex-

pression for F̃n(k⊥, ky) by substituting Equation 3.61 into Equation 3.64 and integrating over

variables (φ− ψ) and (y − η) in the definition of the Fourier-Bessel transform Equation 3.26

F̃n(k⊥, ky) = −e
µ̂π

π2

∫
m̂2
⊥dm̂⊥

∫ 1

0

r̂dr̂ Jn(k̂⊥r̂) ·In(p̂⊥ sinhκf )K′iky (m̂⊥ coshκf ), (3.66)
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where I is a modified Bessel function, K is the derivative of a modified Bessel function with

respect to its argument and we used convenient dimensionless variables defined in Equation 3.62

as well as

k̂⊥ = k⊥R and r̂ = r/R. (3.67)

It is also useful to note that the average value of the total number of charged pions

Nch ≡ N+ +N− (3.68)

per unit rapidity and azimuthal angle given by

〈
dNch
dydφ

〉
=

2τf
(2π)3

∫
m2
⊥dm⊥

∫ ∞
−∞

dη

∫
d2x⊥· cosh(y − η)f0(~x, ~p)Θ(R− r) (3.69)

can be also expressed as 〈dNch

dydφ

〉
= τfT

3
kfR

2F̃0(0, 0) . (3.70)

3.3.5 Particle Correlations and Balance Function

Finally, to determine the particle correlations, we multiply two fluctuations given by Equa-

tion 3.65, average over events and express the correlator 〈δñnδñm〉 using Equation 3.35, with

the self-correlation subtracted. The delta functions in δ̂mn ensure that the result is only a
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function of the rapidity difference ∆y ≡ y2 − y1, and angular difference ∆φ = φ2 − φ1 and we

find

〈
δ
dNnet

dy1dφ1
δ
dNnet

dy2dφ2

〉
= −

(
T 3
kf

χhfThf

)2

sfτfR
2·
∫ ∞
−∞

dkye
iky∆y

2π

∑
n

ein∆φ

2π

∫ ∞
0

k̂⊥dk̂⊥

× Ãf (k⊥, ky)F̃n(k⊥, ky)F̃
∗
n(k⊥, ky) , (3.71)

where k⊥ = k̂⊥/R as in Equation 3.67.

When 〈N+〉 = 〈N−〉, the correlator in Equation 3.71 is related to the balance function

defined in (85; 86) by

B(∆y,∆φ) ≡ −
〈
δ
dNnet

dy1dφ1
δ
dNnet

dy2dφ2

〉〈
dNch

dydφ

〉−1

. (3.72)

This relationship is derived in Appendix 3.1. Finally, putting Equation 3.72,Equation 3.71 and

Equation 3.70 together, we find the expression for the balance function

B(∆y,∆φ) =
T 3
kfsf

χ2
hfT

2
hf F̃0(0, 0)

·
∫ ∞
−∞

dkye
iky∆y

2π

∑
n

ein∆φ

2π

∫ ∞
0

k̂⊥dk̂⊥

× F̃n(k⊥, ky)F̃
∗
n(k⊥, ky)Ãf (k⊥, ky) . (3.73)

We use Equation 3.73 with Ãf (k⊥, ky) given by Equation 3.55 to calculate the balance functions

in the next section.
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We can calculate the rapidity and the azimuthal projections of the balance function

B(∆y) =

∫ π

−π
d∆φB(∆y,∆φ),

B(∆φ) =

∫ ∞
−∞

d∆y B(∆y,∆φ). (3.74)

Integration over ∆φ is equivalent to only considering the n = 0 moment in the summation of

Equation 3.73, while integration over ∆y is equivalent to setting ky = 0 instead of performing

an integral over ky.

3.3.6 Results

In order to illustrate the typical shape, width and magnitude of the balance function arising

due to the hydrodynamic fluctuations we calculate this function using our semianalytical model

of expansion described above. For central collisions at top RHIC energies, we set the time

when expansion stops being purely one-dimensional to τ1D = 7 fm and the corresponding

temperature to T1D = 150 MeV. We set the initial temperature to T0 = 350 MeV. The hydro

freezeout temperature (see Section 3.3.1) is taken to be Thf = 130 MeV (92) We use the lattice

data on entropy density s(T ) (90) and electric charge susceptibility χ(T ) (96) as in Figure 5.

We set the blast-wave transverse flow profile to be linear vr = 3
2〈β〉r/R with 〈β〉 = 0.6 and

maximum radius R = 12 fm at τf = 12 fm (97; 92; 98).

In Figure 6, we show the sensitivity of the balance function to the charge diffusion coeffi-

cient, taking the dimensionless combination DT to be constant, with other parameters fixed.

In particular, we see that, for chosen values of parameters, the data favors small values of the
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Figure 6. Balance Function at LHC and top energy of RHIC.

diffusion coefficient, 2πDT ∼ 1, which is characteristic of a strongly coupled medium (short

mean free path). Clearly, our semiquantitative analysis is not sufficient to pin down the value

of the diffusion coefficient with adequate precision, due to the balance function’s sensitivity to

parameters which we fixed by hand (using typical values obtained in numerical hydro simula-

tions). However, our results are indicative of the typical resolution one could achieve if a more

realistic numerical hydrodynamic simulation were to be used instead of our simplified analytical

model. We leave such quantitative investigations to future work.

3.3.7 Conclusions and discussion

We showed that intrinsic hydrodynamic noise induces correlations of charge fluctuations

which are observable and typically quantified in terms of the charge balance functions. We have

shown how to calculate the noise contribution to the balance function and applied our method

to a semianalytical model of hydrodynamic expansion. The balance functions we obtain are in

reasonable agreement with experiments and our results suggest that a more realistic calculation
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may allow one to determine or constrain the charge diffusion coefficient D. Our semiquantitative

analysis indicates that a small value of D, characteristic of the strongly-coupled medium, is

favored by the data.

Two main observations characterize the effect of the hydrodynamic noise and diffusion on

the charge balance functions. We find that the magnitude of the balance function receives the

most significant contribution from the time interval during the expansion where the charge

susceptibility per entropy χT/s changes most. The rapidity width of the balance function is

determined by the diffusion distance that the (originally local) correlation induced by noise

propagates during the time from its origin to the freezeout time. 1

It is easy to understand that a change of the system’s thermodynamic state is necessary to

produce a non-local correlation. Indeed, in a static medium the correlations must be local (on

hydrodynamic scale) despite diffusion. This requires that the contributions from successive time

intervals cancel each other in a static medium, leaving eventually only the (local) contribution

from the most recent time. We found that such cancellations could also occur in a medium

undergoing boost-invariant longitudinal expansion as long as χTτ is constant (which is the same

as χT/s being constant up to small viscous corrections). In general, however, the expansion

leads to nonlocal correlations which carry the memory of the expansion.

1The azimuthal width of the balance function is also sensitive to diffusion, but is strongly affected by
the radial flow.
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One can think of this picture as the hydrodynamic description of the mechanism of the

suppression of charge fluctuations proposed and analyzed in Refs. (43; 42; 99). Indeed the

D-measure, Dm, introduced in Ref.(42) is related to the balance function as (see 3.1)

Dm ≡ 4
〈(δNnet)

2〉
〈Nch〉

= 4

[
1−

∫ ∞
−∞

B(∆y)d∆y

]
. (3.75)

Therefore a positive balance function corresponds to suppression of net charge fluctuations

(Dm < 4). The balance function provides differential phase-space information on the distri-

bution of the anti-correlation responsible for the suppression. Moreover, the positivity of the

balance function can be seen as a direct consequence of the fact that χT/s is smaller in QGP,

i.e., d(χT/s)/dT < 0 (see Equation 3.43), which is the starting point of the argument in (43; 42).

One can also view this hydrodynamic picture as effectively representing the qualitative

microscopic mechanism of charge balancing described in (85; 86; 100; 89). The advantage of

hydrodynamic description is that it does not need to rely on existence of quasiparticles. This

is especially important because both quark and hadron quasiparticle descriptions must break

down in the crossover region, and this is the region responsible for the major contribution to

the balance function. Our approach allows quantitative description of these phenomena from

first principles, i.e., from the (lattice) equation of state and information on kinetic coefficients,

within a universal hydrodynamic formalism.
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Figure 7. Diffusion constant from lattice QCD and Balance Function

One of the many simplifying assumptions in our semianalytic calculation has been the

assumption that dimensionless combination DT is temperature independent. It is, perhaps, the

easiest assumption to relax, provided information of the temperature dependence of the diffusion

coefficient D was available. Unlike the entropy and charge susceptibility which, being static

thermodynamic quantities, can be reliably measured on the lattice, the diffusion coefficient is a

property of the real-time low-frequency response, which the Euclidean time lattice calculation

has well-known difficulties accessing. With this caveat, it would be still interesting to extract

the temperature dependence of the charge diffusion coefficient from the existing lattice data.

As a first exploratory step we attempted to combine recent lattice data on electric con-

ductivity (101) with the electric susceptibility χ data from (96). Using the relation D = σ/χ

we can then plot the temperature dependence of the diffusion coefficient, or its dimensionless

combination 2πDT (see Figure 7).
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Despite large error bars one can see that lattice results suggest that the diffusion coefficient

D is indeed of order 1/2πT in the crossover region, where we now know most of the contribution

to the balance function comes from. This is consistent with the results of our comparison with

experimental data in Figure 6.

Taking the lattice data as given (and ignoring the error bars) we can also calculate the bal-

ance function using our semianalytic model. The result plotted in Figure 7 shows a reasonable

agreement with the data.

3.4 A possible general form of the charge density-density correlations

In 3.2, we study charge density fluctuations induced by stochastic noise in 3+1 system

undergoing Bjorken expansion. In 3.3.2, we approximately treat the transverse expansion is

extremely fast so that the diffusion process is absent, then at the freezeout, we use add the

effect of the transverse flow using blast wave model in 3.3.4. In this section, we are looking

for a general solution for charge density density correlations under any flow assuming that we

already the type of this flow. Now let’s work in a local rest frame in which uµ = (1, 0, 0, 0), and

that the metric gµν satisfies gρρ = 1 (Here we assume ρ is the time direction like τ for Bjorken

flow) and the space projection hµν = uµuν − gµν satisfies hρρ = 0. Under this coordinates, the

charge conservation equation

∂µ
(√
−gJµ

)
= 0 (3.76)

with

g ≡ det (gµν) (3.77)
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can be written as

∂ρ
(δn
s

)
+

1√
−g

∂i

[√
−gDhij∂j

(δn
s

)
+
√
−g
(Ii
s

)]
= 0 (3.78)

where we have use the ideal hydrodynamics

∂µ(
√
−gsuµ) = ∂ρ(

√
−gs) = 0 (3.79)

Let’s define

L(~x, ~x′) =
1√
−g

∂i
[√
−gDhij∂j

]
δ(~x− ~x′), (3.80)

then we find the solution is

(
δn

s

)
ρf

=

∫
dρd~x′

3
e−

∫ ρf
ρ dρL(~x,~x′) × 1√

−g
∂i

[
√
−g

(
Ii(ρ, ~x′)

s(ρ, ~x′)

)]
(3.81)

Let’s recall

〈IiIj〉 = 2σT hij
1√
−g

δ(ρ− ρ′)δ(~x− ~x′), (3.82)
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so we find

〈(δn
s

)
(~x)

(
δn

s

)
(~y)
〉
ρf

=

∫
dρdρ′d~x′

3
d~y′

3
e−

∫ ρf
ρ dρL(~x,~x′) · e−

∫ ρf
ρ′ L(~y,~y′) · 1√

−g(ρ, ~x′)

1√
−g(ρ′, ~y′)

∂

∂x′i

(
− ∂

∂y′j

)[√
−g(ρ, ~x′)

√
−g(ρ′, ~y′)

((
Ii

s

)
(ρ, ~x′)

)((
Ij

s

)
(ρ′, ~y′)

)]

=

∫
dρdρ′d~x′

3
d~y′

3
e−

∫ ρf
ρ L(~x,~x′) · e−

∫ ρf
ρ′ dρL(~y,~y′) · 1

s

√
−g( ~ρ, x′)

1

s

√
−g(ρ′, ~y′)

·

∂

∂x′i

(
− ∂

∂y′j

)[
2σT hij

√
−g(ρ, ~x′)

√
−g(ρ′, ~y′)

1√
−g

δ(ρ− ρ′)δ(~x′ − ~y′)
]

(3.83)

where we have consider the conjugate of partial derivative has a minus sign. Now we use the

ideal hydrodynamics

∂ρ

(
s

√
−g(ρ, ~x′)

)
= 0, (3.84)

we find

〈
δn(~x)δn(~y)

〉
ρf

=

∫
d~x′

3
d~y′

3 1√
−g(ρf , ~x′)

√
−g(ρf , ~y′)

·
∫
dρe−

∫ ρf
ρ dρL(~x,~x′) ·

e−
∫ ρf
ρ L(~y,~y′) · ∂

∂x′i

(
− ∂

∂y′j

)[
2σT hij

√
−g(ρ, ~x′) δ(~x′ − ~y′)

]
(3.85)

Now, we notice that

L(~x, ~x′) =
1√
−g

∂i[
√
−gDhij∂j ]δ(~x− ~x′) (3.86)
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is proportional to a identity matrix in coordinate space, so e−
∫
dρL is also proportional to

identity matrix δ(~x− ~x′). Thus Equation 3.48 gives

〈
δn(~x)δn(~y)

〉
ρf

=
1

−gf

∫
d~x′

3
d~y′

3
dρe−

∫ ρf
ρ L0(~x)δ(~x− ~x′) · e−

∫ ρf
ρ dρL0(~y)δ(~y − ~y′) ·

∂

∂x′i

∂

∂x′j

[
2σT hij

√
−g(ρ, ~x′)

]
δ(~x′ − ~y′) (3.87)

where

L0(~x) =
1√
−g

∂i
[√
−gDhij∂j

]
. (3.88)

If we find a proper transformation to transform to the momentum space, then the delta function

should not bother us at all. If ∂i(
√
−ghij) = 0, then

L0 = ∂i∂j [D

√
−g(ρ, ~x′)hij ]. (3.89)

Therefore, we can perform integration by parts. Finally, we get

〈
δn(~x)δn(~y)

〉
ρf

=
sf√−gf

(χT
s

)
f

−
(
χT

s

)
0

−
∫
d~x′

3
dρ
d
(
χT
s

)
dρ

e−
∫ ρf
ρ dρ(L0(~x)+L0(~y)) δ(~x− ~x′)δ(~y − ~x′)


(3.90)

Replace gf = −τ2
f , and notice

L0(~x) =
D

τ2
∂2
ξ (3.91)
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we recover the result for Bjorken flow.



CHAPTER 4

SECOND APPLICATION: ACCEPTANCE DEPENDENCE OF

PARTICLE CUMULANTS NEAR QCD CRITICAL POINT

In this chapter, we will study the normalized kurtosis measured in beam energy scanning

program of the Heavy Ion Collisions. This chapter is following (59).

4.1 Introduction

QCD critical point is a distinct singular feature of the phase diagram, and locate this point

in (µB , T ) plane is an important and well defined task. Even though the exact location of the

critical point is not known to us yet, the available theoretical estimates strongly indicate that the

point is within the region of the phase diagram probed by the heavy-ion collision experiments(1;

41). The characteristic feature of this critical point is the divergence of the correlation length ξ

and the divergence of the magnitude of the fluctuations, thus by scanning on the phase diagram,

some non-monotonous behaviors of the magnitude of the thermal fluctuations, such variance

of multiplicity and transverse momentum, could be catched by Event-by-Event fluctuations in

RHIC experiments (49; 50).

Nevertheless, the magnitude of ξ is limited trivially by the system size, and most stringently

by the finite-time effects due to critical slowing down (49; 51), which makes the correlation

length may reach at most the value of 2 ∼ 3 fm (51). Compared to its natural value of 1 fm,

this relative small divergence may make discovering the critical non-monotonous behavior be

79
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challenging task, if the measures depend on ξ too weakly. Recently, higher, non-Gaussian, mo-

ments of the fluctuations which depend much more sensitively on ξ, are suggested for searching

QCD critical point (40; 52; 41). The 4-th order cumulant (or kurtosis) of the baryon charge fluc-

tuations are predicted to change the sign when scanning on the phase diagram from crossover

region to first order transition region (41). The STAR Collaboration has published the beam

energy dependence of higher moments of the net proton (as proxy of net-baryon ) multiplicity

distributions from RHIC BES Au + Au collision data (102; 103; 53; 54; 104). The protons

and anti-protons are identified with ionization energy loss in the Time Projection Chamber

(TPC) of the STAR detector within transverse momentum range 0.4 < p⊥ < 0.8 GeV/c and

at mid-rapidity |y| < 0.5 (104; 105). They found, for central collisions, within the statistical

and systematic errors of the data, the normalized kurtosis values at all energies are consistent

with each other, except for
√
sNN = 7.7 GeV where µB = 420 MeV and Tf = 120 ∼ 140 MeV

(39). Recently, the STAR Collaboration extends their analysis to 0.4 < p⊥ < 2 GeV/c and at

mid-rapidity |y| < 0.5, they find a stronger signal of the sign change of net proton normalized

kurtosis at collision energy
√
sNN = 11.5 GeV (102; 103), this encourages people to study the

net proton kurtosis with broader p⊥ and larger rapidity acceptance. In this letter, we will study

the magnitude of the net proton kurtosis measured by the real detector with finite rapidity and

transverse momentum acceptance, related to the one measured by the ideal detector.
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4.2 Cumulants, Factorial cumulants and Interactions

4.2.1 Cumulants from particle distribution function

We first review some basics of cumulants, factorial cumulants as well as their relation to

the fluctuations induced by the physical interactions. The 2-, 3- and 4- particle correlators can

be calculated using the correlation between the fluctuations of particle distribution function

δfs(x,p)’s at different momenta and spin, where δfs(x,p) ≡ fs(x,p) − 〈fs(x,p)〉(Here we

choose to reserve 〈...〉 for averaging over an ensemble of events). The particle number with

momentum and spin ns(p) is

ni ≡ nsi(pi) ≡
∫
V
fsi(xi,pi) (4.1)

with the volume integral ∫
V
≡
∫
d3x, (4.2)

In order to see the non-trivial arising of self correlations by counting the same particle multiple

times, we first consider 3-particle correlator

〈δn1 δn2 δn3〉

= δ1,2 δ2,3 n̄1 + δ1,2 〈n2 δn3〉phy + δ1,3 〈n1 δn2〉phy + δ2,3 〈δn1 n3〉phy + 〈δn1 δn2 δn3〉phy

= δ1,2 δ2,3 n̄1 +
(
δ1,2 〈δn2 δn3〉phy + δ1,3 〈δn1 δn2〉phy + δ2,3 〈δn1 δn3〉phy

)
+ 〈δn1 δn2 δn3〉phy (4.3)
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Figure 8. Diagrammatic representation of the r.h.s. of Equation 4.8

where we have defined

δij ≡ (2π)3 δ(pi − pj) δsi,sj , (4.4)

n̄ ≡ 〈n〉, (4.5)

and the subscript “phy” denote the correlations are due to physical interaction but not trivial

statistics. Since the total multiplicity of proton is just

δN =
∑
s

∫
p
δns(p) (4.6)

where the momentum integral is ∫
p
≡ 1

(2π)3

∫
d3p (4.7)

Thus the 3rd order cumulant is depicted in Figure 8

κ3 ≡
〈

(δN)3
〉

=
∑

s1,s2,s3

∫
p1

∫
p2

∫
p3

〈δn1 δn2 δn3〉c

= N̄ + κ
3,phy

+ 3κ
2,phy

(4.8)
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where we have defined

κ
3,phy
≡ d3

s

∫
p1

∫
p2

∫
p3

〈δn1 δn2 δn3〉phy (4.9)

and

κ
2,phy
≡ d2

s

∫
p1

∫
p2

〈δn1δn2〉phy (4.10)

with ds being the degeneracy of the particle species.

For 4-particle correlator, we find

〈δn1 δn2 δn3 δn4〉

= δ1,2 δ2,3 δ3,4n̄1

+
[

(δ1,2 δ3,4 n̄1 n̄3 + δ1,3 δ2,4 n̄1 n̄2 + δ1,4 δ2,3 n̄1 n̄2)

+
(
δ1,2δ3,4 〈δn1δn3〉phy + δ1,3δ2,4 〈δn1δn2〉phy + δ1,4δ2,3 〈δn1δn2〉phy

) ]
+
[
δ1,2 n̄1 〈δn3 δn4〉phy + δ1,3 n̄1 〈δn2 δn4〉phy + δ1,4 n̄1 〈δn2 δn3〉phy

+δ2,3 n̄2 〈δn1 δn4〉phy + δ2,4 n̄2 〈δn1 δn3〉phy + δ3,4 n̄3 〈δn1 δn2〉phy

+
(
δ1,2 〈δn1δn3 δn4〉phy + other five combinations

) ]
+
[
δ1,2δ2,3 〈δn1δn4〉phy + δ1,2δ2,4 〈δn2δn3〉phy + δ1,3δ3,4 〈δn2δn4〉phy + δ2,3δ3,4 〈δn1δn3〉phy

]
+ 〈δn1 δn2 δn3 δn4〉phy (4.11)
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Figure 9. Diagrammatic representation of the r.h.s. of Equation 4.13 and Equation 4.14

Secondly we note

(〈δn1 δn2〉 〈δn3 δn4〉+ 〈δn1 δn3〉 〈δn2 δn4〉+ 〈δn1 δn4〉 〈δn2 δn3〉)

= (δ1,2 δ3,4 n̄1 n̄3 + δ1,3 δ2,4 n̄1 n̄2 + δ1,4 δ2,3 n̄1 n̄2)

+
[
δ1,2 n̄1 〈δn3 δn4〉phy + δ1,3 n̄1 〈δn2 δn4〉phy + δ1,4 n̄1 〈δn2 δn3〉phy

+δ2,3 n̄2 〈δn1 δn4〉phy + δ2,4 n̄2 〈δn1 δn3〉phy + δ3,4 n̄3 〈δn1 δn2〉phy

]
+
[
〈δn1 δn2〉phy 〈δn3 δn4〉phy + 〈δn1 δn3〉phy 〈δn2 δn4〉phy + 〈δn1 δn4〉phy 〈δn2 δn3〉phy

]
(4.12)

Then the 4th order cumulant is depicted in Figure 9
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〈δn1 δn2 δn3 δn4〉c

≡ 〈δn1 δn2 δn3 δn4〉 − (〈δn1 δn2〉 〈δn3 δn4〉+ 〈δn1 δn3〉 〈δn2 δn4〉+ 〈δn1 δn4〉 〈δn2 δn3〉)

= δ1,2 δ2,3 δ3,4n̄1 + 〈δn1 δn2 δn3 δn4〉phy

−
[
〈δn1 δn2〉phy 〈δn3 δn4〉phy + 〈δn1 δn3〉phy 〈δn2 δn4〉phy + 〈δn1 δn4〉phy 〈δn2 δn3〉phy

]
+
[
δ1,2δ3,4 〈δn1δn3〉phy + δ1,3δ2,4 〈δn1δn2〉phy + δ1,4δ2,3 〈δn1δn2〉phy

]
+
[
δ1,2 〈δn1δn3 δn4〉phy + other five combinations

]
+
[
δ1,2δ2,3 〈δn1δn4〉phy + δ1,2δ2,4 〈δn2δn3〉phy + δ1,3δ3,4 〈δn2δn4〉phy + δ2,3δ3,4 〈δn1δn3〉phy

]
(4.13)

Therefore

κ4 ≡
∑

s1,s2,s3,s4

∫
p1

∫
p2

∫
p3

∫
p4

〈δn1 δn2 δn3 δn4〉c

= N̄ + κ
4,phy

+ 6κ
3,phy

+ 7κ
2,phy

(4.14)

where we have defined

κ
4,phy

≡ d4
s

∫
p1

∫
p2

∫
p3

∫
p4

[
〈δn1 δn2 δn3 δn4〉phy

−
(
〈δn1 δn2〉phy 〈δn3 δn4〉phy + 〈δn1 δn3〉phy 〈δn2 δn4〉phy + 〈δn1 δn4〉phy 〈δn2 δn3〉phy

) ]
(4.15)
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4.2.2 Cumulants and factorial cumulants

For simplicity, we consider the particle number distribution function P(N). The momentum

generating function is defined as

M(µ̃) ≡
∑
N

eµ̃NP(N) (4.16)

while the factorial momentum generating function is defined as

Mfc.(z) ≡
∑
N

zNP(N) (4.17)

Then the cumulant generating function is

G(µ̃) ≡ lnM (4.18)

the factorial cumulant generating function is

Gfc.(z) ≡ lnMfc. (4.19)

The cumulants can be found by

κn =

(
∂nG
∂µ̃

)
µ̃=0

(4.20)
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The factorial cumulants can be found by

κ
n,fc.

=

(
∂nGfc.

∂z

)
z=1

(4.21)

It is not hard to verify the following relations hold

κ
n,fc.

=

n∑
j=1

s(n, j)κj (4.22)

where s(n, j) are the Stirling numbers of the first kind. Take the first 4 cumulants, we find

κ
1,fc.

= κ1 = N̄ (4.23)

κ
2,fc.

= κ2 − κ1 (4.24)

κ
3,fc.

= κ3 − 3κ2 + 2κ1 (4.25)

κ
4,fc.

= κ4 − 6κ3 + 11κ2 − 6κ1 (4.26)

Thus using Equation 4.8 and Equation 4.14, we find

κ
2,fc.

= κ
2,phy

(4.27)

κ
3,fc.

= κ
3,phy

(4.28)

κ
4,fc.

= κ
4,phy

(4.29)



88

10 20 50 100 200

- 0.10

- 0.08

- 0.06

- 0.04

- 0.02

0.00

s [GeV]

2
,f
c

1

Normalized Factorial Cumulant of Proton

10 20 50 100 200
- 0.25

- 0.20

- 0.15

- 0.10

- 0.05

0.00

s [GeV]

3
,f
c

1

Normalized Factorial Cumulant of Proton

10 20 50 100 200

0

1

2

3

4

s [GeV]

4
,f
c

1

Normalized Factorial Cumulant of Proton

Figure 10. Factorial Cumulants of Proton.

which means factorial cumulants reveal interactions in counting statistics (106; 107). Based on

Equation 4.24, Equation 4.25 and Equation 4.26, we could calculate the 2nd, 3rd and 4th order

factorial cumulants of protons (not net protons) with transverse momentum 0.4GeV < p⊥ <

2GeV and the kinetic rapidity |y| < 0.5 for most central Au-Au collisions, by using the original

data in (102). Their collision energy dependence has been plotted in Figure 10. We find both

κ
2,fc.

and κ
3,fc.

are negative, but κ
4,fc.

is positive for most collision energies. In addition, κ
2,fc.

,

κ
3,fc.

and κ
4,fc.

all show a non-monotonic behavior as a function of collision energy
√
s, and the

turning collision energies are all at
√
s = 27GeV consistently.

4.3 Cumulants in Heavy Ion Collisions

4.3.1 Calculate Cumulants from Classical Chiral Sigma Model

In this section, we will calculate the cumulants induced by fluctuations of critical condensation-

σ field. In (52), the authors has shown how to calculate cumulants of critical fluctuations for

a homogenous system in equilibrium. Nevertheless, the fireball created in Heavy Ion Collision,

is expanding, where the existing longitudinal and transverse flow makes the proton distribu-
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tion function be space-time dependent, thus we need more general framework to count non-

equilibrium effects. At freeze-out when the proton density is already sufficiently small so that

the thermal effects dominate over quantum effects, one can consider coupling between nucleons

and σ field to be classical. Thus we are led to consider classical motion of particles with variable

mass mP (σ) (108; 40; 45). Then one find the fluctuating proton distribution induced by the

fluctuation of σ is

δfs(p,x) =
∂fs
∂Ep

∂Ep

∂σ
δσ(x) = −χp,s(x)

gP mP

Ep
δσ(x) (4.30)

where gP is the coupling between proton and σ field via the interacting Lagrangian

Lσ p p = gP σ Ψ̄PΨP (4.31)

and

χp,s ≡
∂fs
∂µB

= − ∂fs
∂Ep

=
fs(1− fs)

T
(4.32)

Then one can calculate the three-particle correlator

〈δfs(p1,x1) δfs(p2,x2) δfs(p3,x3)〉c,σ

= − (gPmP )3

(
χp1,s

Ep1

(x1)
χp2,s

Ep2

(x2)
χp3,s

Ep3

(x3)

)
〈δσ(x1) δσ(x2) δσ(x3)〉c (4.33)
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and the four-particle correlator

〈δfs(p1,x1) δfs(p2,x2) δfs(p3,x3) δfs(p4,x4)〉c, σ

= (gPmP )4

(
χp1,s

Ep1

(x1)
χp2,s

Ep2

(x2)
χp3,s

Ep3

(x3)
χp4 s

Ep4

(x4)

)
〈δσ(x1) δσ(x2) δσ(x3) δσ(x4)〉c

(4.34)

where the subscript c means we only consider the connected diagramwe and we have explicitly

written
Tχp1
Ep1

(x1) as a function of space coordinate because of the effects of the flow.

Therefore the proton cumulants that are due to critical fluctuations are

κ2P,σ =
〈
(δNP )2

〉
σ

= d2
s

∫
p1

∫
p2

∫
V1

∫
V2

〈 δfs(p1,x1) δfs(p2,x2)〉σ , (4.35)

Then the cubic cumulant due to σ interaction is

κ3P,σ =
〈
(δNP )2

〉
c,σ

= d3
s

∫
p1

∫
p2

∫
p3

∫
V1

∫
V2

∫
V3

〈δfs(p1,x1) δfs(p2,x2) δfs(p3,x3)〉c,σ (4.36)



91

and

κ4P,σ =
〈
(δNP )4

〉
c, σ

= d4
s

∫
V1

∫
V2

∫
V3

∫
V4

∫
p1

∫
p2

∫
p3

∫
p4

〈δfs(p1,x1) δfs(p2,x2) δfs(p3,x3) δfs(p4,x4)〉c, σ ,

(4.37)

In (40), the author finds the probability distribution P [δσ] can be written as

P [δσ] ∼ exp {−Ω[δσ]/T} , (4.38)

where Ω is the effective action (free energy) functional for the field δσ, which can be expanded

in powers of σ as well as in the gradients:

Ω =

∫
d3x

[
1

2
(∇δσ)2 +

m2
σ

2
δσ2 +

λ3

3
δσ3 +

λ4

4
δσ4 + . . .

]
. (4.39)

The propagator of the δσ field in real space is

〈δσ(x1) δσ(x2)〉 =
T

m2
σ − ~∇2

δ(x1 − x2) (4.40)

and its zero momentum mode is (40)

〈σ2
0〉 ≡

1

V 2

∫
V1

∫
V2

〈δσ(x1) δσ(x2)〉 =
T

m2
σ V

(4.41)
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The finite size effect and the critical slowing down effect lead the correlation length may

reach at most the value of 2 − 3 fm (51), while the system transverse size R ∼ 7 − 10 fm and

the freeze-out time is τf ∼ 10 fm, then ξ � R, ξ � τf approximately. Thus

~∇ ∼ 1

R
∼ 1

τf
� 1

ξ
∼ mσ, (4.42)

which means, as a first approximation, we can treat the correlation range to be localized, while

only the correlation strength does depend on ξ. Then

〈δσ(x1) δσ(x2)〉 =
T

m2
σ

δ(x1 − x2) = T ξ2 δ(x1 − x2) (4.43)

The three particle correlation of σ field is

〈δσ(x1) δσ(x2) δσ(x3)〉c = − λ3

3T

∫
V
〈δσ3(x) δσ(x1) δσ(x2) δσ(x3)〉c

= −2λ3

T

∫
V
〈δσ(x) δσ(x1)〉 〈δσ(x) δσ(x2)〉 〈δσ(x) δσ(x3)〉

= −2λ3T
2ξ6

∫
V
δ(x− x1) δ(x− x2) δ(x− x3) (4.44)
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Figure 11. Diagrammatic representation of the four-particle correlator.

Substitute Equation 4.33 and Equation 4.44 into Equation 4.36, we find

κ3P,σ = 2d3
sλ3T

2
(
gPmP ξ

2
)3 ∫

p1

∫
p2

∫
p3

∫
V

∫
V1

∫
V2

∫
V3

×χp1,s

Ep1

(x1) · χp2,s

Ep2

(x2) · χp3,s

Ep3

(x3) · δ(x− x1) δ(x− x2) δ(x− x3)

= 2λ̃3

(
gPmP T

1/2ξ3/2
)3
∫
p1

∫
p2

∫
p3

∫
V1

∫
V2

∫
V3

×χp1,s

Ep1

(x1) · χp2,s

Ep2

(x2) · χp3,s

Ep3

(x3) · δ(x1 − x2) δ(x1 − x3) (4.45)

If
χpi s

Epi
has no space time dependence, then Equation 4.45 reduced to the result in (52).

For quartic cumulant, there are two types of diagrams (40)
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〈δσ(x1) δσ(x2) δσ(x3) δσ(x4)〉c

= − λ4

4T

∫
V
〈δσ4(x) δσ(x1) δσ(x2) δσ(x3) δσ(x4)〉c

+
1

2

(
λ3

3T

)2 ∫
Va

∫
Vb

〈δσ3(xa) δσ
3(xb) δσ(x1) δσ(x2) δσ(x3) δσ(x4)〉c

= −6λ4

T

∫
V
〈δσ(x) δσ(x1)〉 〈δσ(x) δσ(x2)〉 〈δσ(x)δσ(x3)〉 〈δσ(x) δσ(x4)〉

+2

(
λ3

T

)2 ∫
Va

∫
Vb

〈δσ(xa) δσ(xb)〉 ×

×
[
〈δσ(xa) δσ(x1)〉 〈δσ(xa) δσ(x2)〉 〈δσ(xb) δσ(x3)〉 〈δσ(xb) δσ(x4)〉

+〈δσ(xa) δσ(x1)〉 〈δσ(xa) δσ(x3)〉 〈δσ(xb) δσ(x2)〉 〈δσ(xb) δσ(x4)〉

+〈δσ(xa) δσ(x1)〉 〈δσ(xa) δσ(x4)〉 〈δσ(xb) δσ(x2)〉 〈δσ(xb) δσ(x3)〉

+〈δσ(xa) δσ(x2)〉 〈δσ(xa) δσ(x3)〉 〈δσ(xb) δσ(x1)〉 〈δσ(xb) δσ(x4)〉,

+〈δσ(xa) δσ(x2)〉 〈δσ(xa) δσ(x4)〉 〈δσ(xb) δσ(x1)〉 〈δσ(xb) δσ(x3)〉

+〈δσ(xa) δσ(x3)〉 〈δσ(xa) δσ(x4)〉 〈δσ(xb) δσ(x1)〉 〈δσ(xb) δσ(x2)〉
]

(4.46)

By the similar procedure, using Equation 4.43, we find

κ4P,σ = 〈〈(δNp)
4〉〉c, σ

= 6d4
s

(
2λ̃2

3 − λ̃4

)(
gPmP T

1/2
)4
ξ7

∫
p1

∫
p2

∫
p3

∫
p4

∫
V1

∫
V2

∫
V3

∫
V4

× χp1,s

Ep1

(x1) · χp2,s

Ep2

(x2) · χp3,s

Ep3

(x3) · χp4,s

Ep4

(x4) · δ(x1 − x2) δ(x2 − x3) δ(x3 − x4) ,(4.47)
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To calculate cumulants of the fireball created in Relativistic Heavy Ion collisions near critical

point, it is convenient to work in Bjorken coordinates (61) with blast wave model (94), that is

∫
V
→ τfR

2

∫ ηmax

ηmin

dη

∫ 1

0
xdx

∫ 2π

0
dφ (4.48)

δ(x− x1)→ δ(x− x1) δ(φ− φ1) δ(η − η1)

τfR2x
(4.49)

where x ≡ r
R , r is the transverse coordinate, R is the blast wave radius, φ is the space azimuthal

angle, η is the space rapidity, τf is the freeze out time. We shall choose ηmax = −ηmin = 6

because the beam rapidity in RHIC is −5.3 < ybeam < 5.3 which leads the space time rapidity

is −5.3 < η < 5.3 as estimated in (93). Substitute Equation 4.48 and Equation 4.49 into

Equation 4.47, we find

κ4P,σ

= 6d4
s

(
2λ̃2

3 − λ̃4

)
(gPmP )4 ξ7

(
τfR

2
)
T 6
f

∫ ηmax

ηmin

dη

∫ 2π

0
dφ

∫ 1

0
xdx

×F 4 [x, η, φ, ymin, ymax, p̃⊥,min, p̃⊥,max] (4.50)

where we have defined

F [x, η, φ, ymin, ymax, p̃⊥,min, p̃⊥,max]

≡ 1

(2π)3

∫ ymax

ymin

dy

∫ 2π

0
dψ ·

∫ p̃⊥,max

p̃⊥,min

p̃⊥dp̃⊥ · χ̃p,s(x, η, φ, ψ, p̃⊥, y) (4.51)
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with the momentum azimuthal angle to be ψ, the particle kinetic rapidity y, the dimensionless

quantity p̃⊥ ≡ p⊥
Tf

and χ̃p,s ≡ Tχp,s.

4.3.2 Boltzmann Approximation

For simplicity, we shall only consider the Boltzmann distribution, which turns out to be a

very good approximation due to the large proton mass. Then we have

χ̃p,s = eµB /T−uµ·p
µ/T . (4.52)

Here

uµp
µ = m

P,⊥ cosh(y − η) cosh [κ(x)]− p⊥ cos(ψ − φ) sinh [κ(x)] (4.53)

where we have defined the transverse mass mP,⊥ ≡
√
m2
P

+ p2
⊥, and the “transverse rapidity”

κ(x) at freezeout through the relation (98; 57)

tanhκ(x) ≡ ur

uτ
= βsx

n. (4.54)

with βs = 2+n
2 〈β〉. Then

F [x, η, ψ, ymin, ymax, p̃⊥,min, p̃⊥,max]

≡ 1

(2π)3

∫ ymax

ymin

dy

∫ 2π

0
dφ ·

∫ p̃⊥,max

p̃⊥,min

p̃⊥dp̃⊥ ·

× exp
[
µ̃B − m̃P,⊥ cosh(y − η) cosh(κ(x)) + p̃⊥ cos(ψ − φ) sinh(κ(x))

]
(4.55)
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Figure 12. F defined in Equation 4.51 using Boltzmann and Fermi statistics

with

µ̃B ≡
µB
Tf
, m̃

P,⊥ ≡
m
P,⊥

Tf
(4.56)

Use the identity

I0(x) =
1

2π

∫ 2π

0
exp[x cos(φ)]dφ (4.57)

One can first integrate out the momentum azimuthal angle dependence φi, which gives

F [x, η, ymin, ymax, p̃⊥,min, p̃⊥,max]

≡ 1

(2π)2

∫ ymax

ymin

dy ·
∫ p̃⊥,max

p̃⊥,min

p̃⊥dp̃⊥ ·

× I0 [p̃⊥ sinh(κ(x))] exp
[
µ̃B − m̃P,⊥ cosh(y − η) cosh(κ(x))

]
(4.58)
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then integrate out the space azimuthal angle dependence ψ, then we have

κ4P,σ

= 6d4
s

(
2λ̃2

3 − λ̃4

)
(gPmP )4 ξ7

(
τfR

2
)
T 6
f

∫ ηmax

ηmin

dη

∫ 1

0
xdx · 2π · F 4 [x, η, ymin, ymax, p̃⊥,min, p̃⊥,max]

(4.59)

Similarly, we get

κ3P,σ = 〈〈(δNP )3〉〉σ

= 2d3
sλ̃3 (gPmP )3 ξ9/2

(
τfR

2
)
T

9/2
f

∫ ηmax

ηmin

dη

∫ 1

0
xdx · 2π · F 3 [x, η, ymin, ymax, p̃⊥,min, p̃⊥,max]

(4.60)

and

κ2P,σ = 〈〈(δNP )2〉〉σ

= d2
s (gPmP )2 ξ2

(
τfR

2
)
T 3
f

∫ ηmax

ηmin

dη

∫ 1

0
xdx · 2π · F 2 [x, η, ymin, ymax, p̃⊥,min, p̃⊥,max]

(4.61)
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One can see that κ2p,σ, κ3p,σ and κ4p,σ all have linear volume dependence. In order to make

them volume independent, we define intensive normalized cumulants (52)

ω2P, σ(Y ) =
κ2P,σ(Y )

N(Y )
(4.62)

ω3P, σ(Y ) =
κ3P,σ(Y )

N(Y )
(4.63)

and

ω4P, σ(Y ) =
κ4P,σ(Y )

N(Y )
(4.64)

where

Y = ymax − ymin. (4.65)

The intensive normalized cumulants is volume independent so that their magnitudes are purely

determined by interaction strength and correlation length.

In (57), the authors have found that

dN

p⊥dp⊥dydφ
=

ds τf R
2 Tkf

4π2

∫ 1

0
xdx

∫ ηmax

ηmin

dη m̃
P,⊥ cosh(y − η)

× exp
[
µ̃B − m̃P,⊥ cosh(yi − η) cosh(κ(x))

]
I0 [p̃⊥ sinh[κ(x)] (4.66)

Then

N(Y ) =

∫ ymax

ymin

dy

∫ 2π

0
dφ

∫
p⊥dp⊥

dN

p⊥dp⊥dydψ
(4.67)

where we have used the boost invariance.
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If the detector is ideal which can accept all particles with any momentum, we get Ntot. One

can calculate Ntot using Equation 4.67

Ntot =

∫ ∞
−∞

dy

∫ 2π

0
dφ

∫
p⊥dp⊥

dN

p⊥dp⊥dydψ

=
ds τf R

2 T 3
kf

π

∫ 1

0
xdx

∫ ηmax

ηmin

dη

∫
p̃⊥dp̃⊥ e

µ̃
B m̃

P,⊥ I0 [p̃⊥ sinh[κ(x)] K1

[
m̃
P,⊥ cosh[κ(x)

]
(4.68)

where K1 is the modified Bessel function, and we have used

Kn(x) =
1

2

∫ ∞
−∞

dt exp[−x cosh(t)] cosh(n t) (4.69)

Similarly, we can calculate the total cumulants for particles with all momentum, thus we find

κtot
4P,σ

= 6d4
s

(
2λ̃2

3 − λ̃4

)
G4ξ7

(
τfR

2
)
T 6
f

∫ ηmax

ηmin

dη

∫ 1

0
xdx · 2π · F 4

tot [x, η]

(4.70)

where

Ftot [x, η] =
1

2π2
eµ̃B

∫ ∞
0

p̃⊥dp̃⊥ · I0 [p̃⊥ sinh(κ(x))]K0

[
m̃
P,⊥ cosh(κ(x))

]
(4.71)
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In Figure 12, we compare F calculated using Boltzmann statistics and Fermi statistics. The

left is F (η,Y,x=1)
F (η,Y=∞,x=1) where F is defined in Equation 4.51, and the right is the ratio between

F calculated with Boltzmann statistics and the one calculated with Fermi statistics. We have

set p⊥,min = 0 GeV, p⊥,max = 2 GeV, and integrate out the space and particle azimuthal

angle ψ and φ. One can see that, the Boltzmann statistics is a very good approximation when

calculating the kurtosis of proton because of its large mass. In next, we will present our results

calculated from Boltzmann statiscs only.

4.3.3 Results and Interpretation

In order to illustrate the typical shape and magnitude of the dependence of the cumulants

on the rapidity and transverse momentum acceptance due to critical mode σ, we use our results

for Boltzmann distribution. For simplicity, we fix the transverse flow to be 〈β〉 = 0.40, n = 1,

which is consistent with the freeze-out parameters found through matching the single particle

spectrum for central collisions near critical region (39). The baryon chemical potential and

temperature at chemical freeze-out for different collision energy near the critical region can be

found using the model suggested in (109)

T (µB ) = a− b µ2
B
− c µ4

B
(4.72)

and

µB (
√
s) =

d

1 + e
√
s

(4.73)
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Figure 13. The rapidity acceptance dependence of the magnitude of kurtosis.
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where a = 0.166 GeV, b = 0.139GeV −1, c = 0.053GeV −3, d = 1.308 GeV, e = 0.273GeV −1.

Then one find µB =0.42, 0.315, 0.205 GeV and Tf = 0.14, 0.15, 0.16 GeV for collision energies

√
sNN = 7.7, 11.5, 19.6 GeV respectively (109; 103). The space rapidity cut ηmax = −ηmin = 6

are estimated in (93). The volume per space rapidity

Vη ≡ π τf R2 (4.74)

is useful to fit the proton p⊥ spectrum, but is not important for us to calculate the intensive

normalized cumulants. Here we set Vη = 1960, 2322, 2432 fm3 for
√
s = 7.7 GeV,

√
s = 11.5

GeV and
√
s = 19.6 GeV respectively. In Figure 14, we plot the rapidity acceptance dependence

of intensive normalized cumulants normalized by the ones measured by the ideal detectors which

could measure particles with any transverse momentum (p⊥ = 0 GeV to p⊥ =∞ GeV) and any

kinetic rapidity (Y = ymax − ymin = ∞). We find, enlarging the transverse momentum cutoff

from 0.4GeV < p⊥ < 0.8GeV to 0.4GeV < p⊥ < 2GeV or enlarging the rapidity acceptance

as big as Y = 1, makes the critical signal much stronger, which is consistent with the findings

in (102; 103). Meanwhile, we see that the intensive normalized cumulants have a very strong

dependence on the kinetic rapidity acceptance Y only when Y < 2, and it saturates at some

constant value when the acceptance Y becomes larger.

The crucial issue for the dependence of a fluctuation signal on the width Y of rapidity

acceptance window is the range of the correlations ∆ycorr. The argument below generalizes the

discussion in Ref.(1) from quadratic to higher-order cumulants. If Y � ∆ycorr, the critical point
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contribution to the n-th order factorial cumulant κ
n,fc.

of the fluctuations grows as Y n. This

is because the n-th cumulant measures the strength of an n-particle correlation and, therefore,

if all particles in the acceptance are correlated, the signal is proportional to the number of

possible n-plets, which is roughly Nn ∼ Y n. When Y � ∆ycorr, all factorial cumulants strop

growing with Y , as uncorrelated contributions are additive in a cumulant. It is convenient to

define the intensive normalized factorial cumulants

ω
nP,fc.

≡
κ
nP,fc.

N
(4.75)

which only counts the fluctuations that are due to interaction, then

ω
nP,.fc.

= ωnP, σ + ω
nP, background

(4.76)

Then the critical contribution ωnP, σ (Y ) grows as Y n−1 for Y � ∆ycorr and then saturates at

a constant value.

The value of ∆ycorr can be estimated within the boost invariant assumption, and it is closely

related to the freeze-out smearing and the space correlation width ∆ηcorr due to the critical

modes σ. The range of the correlations due to freeze-out smearing is approximately 2. While

∆ηcorr ∼ ξ
τf
∼ 0.1−0.3 if all the particles emit from the same transverse position of the fireball,

but more generally ∆ηcorr is even smaller. Thus ∆ycorr � ∆ηcorr and our assumption ∆ηcorr = 0

in Equation 4.43 is not bad.
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Figure 14. Spatial (Bjorkens) vs kinematic rapidity.

4.4 Conclusions and Future Work

We showed that the magnitude of the observed cumulants has strong dependence on both

transverse momentum cutoff and kinetic rapidity acceptance. The protons with low transverse

momentum 0 < p⊥ < 0.4GeV almost contribute one half to the total fourth order cumulants for

all kinetic rapidity acceptance. Moreover, the dependence of the kinetic rapidity acceptance at

fixed momentum cutoff is also very strong when Y < 2, however, it saturates at some constant

value for the larger rapidity acceptance. Our results tell that, in order to obtain stronger critical

signal, one can at least do two things: capture more protons with small transverse momentum

p⊥ = 0.4 or capture protons with larger kinetic rapidity.

Our method has neglected the following effects and could be improved by carefully dealing

with these as well:
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• The most obvious approximation we made above is Equation 4.43, thus the simplest

improvement one could made is to use the more realistic 2-particle correlator of σ field

〈σ(~r1)σ(~r2)〉 =
T

4π |~r1 − ~r2|
exp

[
−|~r1 − ~r2|

ξ

]
. (4.77)

to get n-particle correlators.

• We only calculate the cumulants at chemical freeze-out since when the proton yield does

not change. Even though the chemical freeze-out may be in deep of the critical region

for the collision energies we are interested in, the evolution of the n-particle correlations

of proton from chemical freeze-out to kinetic freeze-out may not be negligible. We are

considering the process from chemical freeze-out to kinetic freeze-out, and the net proton

density is assumed to be already sufficiently small, so that their motion can be consid-

ered classically, using Boltzmann equation. The evolution of 2-particle correlations from

chemical freeze-out to kinetic freeze-out has been discussed in (45), and one may generate

the arguments there to higher order cumulants as well.

• The n-particle correlators of σ field found in Equation 4.43, Equation 4.44 and Equa-

tion 4.46 are calculated, through the distribution function defined in Equation 4.38 and

(Equation 4.39), by assuming the system contacts with an external heat bath with equilib-

rium temperature T . For fireball created in Relativistic Heavy Ion Collisions, this external

heat bath is not static but expanding and cooling. Thus the n-particle correlators at chem-

ical freeze-out may not be as simple as the ones we gave, because of the memorial effects
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(58) and the critical slowing down (51). One has to use full relativistic hydrodynamics

to calculate the time evolution of these correlators with initial conditions determined by

the collision conditions, and this requires people have a great understanding of relativistic

hydrodynamics near critical point.



CHAPTER 5

SUMMARY AND OUTLOOK

To summarize, we have showed that, the charged particle fluctuations have a great impor-

tance on studying QCD phase structure, near both crossover region and critical region. In

particular, we have developed stochastic hydrodynamics to study the charge-charge fluctua-

tions as well as its relation to the “Balance Function” of the fireball created in LHC and top

energy of RHIC. We found that the time evolution of the charge susceptibility per entropy χT
s is

essential to determine “Balance Function”, and the narrowness of “Balance Function” reflects

the strongly coupled nature of QGP matter created in Heavy Ion Collisions. We have also

studied the acceptance dependence of the magnitude of kurtosis–the most important quantity

for searching QCD critical point. We found the additional intensive normalized kurtosis that

is due to the critical fluctuations has a strong dependence on transverse momentum cutoff and

on the kinematic rapidity acceptance; More quantitatively speaking, this additional intensive

normalized kurtosis follows a certain power law when the rapidity acceptance window Y is much

less than the thermal width of the freeze-out y
thermal

, and it saturates at larger value of Y .

There are a lot of further theoretical efforts that could be made based on our current findings.

For example, one could use stochastic hydrodynamics as well as its general solutions developed

in Chapter.2 to study “Balance Function” of the fireball created by lower collision energy,

where energy momentum and charge fluctuations strongly mixed with each other(56); Or study

the other conserved charges such as baryon charge, strangeness as well as the mixing between

108
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different charges (89; 110), or even for the heavy flavors(111). One could also study, the baryon

charge diffusion(112; 106), the memorial effects of the chiral condensate fluctuations (45; 58),

the resonance decay(113; 114), from chemical freeze-out to kinetic freeze-out, and their impacts

on final observed cumulants. Using universality (115) to find out the non-Gaussian couplings

λ̃3 and λ̃4 is also useful for us to estimate the magnitude of the correlation length ξ at different

freeze-out chemical potential. This might be helpful for us to estimate the bulk viscosity–the

most divergent transport coefficients near critical point.(116; 117).
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Appendix A

SOME NOTATIONS

Z – Partition function defined in Equation 1.1.

µB – Baryon chemical potential.

β, δ, γ – Critical exponents.

ρ(p, q) – Phase density defined in Equation 1.3.

Dm – D-measure defined in Equation 1.5

K(p, p′), ζ
F

– Collision kernel and random force defined in Equation 2.1.

λi(x), Φi(p) – Eigen-values and Eigen-modes of Collision kernel defined in Equation 2.14.

hµν – Projection tensor norma to uµ.

η
shear

, ζ – Shear and Bulk viscosity.

η, y – Space and kinetic rapidity.

ω – Fluctuation of the longitudinal flow

w ≡ ε+ p – Enthalpy.

ρ ≡ δs
s , δq ≡ δ

(
n
s

)
– Entropy and charge fluctuations.

v2
q ≡

(
∂p
∂ε

)
n
s

– Speed of sound squared.

ν, h – Viscous coefficients in Equation 2.95, Equation 2.96 and Equation 2.97.

Ψ̃, D, f̃ – Defined in Equation 2.100, Equation 2.101 and Equation 2.102.
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