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Summary 

 The primary goal of this thesis was to fabricate and characterize single crystal CdTe solar 

cells with high open circuit voltage (Voc). This goal was approached by first understanding the 

material properties of indium tin oxide (ITO), arsenic-doped p-type CdTe, and indium-doped n-

type CdTe. 

In this thesis, the effect of post-annealing on ITO thin films by radio frequency (RF) 

magnetron sputtering has been investigated, and the improvement of electrical and optical 

properties of ITO thin films will be discussed in relation to the Burstein-Moss effect and a 

change of ratios of SnO2 and oxygen vacancy concentration after annealing. Also, the effect of 

doping on ITO thin films are investigated with a low SnO2 concentration ITO target to reduce 

ionized impurity scattering of the ITO films and the incorporation of a high permittivity dopant, 

Hf, to change the optical transmission. 

 Molecular beam epitaxy (MBE) is used to achieve both p-type and n-type doping of 

CdTe grown on Si(211) substrates. Incorporation of dopants and carrier concentrations are 

measured by secondary ion mass spectroscopy (SIMS) and Hall measurement, respectively.  

Over 1016 cm-3 hole concentration is achieved with about 50% doping efficiency for the arsenic-

doped CdTe films whereas over 1017 cm-3 electron concentration is readily produced with almost 

100% doping efficiency for the indium-doped CdTe films. 

 Based on the experimental results of material properties of ITO, arsenic-doped CdTe, and 

indium-doped CdTe, single crystal CdTe solar cells are fabricated using an arsenic-doped 

absorber, an indium-doped emitter, and an ITO front contact. Solar cell performance and post-

annealing effect on the device are analyzed by a solar simulator and a rapid thermal processing 
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Summary (continued) 

(RTP). Different device structures are studied in order to optimize the design of the solar cells, 

and possible means of achieving high Voc will be discussed as well. 
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1 Introduction 

 As a renewable energy source, the solar photovoltaic market has been growing at an 

average rate of > 40% per year over the past decade since environmental issues became more 

serious [1]. A solar cell, which consists of absorber, emitter, front and back contacts, is defined 

as an electrical device that converts the energy of sunlight directly into electricity by the 

photovoltaic effect. It is sometimes called a photovoltaic cell. Because there is a variety of 

sources related to the basic physics of the photovoltaic process [2, 3], we will simply discuss the 

fundamental principles here. From the solution of the time-independent Schrödinger equation, 

the density of states in the conduction and valence bands can be calculated, which are associated 

with donor (n-type material) and acceptor (p-type material) levels in a semiconductor. When an 

n-type semiconductor is in contact with a p-type semiconductor, electrons diffuse from the n-

type region into the p-type region and holes diffuse from the p-type region into the n-type region, 

create a space-charge region (also called a depletion region) at their interface. Because of the 

depletion of charge at (near) the interface, a built-in potential, 𝑉𝑏𝑖, is developed. This is given by 

𝑉𝑏𝑖 =
𝑘𝐵𝑇
𝑞

ln �
𝑁𝐷𝑁𝐴
𝑛𝑖2

�                                                            (1.1) 

 

where 𝑘𝐵𝑇/𝑞 is the thermal voltage, 𝑘𝐵 is the Boltzmann constant, 𝑁𝐷 is the donor concentration, 

𝑁𝐴 is the acceptor concentration, and 𝑛𝑖 is the intrinsic carrier concentration. Figure 1 shows a 

schematic diagram of the pn-junction formation and solar cell principle. When photons are 

incident on the solar cell, those having a higher energy than the bandgap of the semiconductor 

can excite electrons across the bandgap and create electron-hole pairs. If these generated 

electrons and holes are collected at an external load, they are functional as solar cells. If the 
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incident photon energy is smaller than the bandgap, it is not absorbed and cannot usually 

contribute to the current because electrons cannot be excited. On the other hand, if the photon 

energy is greater than the bandgap, the energy of the difference between the photon energy and 

the bandgap is lost due to rapid thermalization of the carriers to the bottom of the conduction 

band. 

 

 

Figure 1 Energy band of p- and n-type semiconductors, an equilibrium condition of the energy 
bands in a solar cell, and the energy-band diagram under photon illumination. The electron-hole 
pair is generated and flow into front and back contacts.  
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 It is common to use the current/voltage characteristic to understand the performance of 

the solar cell. We start with current/voltage equation of an ideal diode.  

𝐽 = 𝐽0 �𝑒
𝑞𝑉
𝐾𝐵𝑇 − 1�                                                              (1.2) 

 

where 𝐽 is the diode current density and 𝐽0 is the reverse saturation current density. This equation 

changes under illumination because excess minority charge is generated, as follows:   

𝐽 = 𝐽0 �𝑒
𝑞𝑉

𝑛𝐾𝐵𝑇 − 1� − 𝐽𝑆𝐶                                                         (1.3) 

 

where n is the ideality factor, which is essentially the ratio of diffusion current and generation-

recombination current. 𝐽𝑆𝐶  is the short circuit current density, which depends on the quantum 

efficiency and incident flux. In real devices, the reverse saturation current density usually 

consists of at least two components; the diffusion current density and the 

generation/recombination current density. The current/voltage equation of a solar cell is therefore 

written as [3],   

𝐽 = 𝐽0 �𝑒
𝑞(𝑉−𝐽𝑅𝑠)

𝑘𝐵𝑇 − 1� + 𝐽𝑆𝑅𝐻 �𝑒
𝑞(𝑉−𝐽𝑅𝑠)
2𝑘𝐵𝑇 − 1� − 𝐽𝑆𝐶 +

𝑉 − 𝐽𝑅𝑠
𝑅𝑠ℎ

+ 𝑜𝑡ℎ𝑒𝑟𝑠           (1.4) 

 

Here, the series 𝑅𝑠 and shunt 𝑅𝑠ℎ resistances associated with real solar cells are added, and 𝐽𝑆𝑅𝐻 

is the Shockley-Read-Hall (SRH) recombination current. The ideality factors of the ideal 

diffusion current and non-ideal SRH current are 1 and 2, respectively. The last term “others” 

indicates the miscellaneous current densities such as band-to-band and trap-assisted tunneling 

recombination current densities.  
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        𝑃𝑀 = 𝐽𝑀𝑉𝑀 = 𝐽𝑆𝐶𝑉𝑂𝐶𝐹𝐹             (1.5)  

 

              𝐹𝐹 = 𝐽𝑀𝑉𝑀
𝐽𝑆𝐶𝑉𝑂𝐶

                      (1.6) 
 

                 𝜂 = 𝑃𝑀
𝑃𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡

                    (1.7) 
 

Figure 2 Current/voltage characteristic for an illuminated pn-junction with performance factors.  

  

The current/voltage characteristic for the solar cell is shown in Figure 2. The maximum 

power (𝑃𝑀), fill factor (FF), and power conversion efficiency (η) are defined in Equations (1.5), 

(1.6), and (1.7). It is noted that the fill factor is always less than one. Also, a semi-empirical 

expression for the FF can be extracted from Equation (1.4) assuming that we neglect the last two 

terms [3] as follows:   

 

𝐹𝐹 =
𝑉𝑂𝐶 −

𝑘𝑇
𝑞 ln[𝑞𝑉𝑂𝐶/𝑘𝑇 + 0.72]

𝑉𝑂𝐶 + 𝑘𝑇/𝑞
                                            (1.8) 

  

This shows FF is a weak function of the 𝑉𝑂𝐶. The open circuit voltage 𝑉𝑂𝐶 can be written as 

  

𝑉𝑂𝐶 =
𝑛𝑘𝑇
𝑞

ln �
𝐽𝑆𝐶
𝐽𝑑

+ 1�                                                           (1.9) 
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Equation (1.9) implies that the dark current density, which is inversely proportional to the 

minority carrier lifetime, should be minimized in order to increase the 𝑉𝑂𝐶. 

 In 1961, William Shockley and Hans Queisser published an important paper [4] in which 

the maximum theoretical efficiency of a solar cell was presented. They showed that a direct 

bandgap around 1.35 eV would be ideal for terrestrial solar cells based on the Shockley-Queisser 

limit under AM1.5 condition for the efficiency of the solar cell. The AM stands for air mass, 

defined as the ratio of the direct optical path length through the Earth’s atmosphere to the zenith 

path length at sea level. Its number is given by 1/cosθ where θ is the angle of incidence. AM0 

refers to the solar spectrum at the top of the Earth’s atmosphere. AM1.5 is almost universal for 

the characterizing of solar cell performance refers to an angle of incidence of 48.2°. The solar 

flux consists of two components: the direct and the diffuse radiation. AM1.5D (direct) 

corresponds to the direct spectrum without diffusions. When the total flux is used, the reference 

spectrum is AM1.5G (global). AM1.5G is used when doing official characterizations of solar 

cells.         

 There are a variety of photovoltaic device technologies using different materials 

including silicon, GaAs (III-V), CIGS (copper indium gallium di-selenide), CdTe, and organic 

semiconductors. Cadmium Telluride (CdTe) is a simple binary and stable II-VI compound with a 

nearly ideal direct optical bandgap 𝐸𝐺  ~ 1.5 eV for the photovoltaic energy conversion. Also, it 

has a high absorption coefficient across the visible spectrum, so the photons above the bandgap 

are strongly absorbed within 2 μm. These advantages pushed CdTe solar cell research for a long 

time, and recently its performance has been significantly improved, as shown in Table 1. The 

efficiency has been increasing by 1 % absolute per year since 2010. Although this improvement 

is remarkable, it is still much lower than the theoretical maximum value of over 30%. Obviously, 
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Table 1 shows the improvement of efficiencies comes from 𝐽𝑆𝐶  or FF rather than 𝑉𝑂𝐶. It is clear 

that future research should focus on 𝑉𝑂𝐶, particularly when one compares CdTe and GaAs solar 

cells. The theoretical Shockley-Queisser limit on open circuit voltage of CdTe and GaAs is close 

to 1.18V [5]. This can be achieved by increasing the carrier concentration, by doping, and 

improving the minority carrier lifetime. 

 

 CdTe  GaAs 

 2010 2011 2012 2013 20141
  2013 

Efficiency 
(%) 16.7 ± 0.5 17.3 ± 0.5 18.3 ± 0.5 19.6 ± 0.4 20.4 ± 0.4  28.8 ± 0.9 

Voc (V) 0.845 0.842 0.857 0.857 0.872  1.122 

Jsc 
(mA/cm2) 26.1 28.99 26.95 28.59 29.47  29.68 

FF (%) 75.5 75.6 77.0 80.0 79.5  86.5 

Source [6] [7] [8] [9] [10]  [9] 

Table 1 I-V parameters for record CdTe solar cells since 2010. For a comparison, the parameters 
of a GaAs solar cell are also shown. 

 

 One approach to overcome the efficiency gap between theoretical and actual device 

efficiencies is to use single crystal CdTe thin films, which can be grown on Si substrates by 

molecular beam epitaxy (MBE) [11]. The MBE technique allows in-situ doping control with a 

precise film thickness as well as a low growth temperature, which implies minimal impurity 

diffusion and uniform film qualities (structural and electrical properties). Also, this technique has 

                                                      
1 This result comes from a small area of 0.5cm2 CdTe cell.  
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low maintenance cost and is scalable, with lower cost production based on the Si substrates as 

well. 

 In this thesis we investigate and address single crystal CdTe solar cells by MBE. As a 

contact material of the solar cells, indium tin oxide (ITO) properties are studied. We approach 

this through the following five experiments: 

1) Effect of post-annealing on indium tin oxide thin films is examined. Various 

temperatures, up to 550°C, are used and the physical, electrical, optical, morphological, 

and electronic properties are investigated as a function of temperature. A relationship 

between SnO2 activation with oxygen vacancy and film properties is demonstrated.  

2) Effect of doping on indium tin oxide thin films are investigated using two different ways. 

One is to use a low SnO2 concentration ITO target to reduce ionized impurity scattering 

of the ITO films. The other is to use a high permittivity dopant, Hf, to improve the optical 

transmission in the near-infrared spectral region. 

3) P-type doping of single crystal CdTe is investigated using arsenic from an arsenic cracker 

cell. Arsenic incorporation is measured by secondary ion mass spectroscopy (SIMS) and 

Hall measurement is used to determine the hole concentrations. Over 1016 cm-3 hole 

concentration is achieved with about 50% doping efficiency after activation. 

4) N-type doping of single crystal CdTe is investigated using indium through in-situ and ex-

situ methods. For the in-situ method, over 1017 cm-3 electron concentration is readily 

produced and almost 100% doping efficiency is obtained, based on SIMS and Hall results. 

For the ex-situ method by diffusion, a high potential is also found.  



8 

 
 

5) Single crystal CdTe solar cell devices are fabricated using an arsenic-doped absorber, an 

indium-doped emitter, and an ITO front contact. Three different structures were studied 

to optimize the design. Device performance is analyzed using current-voltage 

measurements by a solar simulator, and the isochronal anneal is investigated by a rapid 

thermal processing. A possible means of achieving high 𝑉𝑂𝐶 is also discussed. 
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2 Theory of Materials 

2.1 Indium Tin Oxide (ITO) 

2.1.1 Introduction 

 Transparent conducting oxides (TCOs) are wide bandgap (> 3 eV) semiconductors that 

have been studied since the early 20th century. Metal-based thin films (~ 10 nm) as a non-oxide 

layer such as Ag or Cu were also investigated, but they have non-uniform surfaces and poor 

electrical properties due to their discontinuous structure. The first report of TCO films was CdO 

prepared by the thermal oxidation of sputtered cadmium in air by Badeker in 1907 [12]. 

However, due to the relatively low bandgap (Eg = 2.28 eV) of CdO and the toxicity of Cd, it was 

not ideal. Later, indium oxide (In2O3), tin oxide (SnO2), and zinc oxide (ZnO) have been 

developed and are commercially important TCOs. They have had an important role in 

optoelectronics because of their high electrical conductivity and optical transparency. Although 

Cd-based TCOs have good electrical and optical properties, the high toxicity of Cd makes it 

difficult to penetrate the market place. 

 There are two main properties for an ideal TCO material. First of all, its electrical 

resistivity should be less than 10-3 Ω cm (~ 10-4 Ω cm typically) and optical transmission in the 

visible range should be over 80% (> 85% typically). A figure of merit for rating TCOs can be 

defined as the ratio of the electrical conductivity σ to the visible absorption coefficient α,  

𝜎
𝛼

= −{𝑅𝑠 ln(𝑇 + 𝑅)}−1                                                          (2.1) 
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where Rs is the sheet resistance in Ω/sq, T is the total visible transmission, and R is the total 

visible reflectance [13]. For an ideal TCO material, the following factors (depending on the 

application) should be considered: thermal stability, growth temperature, post-annealing 

treatment, toxicity, etching patterns, surface morphology, crystallinity, production costs, work 

function, chemical durability, stability in hydrogen plasma, and mechanical hardness [3, 13].  

 The most important TCO semiconductors in modern technology are Sn-doped In2O3 

(ITO), F-doped SnO2 (FTO), and Al-doped ZnO (AZO), and ITO has been the most widely used 

since the 1960’s because of both excellent electrical and optical properties. Some notable record 

results for electrical properties of ITO films are shown in Table 2. Moreover, ITO is easier to 

etch to make patterns for displays such as liquid crystal displays. However, due to the cost, that 

has increased steadily over the past decade, and scarcity of indium, recent research has focused 

on alternative TCOs such as AZO. Table 3 shows various dopants for In2O3, SnO2, and ZnO [14].  

 

Carrier Concentration 

(cm-3) 

Mobility  

(cm2/Vs) 

Resistivity  

(Ωcm) 
Deposition Method [Reference] 

1.4×1021 103 4.4×10-5 e-beam with zone-confinement [15] 

1.9×1021 42 7.7×10-5 Pulsed laser deposition [16] 

2.5×1021 33 7.2×10-5 Pulsed laser deposition [17] 

Table 2 Electrical properties of ITO films with the resistivity less than 10-4 Ωcm. 
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Material Dopant 

SnO2 Sb, F, As, Nb, Ta 

In2O3 Sn, Ge, Mo, F, Ti, Zr, Hf, Nb, Ta, W, Te 

ZnO Al, Ga, B, In, Y, Sc, F, V, Si, Ge, Ti, Zr, Hf 

Table 3 TCO semiconductors with various dopants. 

  

 There are many reviews on the research of TCO films. The early work was reviewed by 

Holland [18] in the mid-20th century, and Vossen [19], and Haacke [20] gave reviews later. More 

recent reviews have been written by Chopra [21], Minami [14], and Liu [22]. There have been a 

very large number of publications related to TCO films.    

 

2.1.2 Crystal Structure 

 Indium tin oxide (known as ITO or In2O3:Sn) is a solid solution of indium oxide (In2O3) 

and tin oxide (SnO2). Crystalline In2O3 has the bixbyite structure consisting of an 80-atom unit 

cell. This is related to the fluorite structure, which is a face-centered cubic array of cations with 

all the tetrahedral interstitial positions occupied with anions. So, the cations sit in the center of a 

cube of anions. Two oxygen atoms are missing from each cube (face diagonal or body diagonal) 

and make two types of In site as shown in Figure 3. There are 48 anions in edge positions, 16 

missing anions, 8 cations in b-sites and 24 cations in d-sites, resulting in a total of 80 atoms per 
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Figure 3 Local structure of In2O3. Gray, blue, and red spheres denote oxygen vacancies, oxygen 
atoms, and indium atoms, respectively. 

 

unit cell [23-25]. ITO is essentially formed by substitutional doping of In2O3 with Sn replacing 

the In3+ atoms. Sn forms an interstitial bond with oxygen and can exist either as SnO or SnO2, 

accordingly it has a valence of +2 or +4, respectively. So, the ionized Sn atom (Sn4+) donates an 

electron, and the lattice constant of ITO is larger than that of In2O3 due to incorporation of Sn4+ 

ions [23, 26]. Using Krӧger-Vink notation, generation of free carriers of ITO can be explained in 

detail [3]: 

2𝐼𝑛𝐼𝑛𝑥 + 2𝑆𝑛𝑂2  →  2𝑆𝑛𝐼𝑛⦁ + 𝐼𝑛2𝑂3 +
1
2
𝑂2(𝑔) + 2𝑒′                              (2.2) 

 

2𝐼𝑛𝐼𝑛𝑥 + 2𝑆𝑛𝑂2  →  �2𝑆𝑛𝐼𝑛⦁ 𝑂𝑖"�
𝑥

+ 𝐼𝑛2𝑂3                                           (2.3) 
 

�2𝑆𝑛𝐼𝑛⦁ 𝑂𝑖"�
𝑥

 →  2𝑆𝑛𝐼𝑛⦁ +
1
2
𝑂2(𝑔) + 2𝑒′                                           (2.4) 

 

𝑂𝑜𝑥  →  
1
2
𝑂2(𝑔) + 𝑉𝑜⦁⦁ + 2𝑒′                                                       (2.5) 
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In this notation, ionic species or defects are denoted by a capital letter, their site is denoted using 

a subscript, and their effective charge is denoted using a superscript (⦁ for positive and ' for 

negative). Equation (2.2) describes direct doping by Sn atoms, which gives an extra electron. 

Equation (2.3) shows a self-compensating reaction related to the formation of neutral Sn:Oi 

associates involving oxygen interstitials, and Equation (2.4) shows a reduction which activates 

the donors by removal of the oxygen interstitials. Equation (2.5) is related to oxygen vacancies.  

 

2.1.3 Carrier Scattering Mechanisms 

 The drift velocity νd is proportional to the applied field E and the average time τ between 

collisions, and inversely proportional to the electron effective mass me
* in semiconductor theory 

as shown in Equation (2.6).  

𝑣𝑑����⃗ =
𝑒𝜏
𝑚𝑒
∗ 𝐸�⃗ = 𝜇𝑒𝐸�⃗                                                               (2.6) 

 
 

We can obtain the electron mobility μe from this relationship. Using the current density 𝐽 =

𝑛𝑒𝑒𝑣𝑑����⃗ = 𝜎𝐸�⃗ , the electrical conductivity (σ) can be derived: 

𝜎 =
1
𝜌

= 𝑛𝑒𝑒𝜇𝑒 = 𝑛𝑒𝑒2
𝜏
𝑚𝑒
∗                                                       (2.7) 

 
 

where ne is the free carrier concentration. So, the carrier concentration and/or mobility should be 

increased in order to obtain maximum conductivity. However, the increase of carrier 

concentration through extrinsic doping causes an increase in impurity scattering by dopants and 
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optical absorption at long wavelengths by free electrons. Thus, it is important to understand how 

to control the mobility. Basically, there are four scattering mechanisms related to the electron 

mobility in TCO films: ionized impurity scattering, lattice vibration scattering, grain boundary 

scattering, and neutral impurity scattering [27-29].  

 Modeling (Brooks-Herring-Dingle theory) of the mobility 𝜇𝑖 due to ionized impurity 

scattering in a degenerate semiconductor is give by [30], 

𝜇𝑖 =
3(𝜀0𝜀𝑟)2ℎ3

𝑍2𝑚𝑒
∗2𝑒3

𝑛𝑒
𝑛𝑖

1
𝐹𝑖(𝜉)                                                     (2.8) 

 

where the screening function is 𝐹𝑖(𝜉) = ln(1 + 𝜉) − 1
1+𝜉

 with 𝜉 = (3𝜋2)1/3 𝜀0𝜀𝑟ℎ
2𝑛𝑒

1/3

𝑚𝑒
∗𝑒2

 where 𝜀0 

is the permittivity of free space, 𝜀𝑟 is relative static permittivity, ℎ is Planck’s constant; Z and 𝑛𝑖 

are the charge and concentration of the impurities, respectively. It should be noted that 𝜇𝑖  is 

independent of temperature whereas the mobility due to ionized impurity scattering in a non-

degenerate semiconductor is dependent on temperature (~ 𝑇3/2) [28]. The electron mobility 𝜇𝑙 

due to lattice vibration scattering is given by [31], 

𝜇𝑙 =
2√2𝜋𝑒ℏ4𝐶𝑙

3𝑚𝑒
∗5/2𝐸𝑑2(𝑘𝑇)3/2

                                                         (2.9) 

 

where ℏ is the reduced Planck’s constant, 𝐶𝑙 is the average longitudinal elastic constant, 𝐸𝑑 is the 

deformation potential constant in eV, k is Boltzmann’s constant, and T is the absolute 

temperature. The values of 𝐶𝑙  and 𝐸𝑑  of In2O3 are estimated to be 917.5 GPa and 25.86 eV, 

respectively [28]. If the grain size of the polycrystalline films is comparable to the mean free 
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path of the electrons, the mobility 𝜇𝑔 resulting from grain boundary scattering should also be 

considered [32], 

  

𝜇𝑔 = �
𝐿2𝑒2

2𝜋𝑚𝑒
∗𝑘𝑇

�
1/2

𝑒𝑥𝑝 �−
𝜙𝑏
𝑘𝑇
�                                               (2.10) 

 

where L is the grain size and 𝜙𝑏  is the grain boundary potential. We can show that 𝜙𝑏 =

𝑒2𝑁𝑇2/8𝜀𝜀0𝑁 (where N is the donor density and 𝑁𝑇 is the surface trap density). Typically, the 

mean free path of free carriers in ITO thin film is less than the grain size (about 50 nm after 

annealing), so the grain boundary scattering would have a minor effect. The mobility 𝜇𝑛 due to 

neutral impurity scattering is given by [33], 

𝜇𝑛 =
𝑚𝑒
∗𝑒3

20𝜀𝑟𝜀0ℏ3𝑛𝑁
                                                           (2.11) 

    

where 𝑛𝑁 is the density of neutral centers. In a typical TCO, the neutral impurity scattering has a 

negligible impact on the overall mobility. If an electron-electron scattering is also minor, the 

overall mobility 𝜇𝑒 is limited mainly by ionized impurity scattering. In general, the mobility in a 

degenerate semiconductor is dominated by ionized impurity scattering for high carrier 

concentration (>2×1020 cm-3), but grain-boundary and neutral impurity scattering may be 

significant for lower concentrations of 1019 – 1020 cm-3 [34, 35].  
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2.1.4 Optical Properties 

 A good TCO demands lower sheet resistance while retaining good optical properties, so 

the understanding the relationship between electrical and optical properties is also important. For 

instance, just increasing the film thickness is not acceptable because it would decrease the optical 

transmittance. There are various optical absorption processes in a semiconductor to consider 

such as band-to-band transition, impurity absorption, free carrier absorption, exciton absorption, 

and donor-acceptor transitions [36]. The absorption coefficient α is defined by the fractional 

decrease in light intensity I in the direction of propagation, and it can be calculated with the 

transmittance (T), reflectance (R), and the film thickness (d). Figure 4 shows an illustration of 

multiple internal reflections through the TCO film on a substrate (e.g., quartz glass) related to 

this. The overall transmittance is given by  

𝑇 =
(1 − 𝑅)2𝑒𝑥𝑝(−𝛼𝑥)
1 − 𝑅2𝑒𝑥𝑝(−2𝛼𝑥)                                                      (2.12) 

 

Figure 4 Multiple internal reflections through TCO on a substrate. Io and x indicate incident 
photon flux and TCO film thickness, respectively. 
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If αx is large enough, the denominator can be neglected, and 

𝑇 ≈ (1 − 𝑅)2𝑒−𝛼𝑥                                                            (2.13) 
 

It has been shown that this absorption coefficient may be used to determine the energy gap 𝐸𝑔 

for the direct band-to-band transitions using the relation [37], 

𝛼ℎ𝜈 ≈ �ℎ𝜈 − 𝐸𝑔�
1/2

                                                        (2.14) 
 

where ℎ𝜈  is the photon energy E. A plot of (𝛼ℎ𝜈)2  versus ℎ𝜈  yields a straight line whose 

intercept on the E axis is the direct optical bandgap 𝐸𝑔. 

 In heavily doped semiconductors, a high carrier (electron) concentration fills the lowest 

states of the conduction band, moving the Fermi level into the conduction band. Thus, the energy 

required to excite a transition from the valence band to unoccupied states in the conduction band 

is greater than that of the fundamental bandgap 𝐸𝑔0 (see Figure 5). This increment of energy is 

called the Burstein-Moss (BM) shift ∆𝐸𝑔𝐵𝑀 [3, 38].  

∆𝐸𝑔𝐵𝑀 =
ℏ2𝑘𝐹2

2𝑚𝑣𝑐
∗ = �

ℎ2

2𝑚𝑣𝑐
∗ � �

3𝑛𝑒
8𝜋

�
2/3

                                          (2.15) 

 

where 𝑘𝐹 is the Fermi wavevector, and 𝑚𝑣𝑐
∗  is the reduced effective mass given by 

1
𝑚𝑣𝑐
∗ =

1
𝑚𝑣
∗ +

1
𝑚𝑐
∗                                                                (2.16) 
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in which 𝑚𝑣
∗  and 𝑚𝑐

∗ are effective masses of the carriers in the valence band and conduction band, 

respectively. This is assumed that both the conduction and valence bands are parabolic, Fermi 

surface is spherical, and the BM shift is the predominant effect. Finally, the optical band gap 𝐸𝑔 

becomes: 

𝐸𝑔 = 𝐸𝑔0 + ∆𝐸𝑔𝐵𝑀                                                            (2.17) 
 

It should be noted that a bandgap narrowing term ℏΣ which represents self-energies due to the 

electron-electron and electron-impurity scattering could be added here when the carrier density is 

very high [37, 39].  

 

 

Figure 5 Schematic band structure of a TCO, which shows optical bandgap widening by 
Burstein-Moss shift. Note that VBM and CBM are valence band maximum and conduction band 
minimum, respectively. 
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 Due to high concentration of free carriers, TCO films become reflective in infrared. So, it 

is important to understand mechanisms of the optical properties of TCO films at lower 

frequencies. A calculation of the optical properties at lower frequencies is based on Maxwell’s 

equations and the Drude theory of free electrons [40]. This is well described by the assumption 

of nearly free electrons. Basically, we obtain the complex permittivity which is a function of 

frequency and conductivity, by Maxwell’s equations. This leads to the complex conductivity 

which is a function of carrier concentration, relaxation time, carrier effective mass, and 

frequency of the electric field. To do this, we solve a second order differential equation of 

motion of the electrons from the Lorentz oscillator model [41]. The differential equation of 

motion of the oscillating electrons, in one dimension, is  

𝑚𝑒
∗𝑥̈⃑ +

𝑚𝑒
∗

𝜏
𝑥̇⃑ + 𝐾𝑥⃗ = 𝑒𝐸�⃑ (𝑡)                                                   (2.18) 

 

where 𝑚𝑒
∗  and 𝜏 are the effective mass and the relaxation time (average time between collisions), 

respectively. K is the restoring force and 𝐸�⃑  is the electric field strength. We can derive the 

frequency-dependent optical conductivity with the solutions of Equation (2.18) for the velocity 

of the electron, 

𝜎 =
𝐽
𝐸�⃗

=
−𝑖𝜔𝑛𝑒2/𝑚𝑒

∗

(𝜔02 − 𝜔2) − 𝑖𝜔/𝜏
=
𝜔𝑛𝑒2

𝑚𝑒
∗ �

−𝑖(𝜔0
2 − 𝜔2) + 𝜔/𝜏

(𝜔02 − 𝜔2)2 + (𝜔/𝜏)2�                   (2.19) 
 

in which 𝜔0 = � 𝐾
𝑚𝑒
∗. For the free electrons in a TCO, we may set 𝜔0 ≅ 0, thus Equation (2.19) 

may be simplified to 

𝜎(𝜔, 𝜏) =
𝜔𝑛𝑒2

𝑚𝑒
∗ �

−𝑖𝜔2 + 𝜔/𝜏
𝜔4 + (𝜔/𝜏)2� =

𝑛𝑒2

𝑚𝑒
∗ �

𝑖𝜔𝜏2 + 𝜏
1 + (𝜔/𝜏)2� =

𝑛𝑒2𝜏
𝑚𝑒
∗

1
(1 − 𝑖𝜔𝜏)         (2.20) 
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where 𝑛𝑒
2𝜏

𝑚𝑒
∗  is the d.c. conductivity (𝜎0). From Maxwell’s equations we can get the complex 

permittivity  

𝜀 = 𝜀∞ +
𝑖𝜎
𝜀0𝜔

= 𝜀1 + 𝑖𝜀2                                                    (2.21) 

 

where 𝜀1 and 𝜀2 are the real and imaginary parts of the permittivity, respectively. 𝜀∞ is the high-

frequency permittivity and 𝜀0 is the permittivity of free space. Combining with Equation (2.20), 

we can obtain the following equations: 

𝜀1 = 𝜀∞ −
𝜎0𝜏
𝜀0

�
1

1 + 𝜔2𝜏2
�                                                   (2.22) 

 

𝜀2 =
𝜎0
𝜀0𝜔

�
1

1 + 𝜔2𝜏2
�                                                       (2.23) 

 

The plasma frequency, 𝜔𝑝, is defined by the condition 𝜀1 = 0. Assuming that 𝜔𝑝2𝜏2 ≫ 1, it is 

given by: 

𝜔𝑝 = �
𝜎0

𝜀0𝜀∞𝜏
= �

𝑛𝑒2

𝜀0𝜀∞𝑚𝑒
∗                                                   (2.24) 

 

which depends on the carrier concentration. This is the frequency where the electron ensemble 

resonates with the alternating electric field and absorbs energy strongly. Finally, Equations (2.22) 

and (2.23) can be expressed: 

𝜀1 = 𝜀∞ −
𝑛𝑒2

𝜀0𝑚𝑒
∗𝜔2                                                            (2.25) 
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𝜀2 =
𝑛𝑒2

𝜀0𝑚𝑒
∗𝜔3𝜏

                                                               (2.26)  

 

By definition, the complex refractive index n (from the Maxwell’s equations) is 

𝑛 =  𝑁 + 𝑖𝑘 = �(𝜀1 + 𝑖𝜀2)                                                     (2.27)  
 

where N is the refractive index and k is the extinction coefficient. N and k can be derived from 

Equations (2.25) and (2.26), 

𝑁 = �1
2

(𝜀12 + 𝜀22)1/2 +
𝜀1
2

                                                  (2.28)  

 

𝑘 = �1
2

(𝜀12 + 𝜀22)1/2 −
𝜀1
2

                                                  (2.29)  

 

Thus, the optical constants are determined by the frequency 𝜔 and 𝜏 as used in the Drude model. 

At sufficiently low frequencies (𝜔 < 𝜔𝑝), at which both N and k are large, 𝜀1 is negative (from 

Equation (2.25)) and the plasma becomes reflective. At high frequencies ( 𝜔 > 𝜔𝑝 ), 𝜀1 

approaches 𝜀∞ (i.e., k ≈ 0) and the TCO behaves like a perfect dielectric [41]. Normally, solar 

cells operate at high frequencies.   

 As a well-known transparent conductive oxide, ITO has been widely applied in various 

optoelectronic devices. The major market for ITO is the flat panel display industry because of the 

easier etchability for patterning [42, 43]. Since ITO film has shown good efficiency for hole 
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injections into organic materials, it has also been widely used in organic light-emitting diodes 

(OLEDs) [37, 44, 45]. Solar cells are also one of the markets for ITO applications [46, 47]. The 

other possible application is in transparent transistors [48].  

 

2.2 Cadmium Telluride (CdTe) 

2.2.1 Introduction 

 Cadmium telluride is a stable and unique II-VI compound which exhibits the highest 

average atomic number, least negative formation enthalpy, largest lattice parameter, and highest 

ionicity [3]. Also, it is widely used for optoelectronic devices such as thin film solar cells. CdTe 

exhibits both zincblende (cubic) and wurzite (hexagonal) structures in binary solids. The lattice 

constant of CdTe is a function of temperature, as shown in Equation (2.30) [49], 

𝑎𝑇 = 6.4802 + (31.94 × 10−6𝑇) + (7.55 × 10−9𝑇2) + (9.25 × 10−12𝑇3)        (2.30) 
 

where 𝑎𝑇 is the lattice constant (Å) at T°C. The lattice constant of the cubic zincblende CdTe is 

6.481 Å at room temperature and its bonding length is 2.806 Å. Based on photoluminescence 

measurements on epitaxial layers, the direct bandgap of CdTe is 1.51 ± 0.005 eV at room 

temperature [50]. CdTe has different electrical properties for electrons and holes. The range of 

the electron mobility of CdTe is 500 ~ 1000 cm2/Vs whereas that of holes is 50 ~ 80 cm2/Vs. 

Also, the hole effective mass is three or four times higher than the electron effective mass. 

Because the electrical properties of CdTe are mainly affected by defects or doping states, it is 

very important to understand the mechanism of doping and defects. Both n and p doping of CdTe, 

with various defects, are discussed in the following subsection.  
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2.2.2 Doping Properties and Applications 

 The doping limits and defect formation mechanisms of CdTe [51-55] have been 

extensively studied since it has become an important research field for optoelectronic device 

applications such as solar cells and other detectors. Before we discuss practical aspects of doping, 

it is necessary to understand what kinds of mechanisms are of possible importance. For instance, 

the mobility of carriers depends on the effective mass and lifetime of the carriers, and the carrier 

lifetime may be affected by defect scattering. However, the carrier concentration is much more 

important than the mobility in practice because the device would not be functional at all without 

sufficient carriers even if the mobility was high. Here are some issues that should be considered 

for doping of CdTe [51]:   

1)   structural instability associated with the dopants, 

2)   dopants not being on the right lattice positions, 

3)   low dopant solubility, 

4)   too large impurity ionization energy, 

5)   self compensation by the creation of intrinsic defects. 

Generally speaking, the structural instability always exists due to the size difference of the host 

and dopant ions regardless of the chemical similarity. Also, dopants could be on the wrong 

lattice positions and may form clusters which prevent the creation of carriers and interrupt the 

carrier transport. However, if the impurity ionization energy is too large (i.e. the defect transition 

energy level is too deep), the host material may not be efficiently doped at normal operation 

temperature even if the dopants are on the intended lattice site of the host material and with good 

solubility. The self compensation by intrinsic defects is also an issue even if the solubility and 
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ionization of the dopant are fine. As the carrier concentration is increased by doping, the position 

of the Femi level eventually stabilizes due to the creation of intrinsic defects, such as cadmium 

vacancies or defect complexes of the dopant (called DX centers for n-type doping or AX centers 

for p-type doping) [53].  

 In order to overcome the doping bottlenecks described in the previous paragraph, a 

guideline or strategy of doping rules may help; as shown in Table 4 [54]. For example, arsenic is 

an acceptor in CdTe, but hole killers, such as anion vacancies 𝑉𝐴+ and cation interstitials 𝐶𝑖+, 

eventually saturate the p-type doping process. However, this can be overcome using anion-rich 

growth conditions for the host. Alternatively, if the chemical potential of the anion is low, it is 

possible to anneal the material in an overpressure of Hg or Cd, to enhance the As dopant 

solubility on the anion site, i.e., Te.   

 

 n-type doping p-type doping 

Killer Defects 𝑉𝐶−, 𝐴𝑖− 𝑉𝐴+, 𝐶𝑖+ 

To avoid killer, use 
Low CBM, 
Cation rich 

High VBM, 
Anion rich 

To enhance solubility on 
anion site, use 

Anion poor Anion poor 

To enhance solubility on 
cation site, use 

Cation poor Cation poor 

 

Table 4 Summary of the doping rules. 𝑉𝐶− is a cation vacancy, 𝐴𝑖− is an anion interstitial, 𝑉𝐴+ is 
an anion vacancy, 𝐶𝑖+ is a cation interstitial. CBM and VBM are conduction band minima and 
valence band maximum, respectively. Low or high is measured from the vacuum level. 
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 Based on the band structure and total energy calculations using the first-principles density 

functional formalism as implemented by the general potential, all electron, linearized augmented 

plane wave (LAPW) method (see detail in reference [53, 55, 56]), the defect formation energy 

Δ𝐻𝑓 = (𝛼, 𝑞) as a function of the electron Fermi energy 𝐸𝐹 and the atomic chemical potentials 𝜇𝑖 

is given by 

Δ𝐻𝑓(𝛼, 𝑞) = Δ𝐸(𝛼, 𝑞) + �𝑛𝑖𝜇𝑖
𝑖

+ 𝑞𝐸𝐹                                      (2.31) 

 

where Δ𝐸(𝛼, 𝑞) = 𝐸(𝛼, 𝑞) − 𝐸(ℎ𝑜𝑠𝑡) + ∑ 𝑛𝑖𝐸(𝑖)𝑖 + 𝑞𝐸𝑉𝐵𝑀(ℎ𝑜𝑠𝑡), 𝜇𝑖 is the chemical potential 

of constituent i with energy E(i), ni is a number of elements, 𝐸(𝛼, 𝑞) is a total energy for a 

supercell which is an artificially large unit containing 64 atoms, q is a number of electrons 

transferred to the reservoirs. The defect transition energy level is the 𝐸𝐹 in Equation (2.31) and 

𝐸(ℎ𝑜𝑠𝑡) is a total energy of the host without defects, respectively. Indium doping in CdTe in this 

thesis can be explained by Equation (2.31) as an example. For the substitutional defect InCd in 

CdTe, an In atom from the In chemical reservoir should be taken. After that, this In atom should 

go to the host, and a Cd atom should be removed from the host and go to the Cd chemical 

reservoir. So, the formation energy of InCd decreases if the chemical potential of Cd decreases or 

vice versa for In. Table 5 shows defect formation energies ΔH for some defects relevant to CdTe 

[57]. Using acceptor and donor transition energy levels, the formation energies of charged 

defects can be derived.  

Defect 𝐴𝑙𝐶𝑑 𝐺𝑎𝐶𝑑 𝐼𝑛𝐶𝑑 𝐴𝑠𝑇𝑒 𝑆𝑏𝑇𝑒 𝑃𝑇𝑒 𝑁𝑇𝑒 𝑉𝐶𝑑 𝑉𝑇𝑒 

𝚫𝑯 (eV) 1.17 1.23 1.23 1.68 1.72 1.83 2.62 2.67 3.24 

Table 5 Calculated formation energies of point defects at neutral charge state (q = 0) and 𝜇𝑖 = 0. 
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 There are a number of dopants for p-type and n-type CdTe doping. Nitrogen (N), 

phosphorus (P), arsenic (As), and antimony (Sb) are all p-type dopants, but As is used in this 

thesis for p-type CdTe research. Aluminum (Al), indium (In), gallium (Ga), iodine (I) are all n-

type dopants, but In is used in this thesis for n-type CdTe research.    

There are many applications of CdTe, mainly related to optics-related devices. The most 

famous examples are thin film solar cells and detectors. Poly-crystal CdTe solar cell is one of the 

major markets in thin film solar cell technologies. Also, CdTe can be alloyed with either mercury 

(Hg) or zinc (Zn) to make HgCdTe or CdZnTe for infrared, x-ray and gamma ray detectors.  
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3 Experimental Setup 

3.1 Deposition and Growth of Films 

3.1.1 Introduction 

 A thin film is defined as a layer of material that is fabricated by the deposition of atoms 

on a substrate. The thickness range of thin films is from a nanometer to several micrometers. It is 

well known that the growth of thin films starts with a random nucleation process related to 

various deposition conditions such as substrate temperature, deposition rate, and gas conditions. 

Also, the film properties, such as chemical composition or structures, can be controlled by the 

deposition conditions [58]. Generally, thin films have unique properties that cannot be found in 

bulk materials. Figure 6 shows typical deposition methods of thin films [58]. The deposition 

methods can be divided into two processes: (1) physical vapor deposition (PVD) and (2) 

chemical vapor deposition (CVD). Among the factors that distinguish PVD from CVD are the 

following [59]: 

(1) Reliance on solid or molten sources, as opposed to, generally, gaseous precursors in CVD 

(2) The physical mechanisms by which source atoms enter the gas phase 

(3) A reduced pressure environment through which the gaseous species are transported 

(4) The general absence of chemical reactions in the gas phase and at the substrate surface   

 

The PVD process has two categories: (1) thermal evaporation and (2) sputtering. Again, thermal 

evaporation is divided into six categories: (1) vacuum evaporation (2) pulsed laser deposition 

(PLD) (3) molecular beam epitaxy (MBE) (4) ion plating (5) activated reactive evaporation 

(ARE) and (6) ionized cluster beam deposition (ICBD). Special features of deposition processes 
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for evaporation, sputtering, and CVD are discussed in reference [59]. Among these categories, 

sputtering and MBE are described in detail in the following subsections. 

 

Figure 6 Typical deposition methods of thin films. 

 

 In general, atoms from the vapor phase condense on the substrate, diffuse, coalesce, and 

form nuclei. The nuclei grow, coalesce and eventually form a continuous film. Basically, there 

are three different modes (see Figure 7) of thin film growth after the initial nucleation process 

[59]. The first mode is island growth (or Volmer-Weber) which occurs when the first atomic 

layer nucleates on the substrate and grows in three dimensions. In this case, the free surface 

energy of the substrate (γsubstrate) is smaller than that of the overlayer (γoverlayer) and the interface 

(γinterface) for island growth, i.e. γsubstrate < γoverlayer + γinterface. The second mode is layer-by-layer 

(or Frank-Vander Merwe) which occurs when the first atomic layer nucleates on the substrate 

and grows in two dimensions, resulting in the formation of planar sheets. In this case, the free 

surface energy of the substrate (γsubstrate) is larger than that of the overlayer (γoverlayer) and the 

interface (γinterface), i.e. γsubstrate < γoverlayer + γinterface [60]. MBE is one technique which can produce 

this growth mode. The third mode is Stranski-Krastanov, which is an intermediate combination 



29 

 
 

of the island growth mode and the layer-by-layer mode. In other words, this can have the 

formation of islands on top of the first layer. These three basic growth modes are shown 

schematically in Figure 7. 

 

Figure 7 Three basic growth modes at surfaces. The growth mode depends on the surface, 
interface, and volume energies. 

 

3.1.2 RF Magnetron Sputtering 

 All ITO films reported on in this thesis as material research and as a contact layer for 

single crystal CdTe solar cells were deposited onto fused quartz and CdTe/Si(211) substrates by 

radio-frequency (r.f. or RF) magnetron sputtering. Sputtering is extensively used in the 

semiconductor industry to deposit thin films of various materials for many different applications 

such as integrated circuits, thin film sensors, solar cells, and contact metals of transistors. 

Sputtering has many advantages compared to the other deposition methods such as thermal 

evaporation and CVD. It can give high deposition rates with high purity, good stoichiometry, and 

excellent uniformity across large area substrates. Also, it gives strong adhesion for films of 

metals, alloys or compounds [61]. Historically, W. R. Grove was the first to study what came to 
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be known as “sputtering” in 1852 [62]. He sputtered from the tip of a wire held close to a silver 

surface at a pressure of about 0.5 Torr, and had a deposit on the silver surface when it was the 

anode of the circuit. The deposit showed a ring structure, but he didn’t check it further. The 

principle of the sputtering process is basically simple. Ever present free electrons are accelerated 

away from a negatively charged target and gas ions (typically Ar+) are created in a glow 

discharge plasma confined near the target. After that, the solid surface of a negatively biased 

target is bombarded with these energetic Ar+ ions, and surface atoms of the target are sputtered 

due to collisions between the surface of the target and the energetic Ar+ ions. The sputtered 

atoms are deposited on a substrate and form a thin film. Normally, we observe a purple glow in 

the chamber during sputtering because free electrons can also recombine with gas ions (typically 

Ar+) leading to photon emission.     

 Several types of sputtering systems are used in practice. The simplest system is a DC 

diode sputtering system consists of a cathode (target) and an anode (substrate support) placed on 

two parallel electrodes. However, if the space between cathode and anode is too small or the Ar 

pressure in the chamber is too low, the discharge (plasma) cannot be sustained. If the target-

substrate spacing is ~10 cm, several tens of mTorr are necessary to maintain the plasma. In this 

case, the mean free path of the atoms is extremely short under this pressure, as shown by the 

following equation: 

𝑙 =
𝐾𝐵𝑇

√2𝜋𝑑2𝑝
                                                                  (3.1) 

 

where KB is the Boltzmann constant, T is the absolute temperature, p is the pressure, and d is the 

distance between the target and substrate. Thus, high chamber pressure gives a low deposition 
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rate because the probability of ionization is low. In fact, the sputtering rate is inversely 

proportional to the target-substrate spacing and chamber pressure. In order to produce lower 

chamber pressure and improve sputtered film yields, magnetron-type sputtering was introduced 

in the 1970’s. This application led to 100 times higher deposition rate under low chamber 

pressure (~103 torr). A magnetic field is parallel to the cathode surface that constrains the 

electrons into cycloidal motion (see Figure 8(a)). Secondary electrons generated during Ar+ ion   

 

Figure 8 Sputtering target configuration: (a) schematic top view and cross section of a 
magnetron (b) ITO target with a race-track. The red circles indicate nodules that are one of the 
major issues of the film quality as the time of usage of the target is increased.  

 

bombardment drift along the magnetic field lines due to the E × B Lorentz force with a drift 

velocity of E/B [58, 63]. Eventually, this causes a circular erosion pattern, known as a “race-

track”, on the target surface as shown in Figure 8(b). Although magnetron sputtering improves 

the sputtering rate, DC sputtering cannot be used for depositing a ceramic target (insulator or 

dielectrics) because the insulator target will cause charge buildup and a discharge cannot be 

sustained. So, an RF source (13.56 MHz) is applied to the target to prevent this charge buildup. 

A matching network is used to transfer the power to the plasma. In general, both electrons and 

ions can follow the switching of the voltage at low frequency (< 100 kHz), but heavy ions cannot 
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follow this at high frequency (> 1 MHz) and the target becomes negatively biased, ions are 

accelerated towards the target similarly to DC sputtering. Figure 9 shows a schematic diagram of 

an RF sputtering system. 

 

Figure 9 Schematic diagram of an RF sputtering system. After ionization of Ar atoms, the ions 
accelerate to the target and eject the target atoms to deposit on the substrate.  

 

 The RF magnetron sputtering system used here is shown in Figure 10. It is a custom 

designed unit referred to as (MPL-S) and the system is located at Microphysics Laboratory at 

UIC. The base pressure of the chamber is typically ~ 9.0×10-8 Torr, and there are a total of four 

sputtering guns: three are for 2-inch diameter targets and one is for a 1.3-inch diameter target. 

The distance between the surface of the substrate and the target is about 15 cm. The substrate 

holder can be rotated with various rotation speeds and the temperature of the holder can be 

increased to over 750°C. The normal RF power of the system is 120 Watt and the typical Ar gas 

flow, monitored with a mass flow controller (MFC), is 10 sccm. Figure 11 shows a schematic 

diagram of the system. 
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Figure 10 RF magnetron sputtering system (MPL-S) at MPL at UIC: (a) Viewpoint away from 
chamber (b) Top view of inside of the chamber.   

 

 

Figure 11 Schematic diagram of RF sputtering system at MPL.  
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3.1.3 Molecular Beam Epitaxy (MBE) 

 Epitaxy refers to the deposition of a single crystal film on top of a crystalline substrate. It 

can be either homoepitaxy or heteroepitaxy depending on the composition between the film and 

substrate. Molecular beam epitaxy (MBE) is used to grow epitaxial thin films of a wide variety 

of materials, ranging from semiconductors to metals and insulators. In MBE, atomic or 

molecular beams in an ultra-high vacuum environment are incident on a heated substrate, and the 

arriving atoms migrate on the surface with enough kinetic energy to form a crystalline layer. A 

slow growth rate (typically about 1 μm/h) also makes these impinging atoms or molecules 

produce epitaxial layers by increasing the time for the migration, eventually resulting in the 

formation of planar sheets under the layer-by-layer growth mode. As a result, a single crystal 

epilayer grown on a single crystal substrate has a very smooth surface. 

 Historically, MBE was invented in the late 1960s by J. R. Arthur and A. Y. Cho [64] and 

became widely used in the early 1980s [65]. With the development of surface analysis tools, the 

aspects of ultra high vacuum (UHV), low growth rate, and ultra-pure source material provided 

the high material quality of the films, let to MBE becoming one of the most important growth 

techniques for device applications in the semiconductor industry. In general, MBE can be 

distinguished from other techniques by following features: 1) ultra high vacuum (UHV) 

environment (typically 10-9 Torr or lower at room temperature) which results in a very clean 

environment for the substrate and films with minimal contamination; 2) relatively low growth 

rate and temperature with rotation for precise control of composition; 3) ultra high purity (up to 

7N or 99.99999% purity) source material with precise control of fluxes; 4) in-situ growth 

characterization tools such as reflection high energy electron diffraction (RHEED); 5) cryopanels, 
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which reduce radiative heating of the chamber and reduce the pressure in the vicinity of the 

substrate surface [64, 66]. 

 In the MBE system it is very important to know the impingement rate of gas molecules 

on the substrate surface for good epitaxial growth. This rate, also known as flux (J), can be 

expressed as follows [64]: 

𝐽 =
𝑑𝑛
𝑑𝑡

=
𝑃

√2𝜋𝑚𝑘𝑇
𝑐𝑚−2𝑠−1                                                 (3.2) 

 

where n is the number of gas molecules impinging on unit area of surface, P is the gas pressure, 

m is the mass of a gas molecule, k is the Boltzmann constant and T is the absolute temperature. If 

the mass of a gas molecule m is converted to molecular weight M in g, the flux at the substrate 

can be determined from the vapor pressure of the gas [64]. 

     

𝐽 = 3.5 × 1022
𝑃

√𝑀𝑇
𝑐𝑚−2𝑠−1                                                   (3.3) 

 

We can use this equation to calculate the minimum time needed to deposit one monolayer on the 

surface of the substrate, assuming that all the arriving atoms or molecules adhere to the surface. 

For example, if CdTe (molecular weight 240 g) is grown at a pressure of 10-6 Torr, the flux will 

be roughly 1.3×1014 cm-2s-1 at room temperature. Given that the number of atoms in a cm2 of the 

cube face of Si is about 3.2×1014, approximately 2 seconds is required to grow the monolayer of 

CdTe on the Si substrate. The vapor pressure, as a function of source temperature, for CdTe, Cd, 

and Te2 can be obtained experimentally [3] or by the empirical Antoine equation [67].  
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Figure 12 Top view of the Compact 21 MBE system located at EPIR Technologies used for this 
thesis. The loading chamber is located below the buffer chamber. 

 

 The MBE work here has all been performed using the RIBER Compact 21 system at 

EPIR Technologies, Inc. in Bolingbrook, IL. Figure 12 shows a diagram of the Compact 21 

MBE system. The main chamber and the buffer chamber are pumped by cryopumps in order to 

achieve UHV while the loading chamber, which is located below the buffer chamber, is pumped 

by a turbo pump. The degas oven for outgassing of the substrate prior to transfer into the main 

chamber is directly connected to the buffer chamber. A linear retractable flux gauge (an 

ionization gauge) and a residual gas analyzer (RGA or mass spectrometer) are installed to the 
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main chamber for flux measurement and background gas analysis for hydrogen, water, oxygen, 

and carbon dioxide. Also, a RHEED system is used for surface characterization of the epitaxial 

layers during MBE growth. An arsenic cracker (500V-As valved cracker) is used to crack As4 

into As2 for a passivation layer of CdTe growth or doping study. We will discuss arsenic as a p-

type dopant in section 4.3. A model RF 4.5 plasma source (SVT Associates) is used for the 

nitrogen flux, which is useful for nitrogen plasma doping of ZnTe or CdZnTe [68]. The source 

material can be loaded into a crucible (pyrolytic boron nitride or PBN, 60 cc or 35 cc volume) 

and heated by coils around the outside. 

Figure 13 shows some key components of the Compact 21 system. Typically, a graphite 

platen is used as a holder for the 3-inch silicon substrates. Mechanical shutters make it possible 

to rapidly change the flux by blocking the outputs of the effusion cells. This feature is very 

important, especially, when a binary compound like ZnTe is grown by the migration enhanced 

epitaxy (MEE), which requires the change of Zn and Te fluxes alternately.  
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Figure 13 Schematic cross-section of the RIBER Compact 21 MBE system with some key 
components labeled. The system is under UHV and a main shutter for the silicon substrate is 
located below the rotatable holder.  



39 

 
 

3.2 Device Fabrication 

 One of the goals for this research is to develop high efficiency single crystal CdTe-based 

solar cells. Figure 14 shows a schematic diagram of a single-junction single-crystal CdTe-based 

solar cell grown by MBE on a heavily p-type doped Si substrate. The major goals of this single 

crystal CdTe solar cell are to achieve high crystal quality with well-controlled doping levels for 

both n- and p-type CdTe layers on Si substrates and to make low resistance ohmic contacts to the 

front and back of the device. We used a heavily p-type doped (ρ < 0.005 Ω cm) Si(211) substrate 

on which was grown a single crystal CdTe layer. A thin ZnTe buffer layer was applied to 

minimize the lattice mismatch between the Si substrate and the CdTe layer. P-type CdTe layer 

was grown on the ZnTe/Si(211) substrate system using an arsenic cracker for As2 to dope the 

CdTe p-type. After that, n-type CdTe layer was added by three different ways before and after 

dopant activation annealing process of the As doped CdTe layer. Finally, ITO and aluminum (Al) 

were used as front and back contacts, respectively.  

 

Figure 14 Schematic diagram of single crystal CdTe homojunction solar cell. Arsenic was used 
for p-type CdTe and indium was used for n-type CdTe. 
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3.2.1 In-situ Homojunction Structure 

 

Figure 15 Growth and patterning process diagram for in-situ homojunction structure of CdTe 
solar cell. Activation (Hg) indicates activation anneal under mercury ambient.  

 

First of all, a modified RCA cleaning process was applied to heavily p-type doped Si(211) 

wafers (3-inch diameter) [69], and a thin oxide on the Si surface was thermally removed in UHV 

at approximately 850°C prior to growth. After exposing the substrate to As to form a monolayer 

of As on Si(211) for passivation, a thin ZnTe buffer layer was grown. After that, about 5 μm 

CdTe:As layer for p-type was grown using an arsenic cracker and 0.2 μm CdTe:In layer for n-

type was grown on CdTe:As/ZnTe/Si(211) using an In cell (410°C). In order to activate CdTe:As 

layers after dicing, a two-step anneal (see section 4.3) was implemented before ITO (5% SnO2) 

deposition for a front contact. Inductively coupled plasma (ICP) dry etching with Ar gas was 

applied to isolate each cell after patterning by photolithography, and then Al (1.5 μm) was 

deposited in the e-beam chamber for a back contact. 
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3.2.2 Diffusion Structure 

 

Figure 16 Growth and patterning process diagram for diffusion structure of CdTe solar cell. 
Activation (Hg) indicates activation anneal under mercury ambient. 

 

 A disadvantage of in-situ homojunction structure of CdTe solar cell device is that indium 

possibly can diffuse through the whole CdTe:As layer during the activation annealing process at 

a high temperature. A diffusion structure for the CdTe solar cell device could avoid this issue, as 

described here. From the modified RCA cleaning process to the growth of the CdTe:As layer,  it 

follows the identical process with that of the in-situ homojunction structure. However, the 

activation anneal was implemented on the diced samples before In (12 Å) and ITO (200 nm) 

depositions in the sputtering system. The depositions were performed at much lower temperature 

(maximum at 300°C) than the activation anneal. The rest of the process steps, i.e. 

photolithography, ICP dry etching, and Al (1.5 μm) back contact deposition were the same as 

those of the in-situ homojunction structure of the CdTe solar cell device.   
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3.2.3 Re-growth Structure 

 

Figure 17 Growth and patterning process diagram for re-growth structure of CdTe solar cell. 
Activation (Hg) indicates activation anneal under mercury ambient. 

 

 A re-growth structure is another possible way to make a CdTe solar cell device. One 

advantage of this process is to grow a single crystal CdTe:In layer as an emitter, where it may 

give a more uniform doping layer and fewer defect states compared to the diffusion structure. 

Again, the same process steps as the diffusion structure up to activation annealing process under 

Hg overpressure were used. After that, the samples were etched in Br:MeOH solution (0.2 %) to 

remove the surface layer (~ 0.2 μm) before loading onto a molybdenum platen for the re-growth 

process. A thin Te layer from etching can be desorbed at a higher temperature (over 300°C) step 

prior to growth of the CdTe:In layer (0.2 μm ) at a standard growth temperature. The rest of the 

process, i.e. photolithography, ICP dry etching, and Al (1.5 μm) back contact deposition is the 

same as those of the previous two device structures.   
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3.3 Characterization 

3.3.1 X-Ray Diffraction (XRD) 

 XRD is a widely used non-destructive technique capable of obtaining information 

regarding crystal structure, defects such as strain or dislocation density, grain size, and 

composition. In XRD, Bragg’s law is central to understand the conditions for diffraction. It can 

be expressed: 

𝑛𝜆 = 2𝑑𝑠𝑖𝑛𝜃                                                           (3.4) 

 

where n is the order of reflection, λ is the x-ray wavelength, d is the distance between crystal 

planes, and θ is the angle of incoming x-rays with respect to the crystal plane. In practice, it is 

useful to recast this equation using Miller indices (hkl). 

𝜆 = 2𝑑(ℎ𝑘𝑙)𝑠𝑖𝑛𝜃                                                                (3.5) 

 

In Equation (3.5), 𝑑(ℎ𝑘𝑙)  can be obtained with a lattice constant a for a cubic (zinc-blende) 

structure by following Equation (3.6). 

1
𝑑(ℎ𝑘𝑙)
2 =

(ℎ2 + 𝑘2 + 𝑙2)
𝑎2

                                                        (3.6) 

 

Because single crystal layers are grown and analyzed by XRD in this thesis, for example 

CdTe/Si, it is important to understand the orientation of two crystallographic planes. The angle 

between two planes with Miller indices is given by 
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cos 𝜃 =
(ℎ𝐻 + 𝑘𝐾 + 𝑙𝐿)

�(𝐻2 + 𝐾2 + 𝐿2)(ℎ2 + 𝑘2 + 𝑙2)
                                       (3.7) 

 

where (hkl) defines the first plane and (HKL) defines the second plane. Table 6 shows some 

angles (in degrees) between several common planes.  

 100 110 or 101 010 or 001 
100 0 45 90 
011 90 60 45 
111 54.7 35.3 54.7 
211 35.2 30 65.9 
311 25.2 31.4 72.4 

Table 6 The angles between planes for several common combinations in degrees. 

 
 In high resolution XRD (HRXRD), it is common to use the double crystal rocking curve 

(DCRC or omega scan) to study defects such as dislocation density. The incident angle, ω, is 

defined between the incident x-ray beam and the crystal plane whereas the diffracted angle, 2θ, 

is defined between the incident x-ray beam and the detector position. In the double-axis mode 

that the detector does not discriminate between different diffraction angles 2θ, the sample is 

rotated about its omega axis for a rocking curve with fixed 2θ. The shape of the DCRC depends 

on a number of factors including various defects, sample curvature, and the imperfect nature of 

the source [67]. There are two functional forms related to the mechanism of broadening of the 

rocking curve; 1) Cauchy Lorentz function 2) Gaussian function. However, it can be assumed 

that the broadening is estimated from only Gaussian contributions [70]. Equation (3.8) shows the 

Gaussian function with full width at half maximum (FWHM) equal to β [66]:   

𝐼(𝜃) = 𝐼(𝜃0)𝑒
−4 ln(2)(𝜃−𝜃0)2

𝛽2                                                     (3.8) 
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Here, β can be determined by the following Equation: 

𝛽2 = 𝛽02 + 𝛽𝑖2 + 𝛽ℎ2 + 𝛽𝑟2 + 𝛽𝛼2 + 𝛽𝜀2                                             (3.9) 

 

where 𝛽0 and 𝛽𝑖 are due to the intrinsic source and instrumental filtering, 𝛽ℎ is due to sample 

thickness, 𝛽𝑟 is due to sample curvature, 𝛽𝛼 is due to sample low-angle grains, and  𝛽𝜀 is due to 

sample dislocation strain. Some detailed information can be found in S. Fahey’s thesis [66] with 

an estimated value for CdTe/Si. 

  Another useful application of XRD is to determine the grain or crystallite size in 

polycrystalline films. When the size of the individual crystals is greater than 100 nm, the term 

“grain size” is used, and the term “crystallite size” is more precise when the size is less than 100 

nm [71]. However, it is common to use the term “grain size” for the polycrystalline films even if 

the size is less than 100 nm. In XRD and crystallography, the grain size can be obtained by the 

Scherrer equation [72]: 

𝜏 =
𝐾𝜆

𝐵 cos 𝜃
                                                                  (3.10) 

 

where τ is the grain size, K is a shape factor (a typical value is 0.9), λ is the x-ray wavelength, B 

is the line broadening at FWHM (in radians), and θ is the Bragg angle. It should be noted that 

this equation is more difficult to apply to grains larger than about 100 nm due to a line 

broadening issue of the FWHM. The upper limit can approach about 200 nm [71]. There are also 

other techniques to measure the grain size of the polycrystalline films including electron 

microscopy, atomic force microscopy (AFM), and transmission measurement [73]. 
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 In this thesis the XRD equipment used was a Bede D1 system (Cu Kα, λ = 1.5406Å) 

capable of both single crystal and polycrystalline film measurements. With the operating 

conditions of the x-ray tube set to 45kV and 35mA, the rocking curve for the crystal quality of 

the single crystal films was performed under HRXRD mode whereas the θ-2θ scan for the 

FWHM on the polycrystalline films was performed under polycrystalline mode.  

 

3.3.2 Atomic Force Microscopy (AFM) 

As one of the scanning probe microscopy (SPM) techniques in which the interface 

between a probe and a sample is monitored for the surface images while a sharp probe is scanned 

across the surface of the sample, atomic force microscopy is a very high-resolution type of SPM 

for the surface characteristics along with scanning tunneling microscopy (STM) which uses a 

tunneling effect between a probe tip and the sample surface by the following relationship [74]: 

𝐼𝑇 ∝ 𝑉𝑒−𝑐�𝜙𝑑                                                              (3.11) 

 

where IT is the tunneling current, V is the bias between tip and sample, c is a constant, ϕ is the 

surface work function, and d is the distance between the tip and sample. Historically, STM was 

first developed at International Business Machines Corporation (IBM) in the early 1980s, but the 

limitation of requiring a large current density between the tip and sample, especially non-

conductive samples, pushed a new type of microscope capable of investigating surfaces of 

insulators on an atomic scale. AFM was developed in 1986 by Binning, Quate, and Gerber in a 

collaboration between IBM and Stanford University [75]. AFM measures the forces between a 

sharp probe and surface at very short distance with a feedback process, operating in one of three 
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modes; contact mode, non-contact mode, or tapping mode. In contact mode the tip is scanned 

across the sample under very short range repulsive forces between the tip and sample. Either 

height or force can be kept constant in this mode. The contact mode can be done quickly atomic 

resolution for topography (height) images, but there is a risk of damage to the tip and sample. 

Normally, a silicon nitride probe is used. In the non-contact mode the tip is scanned across the 

sample with an attractive force between the tip and sample. The interaction between the tip and 

sample is minimized in this mode, so there is less risk of damage, but the lateral resolution is low. 

Three different images can be obtained in this mode; amplitude of the oscillation at any given 

point, phase of the oscillation relative to the driving frequency phase, and height of the tip 

relative to the sample surface [67]. In this mode, a silicon probe is used. The tapping mode is 

most commonly used. In this mode, the cantilever is made to oscillate at its resonant frequency 

and constant amplitude is used. This gives high resolution, but a relatively slow scan speed. It 

can also give three different images like the non-contact mode. Example data for these three 

different images of an ITO sample is shown in Figure 18. The atomic forces depend on the 

distance between the tip and sample and are shown in Figure 19 for the three different modes. 

 

Figure 18 Height, Phase, and Amplitude data for 0.5 μm × 0.5 μm AFM scan of ITO sample 
which is annealed at 400°C for 30 min.   
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Figure 19 Inter-atomic forces vs. distance curve for AFM operation. The force (F) between the 
tip and sample can be described using Hooke’s law where k is a spring constant of the cantilever 
and x is a cantilever deflection.    

 

In this thesis the AFM used under the tapping mode was a Dimension 3100 Nanoscope 

3D manufactured by Veeco (Bruker).  

 

3.3.3 Hall Measurements 

 The Hall effect was discovered by Edwin Hall in 1897 [76], and it was found to be a 

consequence of the forces that are exerted on moving charges by electric and magnetic fields. 

This is a very important technique to investigate the electrical properties of semiconductors. For 

instance, it is used to distinguish whether a semiconductor is n-type or p-type and to measure the 

majority carrier concentration and mobility. 
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The Lorentz force with the electric field driving the current is a key point of the Hall 

effect.   

𝐹⃗ = 𝑞𝐸�⃗ + 𝑞𝜈⃗ × 𝐵�⃗                                                            (3.11) 

 

Let’s say that a current I flows along the x-axis of the sample from left to right and a magnetic 

field B is applied along the z-axis. In the steady state, two equations can be derived. 

𝐸𝑦 = 𝑣𝑥𝐵𝑧                                                                   (3.12) 

 

𝑉𝐻 = 𝐸𝑦𝑊                                                                  (3.13) 

 

where W is the width of the sample. 𝑉𝐻 is known as the Hall voltage. Using the drift velocity and 

the hole current density 𝐽, we can derive the following equation: 

𝐸𝑦 = 𝑣𝑥𝐵𝑧 =
𝐽𝑥
𝑞𝑝

𝐵𝑧 = 𝑅𝐻𝐽𝑥𝐵𝑧                                                   (3.14) 

 

where 𝑅𝐻 = 1/𝑞𝑝 is called the Hall coefficient. In this case, the Hall coefficient is related to the 

fundamental charge 𝑞 and the hole concentration 𝑝. This value will be negative for an n-type 

semiconductor. So, the carrier concentration can be derived by measurements of the Hall voltage, 

magnetic field, current (I), and the thickness (t) of the sample. 

𝑅𝐻 =
𝐸𝑦
𝐽𝑥𝐵

=
(𝑉𝐻/𝑊)
(𝐼𝐵/𝑊𝑡)

=
𝑉𝐻𝑡
𝐼𝐵

                                                 (3.15) 
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The mobility 𝜇𝑝 can also be derived by measurements of the Hall coefficient and the resistivity ρ 

of the sample.  

𝜌 =
𝑅𝑊𝑡
𝐿

=
𝑉𝑥/𝐼𝑥
𝐿/𝑊𝑡

                                                          (3.16) 

 

𝜎 = 𝑞𝜇𝑝𝑝 =
1
𝜌

                                                                 (3.17) 

 

where L is the length of the sample and σ is the conductivity of the sample.  

 In the mid 1950s, L. J. van der Pauw developed unique techniques that are widely used to 

determine the mobility and carrier concentration. The resistivity and Hall mobility for a flat 

sample of arbitrary shape will be discussed here [77], but it can be simplified for a square sample. 

For a flat and conductive sample of arbitrary shape, the contacts can be labeled A, B, C and D in 

a counter-clockwise order. We can define the resistance RAB,CD as the potential difference 

between D and C per unit current through the contacts A and B. Similarly, we can define RBC,DA. 

With these two, the following relation can be obtained based on van der Pauw’s new method:  

𝑒𝑥𝑝 �−𝜋𝑅𝐴𝐵,𝐶𝐷
𝑑
𝜌
� + 𝑒𝑥𝑝 �−𝜋𝑅𝐵𝐶,𝐷𝐴

𝑑
𝜌
� = 1                                   (3.18) 

 

where ρ and d are the resistivity and thickness of the sample, respectively. This can be rewritten 

with respect to ρ:  

𝜌 =
𝜋𝑑
ln 2

�𝑅𝐴𝐵,𝐶𝐷 + 𝑅𝐵𝐶,𝐷𝐴�
2

𝑓 �
𝑅𝐴𝐵,𝐶𝐷

𝑅𝐵𝐶,𝐷𝐴
�                                         (3.19) 
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where f is a function of the ratio RAB,CD/RBC,DA and satisfies the following relation,  

𝑅𝐴𝐵,𝐶𝐷 − 𝑅𝐵𝐶,𝐷𝐴

𝑅𝐴𝐵,𝐶𝐷 + 𝑅𝐵𝐶,𝐷𝐴
= 𝑓 × 𝑎𝑟𝑐𝑐𝑜𝑠ℎ �

𝑒𝑥𝑝(ln 2/𝑓)
2

�                                 (3.20) 

 

The f goes to one if RAB,CD and RBC,DA are same, i.e. the sample shape is square. So, the resistivity 

can be obtained by measuring RAB,CD, RBC,DA, and the thickness of the sample. The Hall mobility 

is then given by 

𝜇𝐻 =
𝑑
𝐵
𝛥𝑅𝐵𝐷,𝐴𝐶

𝜌
                                                             (3.21) 

 

where B is the magnetic field and 𝛥𝑅𝐵𝐷,𝐴𝐶 is the change of 𝑅𝐵𝐷,𝐴𝐶 due to B. It is common to use 

reciprocal and reverse polarity measurements in order to improve the accuracy of the resistance 

measurement [78]: 

𝑅𝐴𝐵,𝐶𝐷 =
𝑅𝐴𝐵,𝐶𝐷 + 𝑅𝐶𝐷,𝐴𝐵 + 𝑅𝐵𝐴,𝐷𝐶 + 𝑅𝐷𝐶,𝐵𝐴

4
                                (3.22) 

 

𝑅𝐵𝐶,𝐷𝐴 =
𝑅𝐵𝐶,𝐷𝐴 + 𝑅𝐷𝐴,𝐵𝐶 + 𝑅𝐶𝐵,𝐴𝐷 + 𝑅𝐴𝐷,𝐶𝐵

4
                                (3.23) 

 

 A commercially available Ecopia HMS-3000 system was used in this work. The 

magnetic field strength was fixed as 0.55T and the input current was variable from 1nA to 10mA. 

All samples were mounted on an Ecopia spring clip board (SPCB-1). Ohmic contacts were 

fabricated with graphite, ITO, or In to the corners of each sample.   
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3.3.4 Spectrophotometry 

 Spectrophotometry is the quantitative measurement of the transmission or reflection 

properties of a material as a function of wavelength. Many material properties related to optics 

can be determined by a spectrophotometer; direct bandgap, material thickness, or index of 

refraction. The bandgap calculation by transmission and reflection measurements is shown in the 

section of ITO optical properties (subsection 2.1.4). For the thickness measurement of materials, 

Snell’s law is useful with the constructive and destructive interference of light reflected from 

various layers of the films. If incident light from air (assuming index of refraction is 1) passes 

through the film at an angle θ1 from the normal of the boundary and is refracted with an angle θ2, 

and then reflected at the interface with the next layer, the interference equation can be derived 

after a simple trigonometric calculation. 

 

 
Figure 20 Thin film interference diagram.    
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sin𝜃1
sin 𝜃2

=
𝑛2
𝑛1

                                                                 (3.24) 

 

2𝑛2𝑡 cos 𝜃2 = 𝑚𝜆                                                            (3.25) 

 

where t is the thickness of the film and m is the order number. In practice, it is common to use 

the interference peaks and valleys by the following equation. 

  

𝑡 =
∆𝑚

2�𝑛22 − (sin𝜃1)2
×

1

� 1
𝜆2
− 1
𝜆1
�

                                            (3.26) 

 

where Δm is the number of peaks in the wavelength range used for calculation and λ1 and λ2 are 

the start and end wavelengths in the wavelength range used for calculation. The index of 

refraction for a material can be obtained by an empirical formula for the II-VI compounds [79]: 

𝑛 = �𝐴 +
𝐵𝜆2

𝜆2 − 𝐶2
                                                          (3.27) 

 

where λ is the wavelength in microns, A = 5.68, B = 1.53, and C2 = 0.366 as the best values of 

the parameters for CdTe. 

 In this thesis a UV/visible/NIR spectrophotometer (Perkin Elmer Lambda 950) was used 

to measure the transmission and reflection of the samples. This system uses a tungsten-halogen 

lamp source for the visible/NIR wavelength range and a deuterium lamp source for the 

ultraviolet wavelength range, so it is able to scan wavelengths from 250 nm up to 3,300 nm. 
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Figure 21 Schematic diagrams of an integrating sphere; (a) transmission measurement (b) 
reflection measurement.  
 
As a measurement accessory, an integrating sphere is used to determine the total transmission 

and reflection of the samples. Basically, this is a detector designed to measure light at a broad 

angle including transmitted, refracted, and scattered light inside the sphere as shown in Figure 21. 

A universal reflectance accessory (URA) can be used for measurements of the total reflectance, 

where it allows the incident angle of the light to be changed automatically. 

 

3.3.5 X-Ray Photoelectron Spectroscopy (XPS) 

 X-ray photoelectron spectroscopy was developed in the mid-1960s by Kai Siegbahn and 

his research group at the University of Uppsala in Sweden [80]. This technique is also known as 

electron spectroscopy for chemical analysis (ESCA), and its principle mechanism of operation 

relies on the photoelectric effect. When a material is irradiated with electromagnetic radiation, 

electrons may be excited to higher electronic states, and can escape from the material if they 
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have enough energy to overcome the work function of the specimen. This process is called 

photoemission and the ejected electrons are called photoelectrons. Figure 22 shows a schematic 

of the energy levels of the sample and spectrometer [81]. The binding energy 𝐸𝐵𝐹 of the sample 

can be obtained based on the following equations. 

  
𝐸𝐾𝑆 = 𝐸𝐾 + �𝜙𝑠𝑝𝑒𝑐 − 𝜙𝑠�                                                      (3.28) 

 

ℎ𝜐 = 𝐸𝐵𝐹 + 𝐸𝐾 + 𝜙𝑠𝑝𝑒𝑐                                                        (3.29) 

 

 

Figure 22 Schematic of the relevant energy levels for binding energy measurement. The sample 
and spectrometer are in electrical contact and their Fermi levels are in equilibrium. 

 

where ℎ𝜈 is the energy of the photon, 𝜙𝑠𝑝𝑒𝑐 and 𝜙𝑠 are the work functions of the spectrometer 

and sample, respectively, 𝐸𝐾𝑆 is the electron kinetic energy at the sample surface which is defined 
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as 𝐸𝐾 inside the spectrometer. Note that the binding energy of the sample is associated with the 

excited electron in a particular orbital which can uniquely identify elements and chemical states. 

 It is well known that XPS is a surface sensitive technique, which can be understood from 

the famous ‘universal curve’ which indicates that the inelastic mean free path (IMFP) of 

photoelectrons, with kinetic energy typically between 10 eV to 1000 eV, is less than 3 or 4 nm 

[82]. Furthermore, the photoemission intensity 𝐼𝑠 of photoelectrons ejected from a depth d below 

the sample surface is given by the following equation [83]:  

𝐼𝑠 = 𝐼0𝑒𝑥𝑝 �−
𝑑
𝜆
�                                                              (3.30) 

 

where 𝐼0 is a intensity at the surface of the sample, λ is the IMFP. Equation (3.30) shows that 95% 

of all electrons detected are generated with 3λ of the surface, so the typical depth d or attenuation 

length is from 3 to 9 nm. 

 Another key feature of XPS is related to data fitting (also called curve fitting) based on 

the photoelectron intensity as a function of binding energy. This gives chemical state information. 

In general, the Voigt function is the well-known functional form for the line shape of each 

component and is used for the fitting of core levels with a Shirley-type background. The Voigt 

function is a convolution of Lorentzian and Gaussian functions, where the Lorentzian part gives 

a peak broadening related to the finite lifetime of the photoelectron final state and the Gaussian 

part gives peak broadenings related to the instrument and x-ray source. The total resolution of the 

instrument associated with the total energy width ∆𝐸𝑡𝑜𝑡𝑎𝑙  of the core level peaks can be 

expressed with these broadenings. 
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∆𝐸𝑡𝑜𝑡𝑎𝑙 = �∆𝐸𝐿2 + ∆𝐸𝑥−𝑟𝑎𝑦2 + ∆𝐸𝑖𝑛𝑠𝑡𝑟𝑢𝑚𝑒𝑛𝑡2 �
1/2

                                  (3.31) 

 

where ∆𝐸𝐿 arises from the Lorentzian part (0.01 ~ 0.1 eV), ∆𝐸𝑥−𝑟𝑎𝑦 arises from the x-ray source 

width, and ∆𝐸𝑖𝑛𝑠𝑡𝑟𝑢𝑚𝑒𝑛𝑡 arises from the spectrometer such as an analyzer.   

 The XPS system used in this thesis was a SSX-100 spectrometer located at MPL at 

University of Illinois at Chicago. The system operates in UHV in order to minimize the 

interaction between the photoelectrons and background gas molecules. The system consists of an 

electron gun (operating at 10 kV), an aluminum anode (Al Kα, 1486.6 eV), a quartz crystal 

monochromator, a sample stage, a lens with a retarding potential to in-coming photoelectrons, a 

spectrometer, which is a concentric hemispherical analyzer, and a 4-wire detector. The take-off 

angle (i.e., the angle between the surface normal of the sample and spectrometer) is 53°, and the 

angle between the in-coming x-rays to the sample and the out-going photoelectrons to the 

spectrometer is 54.74°. 

 

3.3.6 Fourier Transform Infrared Spectroscopy 

 Fourier Transform Infrared Spectroscopy (FTIR) is used to obtain the infrared absorption, 

reflection, and emission spectra by Fourier transform of raw optical data (called an 

“interferogram”). Simply, a beam containing many frequencies of light illuminates the sample, 

and measures how much of the energy is absorbed. Afterwards, a computer is used to determine 

the absorption at each wavelength. This illustrates the difference between FTIR and 

UV/visible/NIR spectroscopy, which illuminates the sample with monochromatic radiation. 

Historically, FTIR began with the Michelson interferometer. This comprised a beam splitter, a 
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moving mirror, and a fixed mirror to determine the speed of light. The principle operation of the 

FTIR is as follows: 1) an interferogram, which is a record of the intensity as a function of path 

difference for the two beams of the interferometer, is generated. 2) a spectrum is obtained by the 

Fourier transform of the interferogram. Here, the intensity I(δ) can be transformed to the 

spectrum S(k), which depends only on 𝑘 = 2𝜋
𝜆

 [66].  

𝑆(𝑘) =
1

2𝜋
�(𝐼(𝛿) − 𝐼𝛿=0)𝑒−𝑖𝑘𝛿𝑑𝛿
∞

−∞

= 𝐅−1[𝐼(𝛿)]                               (3.32) 

 

in which  

  

𝐼(𝛿) = 𝐼𝛿=0 + � 𝑆(𝑘)𝑒𝑖𝑘𝛿𝑑𝑘
∞

−∞

= 𝐅[𝑆(𝑘)]                                     (3.33) 

 

where the first integral is the inverse Fourier transform and the second integral is the Fourier 

transform. In practice, especially for thickness measurement of the sample, the intensity versus 

wavenumber is used with the index of refraction of the sample for determining the sample 

thickness information after a background scan is performed without the sample and used to 

normalize the data.  

 In this work, a Nicolet 6700 FTIR spectrometer was used for the measurement of the 

thickness of CdTe samples. The approximate thickness t is given by 

  

𝑡 =
𝑁

2𝑛Δ𝜐
                                                                  (3.34) 
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where n is the refractive index of the sample, N is the number of fringes within a given spectral 

range, and Δ𝜐 is the spacing in cm-1 of consecutive maxima in the interference spectrum.  

 

3.3.7 Secondary Ion Mass Spectroscopy (SIMS) 

 Secondary ion mass spectroscopy is a technique used in material and surface sciences to 

determine the composition of films, and to analyze the concentrations of dopants or impurities by 

sputtering the sample with primary ions and collecting and analyzing ejected secondary ions. 

 

Figure 23 Schematic of the SIMS apparatus. The beam is usually swept across the surface of a 
sample in order to avoid crater edge effects.  

 

Figure 23 shows a schematic of the SIMS system [81]. A beam of primary ions (usually O-, O2
+, 

Cs+, or Ar+) is incident on the surface of a sample in UHV. Oxygen is used because it enhances 

the yield of electropositive elements such as Al and Si whereas Cs is used to enhance the yield of 

electronegative elements such as C and O. Typically 1 ~ 10 ions/atoms are usually ejected per 

primary ion, and the ejected (or sputtered) species are neutrals, or ions (called secondary ions), 
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both positive and negative, singly and multiply charged. The total secondary positive ion yield 

Y+ is given by        

𝑌+ = � 𝛼+(𝐸)𝑌(𝐸)𝑑𝐸

𝐸𝑚

0

                                                   (3.35) 

 

in which 

𝑌 = � 𝑌(𝐸)𝑑𝐸

𝐸𝑚

0

                                                             (3.36) 

 

where Y is the total yield, Y(E) is the energy spectrum, 𝛼+(𝐸) is the ionization probability, and 

𝐸𝑚 is the maximum energy of the sputtered particles [81]. It is noted that the ionization yield can 

be changed by three orders of magnitude for different species. The measured signal, I+ (counts/s), 

of a mono-isotopic element of mass A at a concentration CA is given by   

𝐼𝐴+ = 𝐶𝐴𝑖𝑃𝛽𝑇𝛼+(𝐸,𝜃)𝑌(𝐸, 𝜃)ΔΩΔ𝐸                                             (3.37) 

 

where ip is the primary beam current, 𝜃 and 𝐸 are the angle and pass energy of the detector, ΔΩ 

and Δ𝐸  are the solid angle and width of the energy filter, 𝛽  and 𝑇  are the sensitivity of the 

detector and the transmission of the system. 

 A SIMS system also includes a mass spectrometer, which usually consists of a 

quadrupole or magnetic sector. The mass/charge ratios of the secondary ions are used to 

determine the elemental or molecular composition of the sputtered film by following equation. 

𝑚
𝑞

=
𝐵2

2𝑉
𝑟2                                                                  (3.38) 



61 

 
 

where m/q is the mass-to-charge ratio, B is the magnetic flux density, V is the ion accelerating 

voltage, and r is the radius of curvature of the ion in the magnetic field [84]. 

There is a limitation of quadrupoles and magnetic sector instruments: the “one mass at a 

time” principle. In other words, it is turned to one single mass and all other ions are lost at a 

given time. The introduction of time-of-flight (TOF) mass analyzer overcomes this limitation. 

TOF-SIMS is a surface analytical technique that focuses a pulsed primary ion beam to ionize 

species from a sample surface. Generally, the flux of these primary ions is extremely low. As a 

result, the surface excitation leads to the emission of secondary ions in the uppermost monolayer. 

In a TOF mass analyzer, ions of the same energy that have different masses have different flight 

time towards the detector. Thus, a detection of all generated secondary ion species can be 

realized [85].     

 There are three SIMS analysis modes; static SIMS, imaging SIMS, and dynamic SIMS. 

The static SIMS mode is used to determine only the surface concentration of a sample. The 

imaging SIMS mode is similar to the static SIMS mode, but it can generate images or maps as 

the beam traces a raster pattern over the sample. The dynamic SIMS mode is used to generate 

sample depth profiles, so much higher energies are necessary for the higher ion flux. In this 

mode, the beam typically consists of O2
+ or Cs+ ions.    
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4 Experimental Results and Discussion 

4.1 The Effect of Post-Annealing on Indium Tin Oxide Thin Films 

4.1.1 Introduction 

For most optoelectronic devices such as flat panel-displays, light-emitting diodes and 

photovoltaic solar cells, transparent conducting oxide (TCO) thin films play an important role as 

a transparent electrode [86-88]. Although there are a large number of different TCOs including 

some multi-component oxides and ternary compounds, doped In2O3, ZnO, and SnO2 are the most 

common in practical use [14]. Especially, Sn-doped In2O3 (ITO) has been widely studied for 

over 40 years and is often preferred due to its excellent electrical and optical qualities [89]. 

Despite an extensive research effort into ITO and the other TCOs, significant questions remain 

regarding the effects that defects, growth conditions, and post treatment have on film properties 

[37, 90, 91]. Furthermore, the carrier concentration dependence of the bandgap shift (by 

Burstein-Moss effect and bandgap renormalization) is still not well understood for ITO films as 

well as for other TCOs due to a mismatch between theoretical models and experimental data [39, 

92]. Because the properties of conductivity and transmittance for most TCOs can be affected by 

carrier concentration, it is very important to understand the nature of dopants and defects, 

especially for high performance optoelectronic devices. In this section, we explore changes to the 

electrical and optical properties of ITO thin films deposited by magnetron sputtering due to post-

deposition annealing.  
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4.1.2 Experiments 

 ITO films were prepared on quartz substrates by radio-frequency (r.f.) magnetron 

sputtering using a 2-inch-diameter ITO target (10 wt. % SnO2). The ITO target was produced by 

Nikko Metals USA, Inc. (Chandler, AZ) and was 99.99% pure. All 16 substrates (12.7 mm×12.7 

mm each) were loaded on a single holder after a solvent clean (Acetone and IPA), and the system 

was pumped to 1.1×10-7 Torr with a turbo pump. Sputtering was performed in a custom designed 

unit, hitherto referred to as (MPL-S), at room temperature, in pure Ar, at a throttled pressure of 4 

mTorr and at 120 Watts (10 sccm Ar flow, pressure measured with a capacitance manometer). 

Substrate rotation was provided to enhance deposit uniformity. The ITO films were ex-situ 

annealed under nitrogen gas flow (~420 sccm) in a tube furnace at various temperatures from 

250 to 550°C for 30 min (two samples at each temperature). 

 The thickness of the ~150 nm films (the measurement uncertainty was ± 9 nm) was 

obtained using a stylus profilometer (Ambios Technology XP-1, the standard deviation of the ten 

measurements is ~10 Å for a 1 μm  film). The variation of thickness for the annealed films was 

less than ~7 nm (maximum 4 nm and minimum -7 nm) with respect to the thickness of the as-

grown films. The crystallographic structure of the as-grown and post-annealed ITO films was 

analyzed by X-ray Diffraction (XRD) using a Bede D1 system (Cu Kα, λ = 1.5406 Å). The film 

surface roughness (room mean square) was investigated with Veeco Dimension 3100 AFM in 

the tapping mode, and the surface roughness is the average value from five different locations on 

each sample. Room temperature Hall measurements were employed to determine the resistivity, 

mobility, and carrier concentration using the van der Pauw method, and the sheet resistance was 

measured using a four-point probe (surface resistivity meter SRM-232). Transmittance (T) and 

reflectance (R) were measured using UV/visible spectrophotometer (Lambda 950), and the direct 
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optical bandgap was calculated from the α2 versus hν (photo energy) plot using the optical 

absorption coefficient α based on the T and R. The chemical state and the Fermi level shift of the 

films were investigated by XPS (SSX-100 spectrometer), and all the XPS spectra in this section 

are referenced to C 1s peak at 284.5 eV with an accuracy of ± 0.1 eV (for SnO2 peak, ± 0.2 eV).    

 

4.1.3 Results and Discussion 

 Figure 24 shows the XRD patterns obtained from as-grown and annealed ITO thin films. 

The films were more crystallized after annealing with diffraction peaks corresponding to (222), 

(400), (440), and (622) planes. The most prevalent peak was related to the (222) plane indicating 

a preferential orientation along this direction. All diffraction peaks were shifted to larger angles 

after annealing, which implies that there was a change in the residual strain between the lattice 

planes [93]. Interplanar spacing and grain size (calculated using the Scherrer formula) along the 

[222] direction as a function of temperature are shown in Figure 25. The interplanar spacing 

gradually decreases after annealing, and it has a higher value than that of the well-known In2O3 

powder’s XRD interplanar spacing of 0.2921 nm [94] up to 400°C. This indicates that extensive 

structural distortion dominates the stress in the crystallized films below 400°C, and then 

compressive structural distortion dominates the films when increasing the post-annealing 

temperature and thermal stress. These results are found in good agreement with those reported by 

Guillen et al. [95] for sputtered and annealed ITO films on glass substrates. The change of 

interplanar spacing may be due to some oxygen deficiency at higher temperatures, resulting in a 

decrease of the lattice parameter [96]. Average grain size was not changed significantly with the 

post-annealing temperatures. 
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Figure 24 X-ray Diffraction patterns of as-grown and annealed ITO thin films.  

 

 

 

 

 

 

 

 

Figure 25 Interplanar spacing and grain size along the [222] direction as a function of the post-
annealing temperature for the ITO thin films.  
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 The effect of the post-annealing temperature on the surface morphology of the ITO films 

was investigated by AFM as shown in Figure 26. The values of surface roughness are listed in 

Table 7. 

 As-grown 250°C 300°C 350°C 400°C 450°C 500°C 550°C 

Surface 
roughness 1.64 nm 1.93 nm 2.01 nm 2.35 nm 2.57 nm 2.28 nm 2.20 nm 2.18 nm 

Table 7 Surface roughness for as-grown and post-annealed ITO films. 

 
The surface roughness increases up to 400°C and morphology of all annealed films is rougher 

than that of as-grown film. Similar behavior has been attributed to the aggregation of the native 

grains into the larger clusters during annealing [97]. However, the grain size is not changed 

significantly, which is consistent with XRD results, so a different physical model of the 

roughening behavior may be necessary. 
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Figure 26 AFM images of ITO thin films annealing in N2 ambient at different temperatures (a) 
as-grown (b) annealed at 250°C (c) annealed at 300°C (d) annealed at 350°C (e) annealed at 
400°C (f) annealed at 450°C (g) annealed at 500°C, and (h) annealed at 550 °C.  
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 Figure 27 shows the dependence of the sheet resistance, resistivity, carrier concentration, 

and mobility of the ITO films on the post-annealing temperature. Although the mobility 

improves within the entire temperature range of 250 to 550°C, the carrier concentration increases 

only up to 400°C, leading to constant sheet and bulk resistivity for higher temperatures. With 

different batches under the same deposition and post-annealing conditions, the data showed a 

similar trend. The lowest measured resistivity of the films was 2.7×10-4 Ω cm at 450°C, and the 

highest mobility achieved was 40 cm2/Vs at 550°C.  

Figure 27 Sheet resistance, resistivity, carrier concentration, and mobility as a function of the 
post-annealing temperature for the ITO films.  

 

The mobility of a TCO is directly proportional to the relaxation time (τ) and inversely 

proportional to the electron effective mass (me
*) [3, 98]. me

* of ITO films was calculated from an 

empirical equation:  

me
* = (0.066 × ne

1/3 + 0.3) × me,                                             (4.1) 
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where ne is the electron concentration [28]. Although this is not an analytical equation, it gives 

relatively accurate results within ne ≥ 1020 cm-3 ranges, which are in good agreement with those 

reported by Ohhata et al. [99] and the analytical model [100]. This relationship indicates me
* 

increases ne from ~0.39me to ~0.44me, suggesting the conduction band may be nonparabolic. So, 

the shape of the bands may be strongly influenced by the increasing amount of doping and many-

body effects. However, the fact that μ increases with me
* suggests the higher μ is due to longer τ. 

This longer τ may be due to fewer defects and/or higher crystalline quality of the films as the 

post-annealing temperature increases, whereas increased me
* may dominate the electrical 

properties at annealing temperatures ≥ 400°C. 

 Optical transmittance and reflectance of the ITO films are shown in Figure 28. The 

average visible transmittance (see Table 8) increased to over 85% after post-annealing, and the 

transmittance extended further into the ultraviolet (UV) spectral region, which was a result from 

increased optical bandgap energy. Also, the reflectance in the near-infrared (NIR) spectral region 

was decreased after 400°C, and this result is correlated with the decrease of carrier 

concentrations. The change of NIR spectral region at higher temperatures can be explained well 

by the Drude model in which the plasma wavelength is shifted to a longer wavelength due to the 

reduced free carrier absorption and reflection, resulted in the higher optical transmittance in the 

NIR spectral region [101].  

 As-grown 250°C 300°C 350°C 400°C 450°C 500°C 550°C 

Tavg. at 
visible 
range 

67.1% 74.4% 78.4% 80.7% 84.2% 85.6% 85.5% 85.7% 

68.1% 71.4% 78.1% 76.5% 84.6% 85.5% 85.7% 85.4% 

Table 8 Average transmittance (Tavg.) at visible range (wavelength from 380 to 750 nm) for the 
as-grown and post-annealed ITO films. 
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Figure 28 Comparison of transmittance and reflectance for the ITO films at various annealing 
temperatures.  

 
Figure 29 Plot of α2 vs hv for the ITO films annealed at various temperatures. The dotted lines 
of the plot show the linear used to derive the optical bandgaps. The red lines show data for as-
grown samples. 
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Based on the transmittance (T) and reflectance (R), the absorption coefficient α can be obtained 

by the following equation: 

T ≈ (1 - R)2e-αx,                                                           (4.2) 

 

where x is the film thickness [36]. For an allowed direct transition in semiconductors, it is known 

that α has a relationship with the frequency of the light (v) and optical bandgap (Eg) given by 

α ∝ (hv – Eg)1/2.                                                           (4.3) 

 

Combining Equation (4.2) and Equation (4.3), the Eg was fitted from a plot of a2 versus photon 

energy as shown in Figure 29. The bandgap (see Table 9) increased from ~3.48 eV (as-grown) to 

~4.17 eV (annealed at 400°C) and then decreased to 4.06 eV (annealed at 550°C). Both the 

bandgap widening and subsequent reduction with annealing temperature are likely due to the 

Burstein-Moss band-filling effect [38, 39], which are in good agreement with calculations from the 

Equation (2.15). These optical properties were observed in the other TCOs as well [92, 102].  

 As-grown 250°C 300°C 350°C 400°C 450°C 500°C 550°C 

Bandgap 
(eV) 

3.47 4.13 4.16 4.16 4.17 4.16 4.05 4.05 

3.49 4.06 4.15 4.16 4.17 4.15 4.10 4.06 

Average 
(eV) 3.48 4.09 4.15 4.16 4.17 4.16 4.08 4.06 

Calculation 
from 

Equation 
(2.15) 

3.48 4.01 4.02 4.10 4.11 4.02 3.95 3.92 

Table 9 Optical bandgap for the as-grown and post-annealed ITO films. 𝒎𝒗𝒄
∗  = 0.55𝒎𝒆 is used 

for the calculations [99]. 
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Figure 30 shows the XPS data corresponding to the core levels of In 3d5/2, In 3d3/2, Sn 

3d5/2, Sn 3d3/2, and O 1s for the as-grown and post-annealed ITO films. Dashed lines show the 

binding energy of the as-grown sample to compare with that of annealed samples. All core levels 

of the ITO films were shifted to higher binding energy after annealing, which indicates that the 

Fermi level was shifted up due to the increase of carrier concentration [103]. The increased 

binding energy was ~0.3 eV at high temperatures, and there was a bandgap shift to the lower 

binding energy (less than 0.1 eV) after 400°C that it was consistent with the result of the 

bandgap narrowing by UV/visible spectrophotometer. 

 

 

Figure 30 X-ray photoelectron spectra corresponding to (a) In 3d, (b) Sn 3d, and (c) O 1s for the 
as-grown and post-annealed ITO films. The reference of the binding energy (from as-grown 
sample) is shown as a dashed line.   

 

 



73 

 
 

To investigate further the shift of optical bandgap and electronic properties, curve-fitting of the 

core levels (In 3d5/2, Sn 3d5/2, and O 1s) was performed as shown in Figure 31. All sub-peaks are within 

the specific ranges, which are in good agreement with those reported by others [26, 104, 105], but the 

peak positions and assignments are still a subject of debate. The atomic percentages of the major 

peaks are summarized in Table 10.  

 

Figure 31 The results of curve-fitting analyses for (a) In 3d, (b) Sn 3d, and (c) O 1s for the as-
grown and post-annealed ITO films at 400°C and 550°C. 

 

 InII InIII SnII SnIII OI OII 

As-grown 10.33 17.55 2.15 1.57 25.72 41.35 

400°C 15.60 17.05 0.47 2.10 17.67 47.06 

550°C 14.87 16.02 1.38 1.86 20.20 45.64 

Table 10 Summary of atomic percentages for major peaks of ITO films as a function of 
temperature. 
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The spectral features of In 3d5/2 are composed of three peaks centered at 443.9 eV (InI), 444.3 eV 

(InII), 444.8 eV (InIII) for the as-grown sample, and a higher peak (InIV) emerged at 446.3 eV 

instead of InI for the annealed samples. The InI and InIV peaks are identified as metal In and 

In(OH)x, respectively. The InII and InIII peaks can be attributed to crystalline and amorphous ITO 

[105]. The atomic percentage of crystalline ITO increased up to 15.60 % at 400 °C and then 

subsequently decreased at 550°C while for the amorphous ITO, it continuously decreased. The 

decrease of the atomic percentage of crystalline ITO at 550°C may be due to the compressive 

structural distortion or interactions with oxygen at higher temperatures. Similarly, the spectral 

features of Sn 3d5/2 and O 1s are also composed of three peaks centered at 485.9 eV (SnI), 486.3 

eV (SnII), 486.8 eV (SnIII) on Sn 3d5/2, and 530.0 eV (OI), 530.9 eV (OII), 531.6 eV (OIII) on O 1s 

for the as-grown sample. However, higher peaks (SnIV and OIV) emerged at 487.4 eV and 532.7 

eV instead of SnI and OI for the annealed samples, respectively. The SnI and SnIV peaks may be 

related to metal Sn and Sn peroxide state [106]. For SnO and SnO2, the binding energy values 

have not been precisely assigned, but generally the binding energy of SnO2 is slightly higher than 

that of SnO [104, 105]. So, the SnII peak is assigned to SnO, and the SnIII peak is related to SnO2. 

For the O 1s spectra, OI, OII, and OIV peaks can be attributed to crystalline ITO, amorphous ITO, 

and In(OH)x species, respectively [105]. Although the peak position of OIII is close to the 

amorphous ITO, it’s likely related to chemisorbed hydroxyl or COx species due to small amount. 

In order to determine the chemical state of the oxide, we used the electroneutrality principle that 

substitutional Sn in the In2O3 oxide will have a (OI + OII)/(In + Sn) theoretical ratio of 1.5 when 

all oxygen exists in the form of O2-, or 3.0 when all the oxygen is in the form of OH- [107]. We 

obtained ratios of 2.12 at as-grown, 1.84 at 400°C, and 1.93 at 550°C, indicating the increase of a 

prevalence of O2- after annealing. Especially, the ratio of OII that may be related to presence of 
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oxygen in oxygen-deficient regions was increased to 400 °C, and then slightly decreased at 

higher temperatures, which may be a result of a reduced number of oxygen vacancies [105]. Also, 

the activation status of SnO2 in the ITO films (subsection 2.1.2) can be estimated from the 

change of ratio of SnIII (increase at 400°C and decrease at 550°C), and this is consistent with the 

result of the carrier concentration and optical properties. 

 

4.1.4 Summary 

In this section, we investigated the physical, electrical, optical, and electronic properties 

of post-annealed ITO films by rf magnetron sputtering. Both electrical and optical properties 

were improved after post-annealing, and the Fermi-level shift was observed as well, which 

shows a strong correlation with the electronic properties of the films. The most effective result of 

this experiment is to demonstrate the effect of the carrier concentration on the optical bandgap 

and electronic properties. This is due to SnO2 activation and oxygen deficiencies at various 

annealing temperatures. From this result, possible ways to optimize dopant activation and 

minimize defect states for high quality TCOs can be expected.  
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4.2 The Effect of Doping on Indium Tin Oxide Thin Films 

4.2.1 Introduction 

 Indium Tin Oxide (Sn-doped In2O3 or ITO) has been used for the last few decades 

because of its superior electrical and optical properties. Although there are other dopants (Ti, Zr, 

and Mo) instead of Sn for In2O3 doping, many reports suggest that optimized properties of ITO 

come from Sn doping. Moreover, the most common commercial doped In2O3 for films or targets 

is Sn-doped In2O3 (10 wt. % SnO2) referred to as ITO (10%). But, it is questionable that ITO 

(10%) has the best composition or whether Sn is the best dopant, even though other factors such 

as oxygen partial pressure or post-treatment affect the results. Also, it is suggested that the focus 

should be on maximizing mobility rather than electron concentration to achieve low resistivity 

for photovoltaic applications [41]. In this regard, SnO2 concentration of ITO (10%) may be too 

high to make higher mobility due to more probabilities of ionized impurity scattering. There are 

some reports that show better properties, especially the mobility, using different dopants; 

In2O3:Ti (ITiO) [108], In2O3:Mo (IMO) [98].   

 Meanwhile, an improvement of optical properties has been studied for similar electrical 

properties by changing the plasma frequency (𝜔𝑝) [109]. This research was based on the Drude 

theory related to the interaction of free electrons in a TCO with light. It suggests that controlling 

dielectric permittivity (𝜀∞), which is the high-frequency permittivity for a particular material, 

may be an important strategy to improve TCOs properties. Although the benefit of improved 

optical transmission in the near-infrared (NIR) spectral region may be minor for single junction 

solar cells, it may be useful when applied to multijunction solar cells that require a low bandgap 

energy for the bottom cell. 
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 In this section, we investigated the effect of doping on ITO films in two different ways. 

First, we used Sn-doped In2O3 (5 wt. % SnO2) referred to as ITO (5%), instead of ITO (10%), in 

order to check the effect of SnO2 concentration. Both electrical and optical properties of ITO 

(5%) have been investigated. Second, we did a co-sputtering experiment with the addition of 

HfO2 to ITO (10%) referred to as ITHO to change the permittivity and, hence, the plasma 

frequency.  

 

4.2.2 Experiments 

 ITO (5%) films were prepared on quartz substrates by radio-frequency (r.f.) magnetron 

sputtering using a 2-inch-diameter ITO target (5 wt. % SnO2). The ITO target was produced by 

Nikko Metals USA, Inc. (Chandler, AZ) and was 99.99% pure. Two substrates (12.7 mm×12.7 

mm each) were loaded on a single holder after a solvent clean (Acetone and IPA), and the system 

was pumped to 1.1×10-7 Torr with a turbo pump. Sputtering was performed in a custom designed 

unit hitherto referred to as (MPL-S) at various temperatures from room temperature to 550°C for 

each batch in pure Ar, at a throttled pressure of 4 mTorr and at 120 Watts (10 sccm Ar flow, 

pressure measured with a capacitance manometer). The ramp rate of substrate temperature was 

10°C/min for high temperature depositions, and substrate rotation provided to enhance deposit 

uniformity. The samples deposited at high temperature were unloaded after cooling in the 

chamber (about two hours later).  

 ITHO (ITO (10%):HfO2) films were prepared on quartz substrates by the same system 

using a 2-inch-diameter ITO (10%) target and a 2-inch-diameter Hf target (99.5% pure). The 

process from substrate preparation to loading is the same as that for the ITO (5%) experiment. 
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Co-sputtering was performed at 450°C in mixture of Ar and O2 gases, at a throttled pressure of 

about 4 mTorr (10 sccm Ar flow and 0.2 sccm O2 flow, pressure measured with a capacitance 

manometer). RF power was 120 Watts for ITO (10%) sputtering and DC power was 1 Watt for 

Hf sputtering. The ramp rate of substrate temperature was 10°C/min, and substrate rotation was 

provided to enhance deposit uniformity. The samples were unloaded after cooling in the chamber 

(about two hours later). For a comparison, a standard ITO (10%) deposition was performed 

under the same deposition conditions except for the Hf sputtering. Also, Hf sputtering was 

performed under different O2 percentages to make sure the formation of HfO2 films (data are not 

shown here).       

 The thickness of all films (see Table 11 and Figure 33) was obtained using a stylus 

profilometer (Ambios Technology XP-1). Room temperature Hall measurements were employed 

to determine the resistivity, mobility, and carrier concentration using the van der Pauw method, 

and the sheet resistance was calculated using resistivity and thickness information. Transmittance 

(T) and reflectance (R) were measured using the UV/visible spectrophotometer (Lambda 950).  

 

4.2.3 Results and Discussion 

Table 11 shows the dependence of the carrier concentration, mobility, resistivity and 

sheet resistance of the ITO (5%) films on the growth temperature. Although the carrier 

concentration looks saturated at higher temperatures, the mobility improves within the entire 

temperature range of 250 to 550°C, leading to a continuous decrease in the sheet and bulk 

resistivity for higher temperatures. The lowest measured resistivity of the films was 1.7×10-4 Ω 

cm at 550°C, and the highest mobility achieved was 39 cm2/Vs at 450°C. The lowest sheet 
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Sample ID Growth T 
(°C) 

Carrier 
Concentration (cm-3) 

Mobility 
(cm2/Vs) 

Resistivity 
(Ωcm) 

Sheet R 
(Ω/sq) 

Thickness 
(nm) 

V13039 22 -9.322×1018 17.91 3.739×10-2 2094.7 178.5 

V13040 250 -2.657×1020 29.16 8.057×10-4 42.9 187.6 

V13041 350 -9.297×1020 32.35 2.076×10-4 11.4 182.7 

V13051 450 -8.685×1020 38.79 1.853×10-4 11.0 168.1 

V13042 550 -9.529×1020 38.31 1.710×10-4 10.7 159.3 

Table 11 Carrier concentration, mobility, resistivity, and sheet resistance as a function of the 
growth temperature for the ITO (5%) films. 

 

resistance of the films was 10.7 Ω/sq at 550°C with 160nm thickness, and this electrical property 

is similar to that of commercially available ITO (10%) films. Obviously, the carrier 

concentration of as-grown ITO (5%) films is much lower than that of as-grown ITO (10%) films, 

probably due to a reduced SnO2 concentration, leading to six times higher sheet resistance and an 

order of magnitude higher resistivity. Although there is a variation of the thickness for the ITO 

(5%) films at different growth temperatures, and the mobility increases up to 550°C, the decrease 

of resistivity as the growth temperature increases may be due to the higher carrier concentration 

rather than the effect of mobility. This is likely because of more activation of SnO2 in the films 

(subsection 2.1.2) at high temperatures. It is also clear that the carrier concentration of ITO (5%) 

films at over 350°C growth temperature is higher than that of post-annealed ITO (10%) films of 

the previous section near the similar mobility range, which results in the lower resistivity. The 

mobility of a TCO is proportional to the relaxation time (τ) and inversely proportional to the 

electron effective mass (me
*) [3, 98]. The increase of mobility as the growth temperature 

increases suggests the higher mobility is due to longer τ even though me
* of ITO films is slightly 
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changed. This longer τ may be due to fewer defects and/or higher crystalline quality of the films 

as the growth temperature increases. Additionally, it is difficult to conclude that the ionized 

impurity scattering of ITO (5%) films affects the improvement of mobility due to the limitation 

of the mobility (below 40 cm2/Vs).   

 

 

Figure 32 Comparison of transmittance and reflectance for the ITO (5%) films at various growth 
temperatures. 

 

Optical transmittance and reflectance of the ITO films are shown in Figure 32. The 

average visible transmittance (see Table 12) increased to over 83% at over 350°C growth 

temperature, and the transmittance extended further into the ultraviolet (UV) spectral region, 
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which was due to increased optical bandgap energy. Also, the reflectance in the near-infrared 

(NIR) spectral region was increased at over 350°C growth temperature, which is due to the 

increase of carrier concentration. The change in the NIR spectral region at higher growth 

temperatures can be explained well by the Drude model in which the plasma wavelength is 

shifted to a shorter wavelength due to the increased free carrier absorption and reflection, 

resulted in the higher optical reflectance in the NIR spectral region [101]. 

 

 As-grown 250°C 350°C 450°C 550°C 

Tavg. at visible range 75.5% 80.4% 83.3% 83.8% 83.3% 

Table 12 Average transmittance (Tavg.) at visible range (wavelength from 380 to 750 nm) for the 
as-grown and grown at high temperature ITO films. 

  

Figure 33 shows electrical and optical properties of ITO (10%), ITHO, and commercial ITO 

(10%). The resistivity and sheet resistance of the ITO (10%) films grown at 450°C under oxygen 

partial pressure were 1.7×10-4 Ω and 9.4 Ω/sq, respectively. This result may be due to an oxygen 

deficient ambient, leading to a slight oxygen deficiency in the film [101]. However, the surface 

was too rough to be practically useful even though the film properties were better than those of 

the other ITO films in this thesis. The resistivity and sheet resistance of the ITHO films grown at 

450°C under the same oxygen partial pressure were 1.9×10-4 Ω and 16 Ω/sq, respectively. 

Presumably, HfO2 is active in ITO films and degraded the electrical properties. Further 

investigation is necessary to check the dopant concentration and chemical states. T. A. Gessert et 

al. showed the change of dielectric permittivity of ITO films doped with ZrO2, which led to 

improvements in the optical transmission in the NIR spectral region [101, 109]. The plasma 

wavelength (𝜆𝑝) can be obtained from the Drude theory: 
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Figure 33 Electrical properties and optical transmission of ITO (10%), ITHO, and commercial 
ITO (10%). The thickness of commercial ITO is between 150 nm and 180 nm. 

 

𝜆𝑝 =
2𝜋𝑐
𝜔𝑝

= 2𝜋𝑐�
𝜀0𝜀∞𝑚𝑒

∗

𝑛𝑒2
                                                       (4.4) 

 

Equation (4.4) indicates that the carrier concentration and the effective mass of electrons should 

be kept constant to prove that the shift of the plasma wavelength comes from the change of the 

dielectric permittivity (𝜀∞) by relatively small additions of high permittivity oxide. Figure 33 

shows the increase of transmission in the NIR spectral region for ITHO films, which results in a 

shift of the plasma frequency to longer wavelength. However, the carrier concentration was also 

decreased that could affect the plasma wavelength by decreasing free-carrier absorption. It is 

noted that we assume the effective mass of electron is similar before and after the addition of 
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HfO2 due to low concentration. In fact, it is possible to analyze this result with some assumptions. 

If the dielectric permittivity and the effective mass of electrons are constant, the plasma 

wavelength can be derived from the carrier concentration of ITO and ITHO films. Assuming that 

𝜀∞ ≈ 4 and 𝑚𝑒
∗  ≈ 0.35𝑚𝑒 [87], Equation (4.4) gives 𝜆𝑝 = 1227 nm for ITO and 𝜆𝑝 = 1376 nm for 

ITHO, respectively. If it is assumed that the effective mass of electrons is changed with the 

carrier concentration and it follows Equation (4.1), 𝜆𝑝 increases from 1382 nm for ITO to 1531 

nm for ITHO. Both calculations show ~150 nm increase of the plasma wavelength. However, 𝜆𝑝 

values from optical properties (transmittance and reflectance) are estimated ~1550 nm for ITO 

and ~1850 nm for ITHO, respectively. So, it is difficult to explain the result (~150 nm vs. ~300 

nm) with only change of the carrier concentration. Similarly, the 𝜀∞ can be estimated by 𝜆𝑝 

values from optical properties. Assuming that 𝜆𝑝 increases from ~1550 nm for ITO to ~1850 nm 

for ITHO and 𝑚𝑒
∗  ≈ 0.35𝑚𝑒 , Equation (4.4) gives 𝜀∞ = 6.4 for ITO and 𝜀∞ = 7.2 for ITHO, 

respectively. If the effective mass of electrons is changed with the carrier concentration, 𝜀∞ for 

ITO is 5.0 and 𝜀∞ for ITHO is 5.8. So, the result is likely to be from both changes of the carrier 

concentration and the permittivity. However, the values of the permittivity are higher than those 

of collected ITO data from the literature [87]. Thus, spectroscopic ellipsometry (SE) is required 

to analyze the dielectric constants of ITHO, and check that HfO2 plays a role in ITO films as a 

high-dielectric material. The transmission in the visible spectral region was 86.2% for both ITO 

and ITHO films.  
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4.2.4 Summary 

In this section, we investigated the electrical and optical properties of ITO (5%) and 

ITHO films by rf magnetron sputtering. The lowest resistivity and sheet resistance of the ITO 

(5%) films were 1.7×10-4 Ω cm and 10.7 Ω/sq, respectively. The electrical properties of ITO (5%) 

films grown at high temperature showed better results compared to those of post-annealed ITO 

(10%) films. Also, we have shown the improvement of NIR transmission by using HfO2 doping 

in ITO (10%) films. Unfortunately, it is not clear that the shift of 𝜆𝑝 to a longer wavelength 

comes from the increase of dielectric permittivity by adding of HfO2 material or the decrease of 

carrier concentration of the films. The direct measurement of dielectric constant may enable a 

clear conclusion to be reached. 
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4.3 Incorporation and Activation of Arsenic Acceptors in Single Crystal CdTe on Si 

4.3.1 Introduction 

As a renewable energy, solar energy is an affordable, inexhaustible and clean source that 

could solve current energy problems such as the possible depletion of fossil fuels and related 

environmental concerns. Multijuction photovoltaics are required to achieve high conversion 

efficiency. GaAs-based III-V multijunctions grown by metalorganic chemical vapor deposition 

(MOCVD) on Ge substrates have dominated the multijunction solar cell market for the last few 

decades. Such cells have long been used to power satellites and space vehicles. However, the 

cells made by this technology are costly and fragile [11]. II-VI materials on Si substrates may be 

a way to overcome these challenges, while taking advantage of the mature process technologies 

for Si solar cells.          

Single-crystal CdTe-based II-VI solar cells grown by molecular beam epitaxy (MBE) on 

Si substrates are one of EPIR Technologies, Inc.’s research interests for application to high 

efficiency multijunction solar cells [110, 111]. Si substrates are much cheaper than Ge, are more 

robust and are available in larger sizes. Moreover, since Si is the major platform for electronics, 

CdTe-based high efficiency multijunction solar cells would be an important development in the 

solar cell industry. Also, theoretically, the highest-efficiency three-junction II-VI solar cells 

based on Si substrates have 3~8% higher efficiencies than those of the highest-efficiency three-

junction III-V solar cells based on Ge substrates [111]. The record CdTe cell efficiency is still 

close to 20%, much lower than the maximum single junction theoretical efficiency of 

approximately 30% [112]. It is well known that the open-circuit voltage (Voc) is the key to further 

improve the efficiency. For instance, First Solar, Inc. recently demonstrated a 20.4% efficient 
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poly-CdTe solar cell [10], but the Voc was still in the mid-800 mV range. The efficiency could be 

3~5% higher than such champion cells if realistic improvements in Voc could be achieved. 

Fundamentally, a higher carrier concentration and a longer minority carrier lifetime are 

necessary to increase Voc. However, there are practical challenges to achieving high doping 

levels in CdTe, especially a hole carrier density ≥ 10 15 cm-3 [53]. P-type CdTe is used as the 

absorber in both single-crystal and poly-crystal CdTe-based solar cells [3, 113, 114]. 

 For reproducible and well-controlled high p-doping levels in single crystal CdTe, we 

investigated As doping of MBE-grown CdTe layers on Si(211) substrates using an As cracker. 

Since the initial state of the dopants plays a vital role in As incorporation into the lattice, we 

explored cracking As4 into As2 before incorporating it as a p-type dopant in CdTe. We also 

carried out post-growth annealing similar to that used for As activation in HgCdTe [115] to 

improve crystal quality and activate the dopants. The main point is to move amphoteric As 

dopants to Te sites by a two-step anneal: one is an activation anneal to create Te vacancies 

(longer annealing duration creates more vacancies than As impurities; the remaining vacancies 

are n-type), and the second is vacancy-filling anneal (Hg overpressure is helpful to enhance 

solubility on anion site under anion poor conditions [54]). Although there is a possibility that Cd 

atoms are replaced with Hg ones with a resultant reduction in bandgap, the probability is very 

low due to the negligible Hg concentration relative to the Cd and Te concentrations. 
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4.3.2 Experiments 

 All CdTe:As/Si(211) samples (see Figure 34) were grown in a RIBER Compact 21 MBE 

system at EPIR with an arsenic cracker. A modified RCA cleaning process was applied to 3-inch 

diameter Si(211) wafers [69], and a thin oxide on the Si surface was thermally removed in UHV 

at approximately 850°C prior to growth. After exposing the substrate to As to form a monolayer 

of As on Si(211) for passivation, a thin ZnTe buffer layer was grown by migration enhanced 

epitaxy (MEE), followed by in-situ annealing, to compensate for the lattice mismatch. Before 

growth of the CdTe:As layer, a single crystal undoped CdTe layer was used as a buffer with 

varying thicknesses (1 and 6 μm) at about 220°C, which was the previously optimized 

temperature for the growth of undoped CdTe/Si(211). An arsenic cracker (500V-As valved 

cracker) was used with various fluxes and thicknesses (3 and 4 μm) at different substrate 

 

Figure 34 Schematic cross-section of CdTe:As layer on Si(211) substrate. 

 

Sample ID As Flux 
Doped Layer Growth 

Temperature 
DCRC FWHM 

[arcsec] 
Total Thickness 

[μm] 
Doped 

Fraction 
D13086 6.46 × 10-8 ~220°C 109.6 4.06 3/4 
D13087 8.94 × 10-9 ~220°C 116.1 4.01 3/4 
D13088 5.05 × 10-8 ~180°C 104.5 4.03 3/4 
D13098 1.56 × 10-7 ~180°C 90.0 9.5 4/10 
D13099 2.84 × 10-7 ~180°C 108.2 10.2 4/10 
D13101 2.69 × 10-7 ~200°C 81.6 10.06 4/10 
D13102 3.17 × 10-7 ~220°C 76.0 10.91 4/10 

Table 13 MBE growth conditions and XRD DCRC FWHM values. 
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temperatures. Table 13 shows the growth conditions with sample ID. The growth rate was ~ 

1μm/hr for both undoped and doped CdTe layers. The As flux can be calculated using an 

ionization gauge to determine the effective pressure at the substrate, which is shown in the table.  

 The full width at half maximum (FWHM) of double-crystal rocking curves was obtained 

from high resolution x-ray diffraction (HRXRD) measurements using a Bede D1 system (Cu Kα, 

λ = 1.5406Å) to characterize the crystal quality. The thicknesses of all layers were measured 

using Fourier transform infrared (FTIR) spectroscopy, using a Nicolet model 6700. The atomic 

As concentration profile in the single crystal CdTe films was measured using secondary ion mass 

spectroscopy (SIMS) at Evans Analytical Group. A two-step anneal including an activation 

anneal (480°C, 10 min) followed by a vacancy-filling annealing (250°C, 8 h) in Hg ambient was 

implemented to activate all CdTe:As layers. After cooling to room temperature under a Hg 

ambient, Hall samples were fabricated with graphite as contact layers to measure the hole 

concentration using the van der Pauw method, and rapid thermal processing (RTP-600S) was 

performed under N2 ambient before room temperature Hall measurements (Ecopia HMS-3000). 

Some of the activated samples were sent to the National Renewable Energy Laboratory (NREL) 

to confirm the Hall measurement results. Transmission electron microscopy (TEM) was used to 

image crystal defects, and two samples were prepared with a focused ion beam (FIB) at room 

temperature. Sample preparation by FIB and TEM (FEI Tecnai ST30) measurements were 

performed at NREL. 

 

4.3.3 Results and Discussion 

 A background As concentration of low 1015 atoms/cm3 was established from SIMS depth  
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Figure 35 SIMS depth profile of sample D13086 for a background As concentration. 

 

 

Figure 36 SIMS depth profile of sample D13088 with approximately 1016 As atoms/cm3. 
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Figure 37 SIMS profiles of As incorporation in single crystal CdTe/Si samples: (a) 1.6 × 10-7 As 
flux (D13098), and (b) 2.8 × 10-7 As flux (D13099). Over 1.0 × 1016 cm-3 As incorporation is 
seen at the lower growth temperature of about 180°C. 
 

profiles of samples D13086 (see Figure 35) and D13087, and approximately 1016 As atoms/cm3 

were observed in the layer D13088 (see Figure 36). Based on these results, we increased the As 

flux for two new samples (D13098 and D13099) while maintaining the same growth temperature 

as D13088. SIMS profiles of these two samples grown with different As fluxes can be found in 

Figure 37. The As flux of D13098 was 1.130 × 10-7 before growth and 1.556 × 10-7 after growth. 

For D13099, the As fluxes before and after growth were 2.248 × 10-7 and 2.839 × 10-7, 

respectively. The As flux values clearly were not same before and after growth, but the changes 

were minor over the four hours growth compared to the change in As incorporation (at least 2~3 

orders of magnitude), as based on SIMS data. We observed that As incorporation shows a linear 

incorporation rate with As flux from plateau values near the initiation of As doped growth, where 

it shows different As incorporation values. Also, a stratified structure is seen with progressively 

higher As incorporation as the doped layer thickness increases for both D13098 and D13099. 

The mostly likely explanation is that the lower growth temperature combined with the high As 

flux results in progressively poorer crystal quality, allowing more As incorporation at defect sites 
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such as dislocations or other complexes. It is possible that such As atoms are bound to the defect 

centers and are unavailable to the crystal as dopants; a conclusion supported by initial electrical 

characterization.  

 SIMS depth profiles showing the growth temperature dependence of As incorporation are 

shown in Figure 38. Under roughly constant As flux but different growth temperatures with 20°C 

steps, As incorporation was obviously decreased with increasing growth temperature, and has an 

 

 

Figure 38 SIMS profiles for growth temperature dependence of As incorporation. The growth 
temperature of the CdTe:As layers increased in 20°C steps (a) ~180°C, (b) ~200°C, and (c) 
~220°C under roughly constant As fluxes. A plot for As incorporation vs. growth temperature is 
shown in (d). 
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exponential relationship with the growth temperature, as shown in Figure 38(d). As incorporation 

in sample D13102 was below the detection limit, and apparently high As incorporation has been 

achieved at lower growth temperatures. 

 Figure 39 shows bright field TEM images. Defects/dislocations that appear in these 

samples are visible even though the images are marred by a blotchy and non-uniform 

background associated with FIB damage during processing. The upper side is the top surface of 

the CdTe:As layer. It shows that an increased As concentration produces more artifacts near the 

surface, which may be caused by the propagation of defects in the bulk toward the surface. 

Figure 39c (larger scale of sample D13099) clearly shows “V” shaped clusters that are probably 

dislocation clusters as well as a highly defective layer that extends at least 0.25 μm deep. 

Although there is not clear evidence for a linear evolution of defects along the growth direction, 

these images show that sample D13099 has a more defective layer (including a “V” shape that 

may have a source at some defect site) than D13098. This correlates well with SIMS data, which 

shows an order of magnitude higher As incorporation in D13099. Based on SIMS and TEM data, 

As doping combined with the low temperature growth may exponentially increase the defect

 

Figure 39 TEM images near the surface of CdTe:As layers: (a) 1.6 × 10-7 As flux (D13098), (b) 
2.8 × 10-7 As flux (D13099), and (c) larger scale of D13099 at about 180°C growth temperature. 
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density during growth, and As atoms may incorporate at dislocations or on adjacent lattice sites. 

This could be explained by the concept of the Cottrell atmosphere: the interstitial atoms distort 

the lattice and diffuse into dislocation cores, which results in pinning of dislocations [116]. XRD 

FWHM values (see Figure 40) for D13098 and D13099 are consistent with this explanation. 

Sample D13099, which had the higher As flux, has 18.2 arcsec lower FWHM than sample 

D13098, although we note that X-rays penetrate quite deep into the samples and may not be very 

sensitive to a superficial defective layer. 

 

Figure 40 XRD <422> DCRC FWHM wafer maps for D13098 and D13099. 

 

Figure 41 Plot of hole concentration vs. As incorporation. It shows good reproducibility of As 
activation after annealing.   
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    A trend line of hole concentration vs. As incorporation for three different As flux 

conditions is shown in Figure 41. The highest doping level, ~2.3 × 1016 cm-3, was achieved with 

sample D13099, and over 1015 cm-3 doping was measured on D13098 and D13099. Hall 

measurement results from both EPIR and NREL showed similar values. The hole concentrations 

showed a linear relationship with As incorporation, which was interpreted as the plateau value 

near the initiation of As doped growth. We also tried to perform Hall measurements on samples 

D13101 and D13102 but they were too resistive, probably due to lower As incorporation at the 

high growth temperature. Based on this trend line, there is almost 50% As activation, which may 

be due to the possibility that while the As concentration throughout the crystal increases, the As 

atoms that are available as dopants remain constant at 1016 cm-3 because other As atoms are 

bound to dislocation cores or defect complexes, and behave as neutral interstitial atoms. Hence, a 

much higher annealing temperature may be necessary to move the As atoms from such 

energetically favorable states. However, it may be difficult to perform such anneal without 

evaporation of the film.    

 

4.3.4 Summary 

We investigated the MBE growth of CdTe:As on Si(211) substrates using an As cracker. 

As incorporation was assessed by SIMS depth profiles, and we found that As incorporation 

shows an initial linear incorporation rate with As flux, and an exponential relationship with 

growth temperature. Also, some As atoms were bound to defect centers and dislocations, and 

hence were unavailable as dopants. Hall measurements after post-growth activation annealing 

consistently showed greater than 1016 cm-3 hole concentration.   
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4.4 Incorporation and Activation of Indium Donors in Single Crystal CdTe on Si 

4.4.1 Introduction 

Cadmium telluride (CdTe) is a relatively wide bandgap (≈ 1.5 eV) II-VI compound that 

has promising applications such as a single-junction and multijunction solar cells. Compared to 

solar cells using III-V GaInAs and GaInP alloys grown on Ge, CdTe-based II-VI solar cells 

grown on Si substrates have many advantages including the potential for higher efficiencies. This 

is due to the more ionic character of II-VI materials that appears to give a longer minority carrier 

lifetime [111]. Also, it is well known that efficient doping is essential in order to achieve high 

performance CdTe-based solar cells. For instance, the substitutional doping of n-type CdTe 

materials has been a long standing problem, especially for higher doping levels, due to self-

compensation effects and defect complexes. The aim of the work reported in this section is to 

grow high quality CdTe layers with a well controlled n-type doping level. 

There has been a lot of n-type CdTe research with p-type CdTe [53, 117]. For impurity 

doping on the Cd site, Al, Ga, and In are used whereas F, Cl, Br, and I are used for impurity 

doping on the Te site. Generally, fully activated n-type doping can be achieved at a concentration 

over 1018 cm-3 with most dopants under optimum conditions [118-121]. However, n-type doping 

in CdTe is limited by the spontaneous formation of the intrinsic cadmium vacancy (𝑉𝐶𝑑2−) as the 

doping level goes high, i.e., when the Fermi level is close to the conduction band minimum. This 

vacancy formation can be prevented if a Cd overpressure is maintained during the growth [122]. 

The doping could also be limited by the DX centers that are formed by the relaxation of the 

donor towards an interstitial lattice site, thereby, leaving behind a neighboring Cd vacancy. 

These negatively charged DX centers compensate donor states [123]. 
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In this section, we investigated incorporation and activation of In doping of MBE-grown 

CdTe layers on Si(211) substrates using both in-situ and ex-situ methods. Both methods have 

been utilized to make n-type CdTe, to create p-n junction solar cells. For Hall measurements, the 

contact materials of in-situ and ex-situ CdTe:In samples were In and ITO, respectively.  

 

4.4.2 Experiments 

All CdTe/Si(211) samples were grown in a RIBER Compact 21 MBE system at EPIR. 

The process steps from the modified RCA cleaning process to the growth of the ZnTe/Si layer 

are identical as those of the growth of CdTe:As/Si(211) layers. Before growth of the CdTe:In 

layers using in-situ doping, a single crystal undoped CdTe layer was used as a buffer with 6-μm 

thickness at about 220°C, which was the previously optimized temperature for the growth of 

undoped CdTe/Si(211). Two different temperatures (370°C and 410°C) of the In cell were used 

for 4 μm doped layers. For ex-situ doping, a single crystal undoped CdTe layer was grown with 

10 μm thickness at about 220°C. Table 14 and Figure 42 summarize the sample properties with 

sample ID. The growth rate was ~ 1μm/hr for both undoped and doped CdTe layers. The full 

width at half maximum (FWHM) of double-crystal rocking curves was obtained from high 

resolution x-ray diffraction (HRXRD) measurements using a Bede D1 system (Cu Kα, λ = 

1.5406Å) to characterize the crystal quality. The thicknesses of all layers were measured by 

Fourier transform infrared (FTIR) spectroscopy using a Nicolet model 6700. The atomic As 

concentration profile in single crystal CdTe was measured by secondary ion mass spectroscopy 

(SIMS) at the National Renewable Energy Laboratory (NREL). Hall samples were fabricated to 
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measure the electron concentration using the van der Pauw method. Hall measurements were 

carried out at room temperature using Ecopia HMS-3000 for both in-situ and ex-situ methods. 

 

Sample 
ID 

In Cell 
Temperature 

DCRC 
FWHM 
[arcsec] 

DCRC 
StDev 

[arcsec] 

Total 
Thickness 
[μm] 

Thickness 
StDeV 
[μm] 

Doped 
Fraction 

D13106 N/A 101.8 26.7 9.25 0.17 N/A 
D13109 N/A 83.2 32.3 9.81 0.05 N/A 
D14013 410°C 101.8 4.5 11.01 0.13 4/10 
D14014 370°C 89.2 4.4 10.94 0.14 4/10 

Table 14 A single crystal CdTe with and without In doping. 

 
 

Figure 42 XRD DCRC and thickness maps, wafer images for 3-inch CdTe on Si with and 
without In doping. 
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Figure 43 Schematic of In doped single crystal CdTe samples for Hall measurement. 

 

In and ITO were used as ohmic contact layers for in-situ and ex-situ CdTe:In Hall samples, 

respectively (see Figure 43). For the ex-situ doping, the In and ITO layers were deposited by 

sputtering after cleaning the CdTe surface as follows: 

1)  Rinsing in acetone and IPA for 2 min, blown dry with N2 gas  

2)  Etch in H2O:HCl (10:1) solution for 3 min 

3)  Rinse 3 times in DI water, blown dry with N2 gas 

4)  Load into sputtering chamber 

5)  Sputter 5 nm In at 425°C followed by sputter of 200 nm In0.95Sn0.05Ox (ITO) at 325°C  

6)  Cool and unload for Hall sample fabrication 

 

Two samples from each wafer (D13106 and D13109) were prepared according to this procedure. 

After this process, a typical photolithography method was used to make patterns for Hall 

measurement. A positive photoresistive material (5214E) which is spin coated to a thickness of 

approximately 1.6 μm was applied without hexamethyl disilane (HMDS) as a surfactant. After 

UV exposure using the dark field Hall mask and development with AZ 300 solution, the samples 

were etched in HCl:H2O mixture, in a 2:1 ratio, for 10 min intervals, followed by 2 min rinse in 

DI water and inspection until undercut of ITO is observed. Once the etching was clearly 

completed, the samples were rinsed in acetone, MeOH, IPA, and DI water. An activation anneal 
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was performed at 500°C for 10 min under Ar ambient using rapid thermal processing (RTP-

600S). Hall characteristics of ex-situ Hall samples were obtained with a doped layer thickness of 

0.05 μm. It will be assumed that the average depth of active In dopant is 0.05 μm. There will 

probably be a fairly large variation in carrier concentration, and it doesn’t have a completely flat 

doping profile [124].    

 

4.4.3 Results and Discussion 

 
Figure 44 SIMS profile of In incorporation in single crystal CdTe/Si samples. Greater than 
1.0×1017 cm-3 In incorporation is seen at two different temperatures (D14013 at 410°C and 
D14014 at 370°C) of the In cell. 

 

 Figure 44 shows SIMS profiles of two in-situ CdTe:In samples grown with different In 

cell temperatures. In incorporation of doped layers of D14013 and D14014 were 9.8×1017 cm-3 

and 1.5×1017 cm-3, respectively. There was no stratified structure or non-monotonic variation 
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with depth for layers greater than 4 μm in thickness. The In incorporation obviously increased 

with increasing In cell temperature, and showed an exponential relationship with the In cell 

temperature, as shown in Figure 45. It has a higher sticking coefficient as the cell temperature is 

increased. In incorporation in undoped layers was below 1.0×1015 cm-3 and the two different 

background levels could be due to changes in mass interference contributions or possibly some 

charging effects from SIMS. However, that difference should not give much influence on the 

signals that are orders of magnitude higher, even if this is a real background variation.  

 

Figure 45 A plot for In incorporation vs. cell temperature. Higher In incorporation is expected at 
higher In cell temperatures. 

 

 Table 15 and 16 show a summary of electrical data on in-situ and ex-situ Hall samples. 

The highest electron carrier concentration was 9.693×1017 cm-3 from D14013-C4 and the highest 

mobility was 643.6 cm2/Vs from D14014-C2 for 4 μm CdTe:In samples. All samples of D14013 

have higher carrier concentration compared to those of D140114, and this is in good agreement 

with SIMS results. Although there is a controversial issue of doping thickness for In diffused 

CdTe layers, both samples of D13106 and D13109 showed greater than 1.0×1017 cm-3 carrier 
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concentration. The carrier concentration of the In diffused samples was slightly lower than this 

before the activation anneal, 500°C for 10 min under Ar ambient. Also, there was no strong 

correlation between crystal quality and activation of In dopants on the In diffused samples even 

though we applied the identical ex-situ process for two different layers. The samples of 4 μm in-

situ CdTe:In showed much higher free carrier mobility than that of ex-situ In diffused CdTe, 

which may be due to longer relaxation time or smaller effective mass.   

 

Sample Carrier Concentration (cm-3) Mobility  (cm2/Vs) Resistivity  (Ωcm) 

D14013-C1 -8.108E+17 488.3 1.577E-2 

D14013-C2 -8.076E+17 489.7 1.578E-2 

D14013-C3 -8.646E+17 464.1 1.556E-2 

D14013-C4 -9.693E+17 424.7 1.516E-2 

D14014-C1 -3.094E+17 549.4 3.672E-2 

D14014-C2 -2.477E+17 643.6 3.916E-2 

D14014-C3 -2.844E+17 578.2 3.796E-2 

D14014-C4 -3.071E+17 533.8 3.808E-2 

Table 15 Hall measurement data of 4 μm in-situ CdTe:In layers without post-annealing.  

 

Sample Carrier Concentration (cm-3) Mobility  (cm2/Vs) Resistivity  (Ωcm) 

D13106-C3 -8.898E+17 163.2 4.300E-2 

D13106-D1 -6.243E+17 166.2 6.014E-2 

D13109-C5 -1.089E+18 143.3 3.998E-2 

D13109-F4 -6.223E+17 189.2 5.301E-2 

Table 16 Hall measurement data of ex-situ In diffused CdTe layers with activation anneal anneal 
at 500°C for 10 min under Ar ambient. 
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Figure 46 Plot of electron concentration vs. In incorporation. This shows almost 100% 
activation.   

 

A trend line of electron concentration vs. In incorporation for two different In cell 

temperature conditions is shown in Figure 46. The electron concentrations showed a linear 

relationship with In incorporation, and there is almost 100% In activation based on this trend line. 

This result is in good agreement with reports by other authors [117, 125]. However, the actual 

electron concentration of D14014 samples was higher than the In incorporation level of the same 

samples, which may be related to the result of intrinsic donors such as CdTe or Cd interstitial [53, 

126].  

     

4.4.4 Summary 

 We have demonstrated In doping of single crystal CdTe on Si(211) substrates with 

electron carrier concentration over 1.0×1017 cm-3 and with almost 100% activation efficiency for 

4 μm in-situ CdTe:In layers. We found that In incorporation of in-situ CdTe:In layers shows an 
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exponential relationship with In cell temperature, and it has a linear relationship with electron 

carrier concentration at about 1.0×1018 cm-3 doping level based on SIMS depth profiles and Hall 

measurement data. In order to clarify the thickness of the doping layer of In diffused CdTe, 

SIMS analysis will be performed in the future. Also, further optimization including Cd 

overpressure will be necessary to achieve greater than 1018 cm-3 doping level for an ideal n-type 

CdTe emitter. 
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4.5 Single Crystal CdTe Solar Cells 

4.5.1 Introduction 

 The best poly-CdTe solar cells have reached an efficiency of 20.4% by First Solar, Inc. in 

2014 [10]. Despite the incredible improvement of thin film CdTe device efficiencies in the last 4 

years (increase of 3.7%), the efficiencies still remain well below the theoretical limit. Moreover, 

the increased performance of this device is mainly due to improved Jsc rather than Voc which is 

mid-850 mV. It is believed that the primary reasons for the relatively low Voc are a low carrier 

concentration (~ 1014 cm-3) and short minority carrier lifetime (below 2 ns) [11, 112]. There are 

several possible approaches to overcome these barriers; controlling material properties of grain 

boundaries, increasing doping concentration, and improving crystal quality. Single-crystal CdTe 

thin films grown on Si substrates by molecular beam epitaxy (MBE) could be one of the possible 

approaches to achieve the target because loss of the dopant to grain boundaries could be preventd. 

Although there is a large lattice mismatch (up to a 19.4%) between CdTe and Si substrates, it has 

been shown that the effect is not significant [47]. Furthermore, when we expand single crystal 

CdTe solar cells to II-VI multijunction solar cells grown on Si substrates, they become more 

efficient. Theoretically, the II-VI multijunction solar cells based on Si substrates have 3~8% 

higher efficiencies than those of III-V multijunction solar cells based on Ge substrates [111]. 

 In this section, we investigate single crystal CdTe solar cell devices based on the research 

of previous sections; including the temperature and doping effects of ITO, As doped CdTe for p-

doping, and In doped CdTe for n-doping. The growth conditions of As and In doped CdTe for 

devices were similar to those used in the materials research described earlier. All device 

fabrication processes were carried out at EPIR Technologies, Inc. and UIC (at the Microphysics 
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Laboratory). Standard device parameters (efficiency, Voc, Jsc, FF) of all CdTe solar cell devices 

were measured by a solar simulator at EPIR.  

 

4.5.2 Experiments 

All CdTe/Si(211) samples were grown in a RIBER Compact 21 MBE system at EPIR. A 

modified RCA cleaning process was applied to heavily p-type doped (ρ < 0.005 Ω cm) 3-inch 

diameter Si(211) wafers [69]. The process steps of the growth of the ZnTe/Si layer are identical 

as those of the growth of CdTe:As/Si(211) layers. Device fabrication, growth and patterning for 

the various structures were described in section 3.2. Table 17 shows the growth conditions and 

sample ID. The growth temperature of the CdTe:As layers was about 228°C (from the 

thermocouple), which was the previously optimized temperature for the growth of undoped 

CdTe on the heavily doped Si(211) substrate. The growth rate was ~ 1μm/hr for all CdTe layers. 

All 3-inch diameter CdTe layers were diced after characterization (XRD, FTIR, and microscope) 

with 11 mm × 11 mm pieces for in-situ homojunction and diffusion structure devices, and with 

10 mm × 10 mm pieces for re-growth structure devices.  

 

 

Sample ID As Flux Cd Flux DCRC FWHM 
[arcsec] 

Total Thickness 
[μm] 

Structure 

D14010 2.90 × 10-7 None 130.4 5.05 Diffusion 
D14017 2.64 × 10-7 None 157.6 5.29 in-situ Homojunction 
D14018 2.50 × 10-7 None 132.7 5.12 Re-growth 
D14028 2.74 × 10-8 8.77 × 10-8 86.4 5.14 Diffusion 

Table 17 MBE growth conditions for devices and XRD DCRC FWHM values. 
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 The full width at half maximum (FWHM) of double-crystal rocking curves was obtained 

from high resolution x-ray diffraction (HRXRD) measurements using a Bede D1 system (Cu Kα, 

λ = 1.5406Å) to characterize the crystal quality. The thicknesses of all layers w ere measured 

using Fourier transform infrared (FTIR) spectroscopy (Nicolet model 6700). A two-step anneal 

including activation (478°C or 490°C, 10 min) followed by a vacancy-filling anneal (250°C, 8 h) 

in Hg ambient, was used to activate CdTe:As layers. During the photolithography process, a 

photomask, called “EPIR-CZT-1_TE1” (see Figure 47), was used to define and isolate each cell. 

Rapid thermal processing (RTP-600S) was performed under an Ar ambient for some samples 

(275°C and 300°C, 20 s) in order to improve the ITO contact and  to check the effect of 

temperature on the junction of the solar cells before and after current-voltage measurements by 

the solar simulator (Newport Oriel, AM1.5G) at EPIR.  

 

Figure 47 Photomask for CdTe solar cells. There are 9 cells designated A1-A3, B1-B4, C1-C2.    
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4.5.3 Results and Discussion 

 

Figure 48 J-V curves under dark and one-sun illumination for the in-situ homojunction structure 
of a single crystal CdTe solar cell.    

 

 Figure 48 shows J-V characteristics of the in-situ homojunction structure of a single 

crystal CdTe solar cell. The sample ID is D14017C4_C2 where C4 and C2 indicate split ID after 

dicing and cell ID, respectively. The achieved Voc was about 400 mV with very low Jsc, which 

may be due to a deep junction depth (emitter thickness) caused by In diffusion during the 

activation anneal. The front contact ITO was deposited at 300°C (over 30 min), so this process 

may affect the In diffusion as well. Thus, most electron-hole pairs created in the thick emitter 

would have failed to contribute to Jsc due to the high recombination rate of electrons and holes. A 

rollover related to contact resistances was not observed, so it’s likely the ITO front and Al back 

contacts are ohmic and low contact resistance. Moreover, this layer showed a relatively poor 

crystal quality (high defects), so this may be one of the reasons for poor device performance.  
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Figure 49 J-V curves under dark and one-sun illumination for the re-growth structure of a single 
crystal CdTe solar cell.    

 

 Figure 49 shows J-V characteristics of the re-growth structure of a single crystal CdTe 

solar cell. The sample ID is D14018C2_A1. The achieved Voc was just above 200 mV with very 

low Jsc similar to in-situ homojunction structure device. The cell efficiency was extremely low, 

likely due to a poor quality junction. Possibly, the CdTe:In layer grown on the activated 

CdTe:As layer may not be grown epitaxially (or it may be grown as polycrystalline), resulting in 

more defect states at the interface between the CdTe:In layer and the CdTe:As layer rather than 

forming a p-n junction. The front ITO contact of this sample was also deposited at 300°C (over 

30 min), so this process may affect the In diffusion, like the in-situ homojunction structure 

device, which affects the generation-recombination rate of electrons and holes. This sample also 

does not show any rollover due to contact resistance. So, the key challenge for this device 

structure is to make a good junction between the emitter and absorber.    
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Figure 50 J-V curves under dark and one-sun illumination for the diffusion structure of a single 
crystal CdTe solar cell.    

 

Figure 50 shows J-V characteristics of the diffusion structure of a single crystal CdTe 

solar cell. The sample ID is D14010B4_C1. The achieved Voc was about 520 mV with low Jsc, 

but the device performance was better than that of the previous two structures. It’s likely the 

further improvement of As doping (including activation) in the absorber could give a much 

higher Voc because we estimate this layer would have a stratified doping profile that we observed 

from the material research, which possibly gives high defect states. The In and ITO for the 

emitter and front contact were deposited at 300°C (over 30 min). This device shows a strong 

rollover (high series resistance) which indicates there are contact barrier issues from either the 

front or back contact. The cell efficiency is still very low, and relatively a high generation-

recombination rate warrants further material and doping study. The key issues for this structure 

are how to reduce the contact barriers and improve the quality of the As doping layer.    
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Figure 51 Variability chart for efficiency, Voc, Jsc, and FF. 0ASF indicates as fabricated 
condition without anneal. 

 

Figure 51 shows s variability chart (using JMP 10 software)  for efficiency, Voc, Jsc, and 

FF on the diffusion structure devices with isochronal anneals performed from 275°C to 300°C at 

25°C interval for 20 s. The sample IDs are D14028B4 (activated at 478°C) and D14028E4 

(activated at 490°C), and the In and ITO for the emitter and front contact were deposited at 

200°C (over 30 min). The device performance was improved (increase of ~150 mV for Voc) after 

anneals even though all values are still not enough. The highest achieved Voc was ~600 mV and 

there was no significant effect on the activation annealing temperature difference. It’s likely the 
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device performance is sensitive to the post-annealing process, and effective doping with high 

material quality (low defect density) is necessary to achieve the higher Voc. 

 

4.5.4 Summary 

We have fabricated single crystal CdTe solar cell devices using In doping for the emitter 

and As doping for the absorber, as well as the three different structures (in-situ homojunction, re-

growth, and diffusion). The device performance of all three structures was quite different, with 

the highest Voc achieved being about 520 mV from the In diffusion structure device without the 

post-annealing process. The isochronal anneals showed the improvement of the device 

performance, with the highest Voc achieved being close to 600 mV based on this process. To 

achieve much higher Voc, and higher solar cell efficiency, good crystal quality layers with a high 

doping activation should be combined with a high quality junction and low resistance contacts.  
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5 Summary 

5.1 Summary and Contributions 

 In this thesis, we have investigated ITO thin films deposited by r.f. magnetron sputtering, 

single crystal CdTe layers grown by MBE, and solar cells based on these materials. Firstly, the 

physical, electrical, optical, and electronic properties of the post-annealed ITO films as contact 

materials of single crystal CdTe solar cells were examined, and we found a relationship between 

electrical and optical properties, SnO2 activation and oxygen deficiency at various post-annealing 

temperatures. Second, we have investigated the effect of doping of ITO thin films using a lower 

concentration Sn-doped ITO target, and co-sputtering with a Hf target to study co-doping of the 

ITO films. The lowest resistivity achieved was 1.7×10-4 Ω cm for the ITO (5%) target.  Also, the 

result of HfO2 doping experiments of ITO films to achieve high dielectric permittivity improves 

the NIR transmission without changing electrical properties. Third, we have performed MBE 

growth of CdTe:As on Si(211) substrates using an As cracker to make p-type CdTe. We obtained 

a hole concentration greater than 1016 cm-3 with almost 50% activation efficiency based on SIMS 

analysis and Hall measurement results. Fourth, we have demonstrated MBE growth of CdTe:In 

on Si(211) substrates using an In cell for the n-type CdTe research. For in-situ CdTe:In layers, 

the electron carrier concentrations were over 1.0×1017 cm-3 with almost 100% activation 

efficiency for some samples. For ex-situ CdTe:In layers, the electron carrier concentrations were 

also high even though the thickness of the doping layer should be clarified for more accurate 

measurements. Fifth, we have fabricated single crystal CdTe-based solar cells using three 

different processes based on previous fundamental research. Although device performances, 

especially Voc, were not remarkable for all samples, it showed some possible way in order to 

improve the performance and achieve the ultimate goals. Among in-situ homojunction, diffusion, 
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and re-growth structures of the solar cell fabrication, the highest Voc = 520 mV was clearly 

achieved from In diffusion based CdTe solar cells, and the value of Voc was increased to nearly 

600 mV after the post annealing process.  

 

5.2 Recommendations for Future Work 

 There are many ideas that may be able to give the desired outputs. The major point of this 

research is to make decent doping levels with both As and In dopants for p- and n-type CdTe 

under a good crystal quality associated with low defect densities assuming that the front contact 

such as ITO is not a critical factor for the device performance. For example, we have seen the 

stratified structure of As incorporation from As-doped CdTe layers, which may affect the 

formation of the junction between the emitter and absorber of CdTe during the device fabrication 

process. CdTe:Cd3As2 growth [66] by an effusion cell would be one possible way to make a 

desirable device because it enables one to do in-situ device fabrication process without the 

stratified structure on the p-doping profile that may be able to minimize the formation of defects 

or other complexes. As one of the major processes, the activation anneal work can be improved 

as well. We used the Hg source for this process, but there is a potential for Hg contamination on 

the surface which may affect the following emitter formation process. The activation anneal 

under Cd overpressure would be a more standard and reasonable way instead of Hg overpressure 

ambient for the activation anneal process assuming that both activation anneal temperature and 

the vacancy filling process are optimized. For n-type CdTe, we used In as a dopant, but iodine is 

also a good candidate as an n-type dopant. An iodine implantation rather than In diffusion for 

making the emitter could give a better result after a thermal treatment.       
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 As another strategy, undoped CdTe or Cd0.96Zn0.04Te layers are also an attractive 

structure for the single crystal CdTe-based solar cells [47, 113]. Actually, we have investigated 

similar device structures based on these two layers, undoped CdTe and Cd0.96Zn0.04Te, and the 

performances were better than those of the doped CdTe device (not mentioned in this thesis). 

Although there are questionable issues such as a solar cell based on undoped CdTe ever giving 

over Voc = 1000 mV ultimately due to the doping limitation, or whether 4% Zn would affect the 

crystal structure and device process. Nevertheless, it is worth it to do this research for the 

fundamental study of CdTe-based solar cells.  
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