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CHAPTER 1

INTRODUCTION

In relativistic heavy ion collisions, for a very brief moment a medium is created that

has not been present outside of a laboratory since microseconds after the Big Bang. This

hot, dense plasma displays the properties of a liquid with almost vanishing low viscosity,

and allows the study of quantum chromodynamics (QCD) under extreme conditions, a

many-body system of interacting quarks and gluons.

The most prominent observable associated with hydrodynamic behavior is elliptic flow

v2, the second Fourier harmonic of the azimuthal distribution of measured final-state

hadrons. Its presence and magnitude, especially in off-center collisions, is attributed to

the initial anisotropy being translated into a final-state momentum anisotropy by pres-

sure gradients in a near-perfect liquid. It was found to scale with the number of valence

quarks nq, i.e. v2(baryon)/v2(meson) = 3/2, indicative of how this anisotropy is acquired

by partonic degrees of freedom that recombine into the final measured particles.

Another observation strongly hinting at recombination of partons is the measured

baryon/meson ratio. In the intermediate energy range (transverse momentum pT between

about 2 and 5 GeV/c), this ratio is enhanced by up to a factor of three compared to systems

without a QGP, found for example in proton-proton collisions.
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While the bulk of this quark matter is not tractable with perturbative methods, strongly

interacting high-energy parton pairs are created in hard collisions, at sufficiently high rates

to be used as probes. The measurement of characteristic particle showers, jets, shows strong

energy loss in this medium, consistent with QCD predictions of gluon bremsstrahlung.

Di-hadron correlations are a statistical method to differentially study this energy loss

and to use jets as tomographical tools. Jets are identified by selecting high-energy hadrons,

so-called triggers, as a proxy to the jet axis. The angular correlation of other particles in

the event with respect to this trigger is than recorded and the data of many collisions

combined.

A surprising discovery in such correlation measurements is a long-range structure close

to the leading jet in azimuth (on the near-side), narrow in azimuth but flat over a broad

polar angle. This structure, the ridge, is commonly ascribed to a flowing medium with

initial conditions that are less homogeneous than previously often assumed.

In this work di-hadron correlations are separated by the particle identity of the leading

hadron. This separation allows the study of all the phenomena above simultaneously.

The trigger hadron identity is expected to be linked to the identity of the original

jet. The coupling strength of gluon radiation, expected to be the dominant energy loss

mechanism in the medium, is more than a factor of two smaller for quarks than for gluons.

This difference could potentially be detected as enhancement of particle yield close to, or

back-to-back with, leading pions compared to non-pions.
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On the other hand, the ratio of protons to pions in the trigger pT range is enhanced

by about 50% compared to proton-proton collisions, indicating under the recombination

scenario that a relatively larger fraction of proton than pion triggers may come in fact

from recombined partons and as such do not contribute jet-like yields. This relative yield

decrease provides a new handle to test and quantify recombination.

Lastly, if the ridge is properly described by flow, then its flow harmonics too should

display the characteristic nq scaling behavior. This scaling is tested both qualitatively and

quantitatively by the ridge dependence on the trigger identity. An alternative model will

be considered as well.

In the next chapter, I will review the evidence for the creation and properties of the

QGP in heavy ion collisions in more detail, focussing on the concepts mentioned above. The

third chapter describes the experimental setup, and the fourth details the analysis method.

In the final chapter, results and systematic uncertainties are presented and discussed.



CHAPTER 2

CREATION AND PROPERTIES OF QUARK GLUON PLASMA

Relativistic heavy ion collisions provide a glimpse beyond the confinement of the strong

force into the world of asymptotically free, interacting quarks and gluons (partons). In the

two decades since the start of a fixed target lead beam program at CERN’s Super Pro-

ton Synchrotron (SPS), ample evidence has been collected that a new state of matter of

collective partons governed by quantum chromodynamics (QCD) is indeed created in such

collisions. But this matter is markedly different from expectations of a gas of weakly inter-

acting partons, it rather displays the properties of an opaque liquid with almost vanishing

viscosity, often called quark soup, or perfect liquid [26].

In the year 2000, weeks before the first gold-gold collisions at RHIC, the experiments

at SPS announced for the first time strong evidence for such a new state of matter [27, 28].

Among the evidence is the first, almost casual mention of what would become one of the

pillars in the case for a QGP: momentum anisotropy, which would soon be associated with

hydrodynamic flow.

After four years of data analysis, the four RHIC experiments collaborated to each

compose a community whitepaper to summarize all their findings and carefully assess the

evidence gathered [29, 30, 31, 32].
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Three lines of evidence stand out, two of which were suggested to be necessary and

sufficient for the discovery of a strongly interacting QGP [33]:

• At low transverse momentum (pT . 2 GeV/c), momentum anisotropies in the mea-

sured hadrons, quantified by the elliptic flow observable v2 and acquired very early

in the collision, point to the collective behavior of a perfect liquid.

• At intermediate transverse momentum (2. pT . 5 GeV/c), this elliptic flow is best

described when re-parameterized in terms of the number of valence quarks in the

measured hadrons, with a clear split into baryons and mesons and universal behavior

when considered per quark. Additionally, the ratio of baryons to mesons measured for

many different hadrons displays strong enhancement compared to vacuum fragmen-

tation in proton-proton (pp) collisions. Both features can be understood as stemming

from recombination of quarks, acquiring flow properties at a partonic level.

• At high transverse momentum (pT ≥3-4 GeV/c), partons created in hard collisions

experience massive energy loss, the jet-quenching effect, attributed to gluon radiation

of a colored probe traversing a dense QCD medium.

In [33], the measurements at low and high pT are combined with a third requirement, control

experiments to separate properties of a true QGP from those of cold nuclear matter, to

form a positive proof in the form of a symbolic equation:

QGP = PQCD + pQCD + dA. (2.1)
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PQCD takes its name from the equation of state (EOS), PQCD(T ), and covers the low-pT

bulk observables in the non-perturbative regime. pQCD comprises the high-pT evidence

that can be described with perturbative QCD (pQCD) approaches. Control experiments

such as deuteron-ion (d+A) collisions comprise the third term, dA. The term sQGP was

coined in [33] to separate this strongly-interacting liquid-like QGP from a weakly interact-

ing gas of partons, labeled wQGP, that was expected by many [34, 35, 36].

In the decade since, much more supporting evidence has been gathered by the RHIC

and recently the LHC, and theoretical descriptions and understanding of all stages of a

collision have steadily improved. Theoretical descriptions of many properties of the medium

have reached a point where the differentiation between “QGP” and “system displaying the

properties of a QGP” is becoming moot. Authors now speak of a “Standard Model of of

Heavy Ion Collisions” [37, 38], albeit often still in quotation marks, but it can be said that

the search for the Quark Gluon Plasma has ended and the quantitative exploration of its

properties has begun.

The three evidence lines summarized here will be reviewed in more detail after the

introduction of the basic concepts and terminology needed.

2.1 Characterization of a Heavy Ion Collision

2.1.1 Terminology and Kinematic variables

The primary observables in High Energy Physics (HEP) are origin, momentum, and

charge of particles with a sufficiently long path length in a detector volume, on the order of
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a meter, i. e. long-lived hadrons (neutrons, protons, pions, kaons, potentially Ξ,Σ,Λ0) and

leptons (electrons, muons, photons; neutrinos live long enough but are very hard to detect).

Particles originate from vertices, typically described in cartesian coordinates Vx, Vy, Vz in

the lab frame, where by convention (in a collider) the z-axis points along the beam pipe. x

and y are arbitrary choices. The collision point is called the primary vertex. Other vertices,

such as from decays, are secondary vertices. Note that the spatial extent of the primary

vertex in a heavy ion collision is on the order of tens of fermis, many orders of magnitudes

smaller than the resolution of even the most advanced pixel detectors (typically > 1 µm).

A particle’s momentum always refers to the moment of its creation at a specific vertex; the

primary vertex is assumed unless otherwise noted.

Cartesian coordinates for the momentum ~p are not well suited to represent the prop-

erties of the system. In a collider, the two incoming beams have equal and opposite

momentum and the primary vertex coincides with the center of momentum. However, the

pz dimension, or a polar angle θ, are not boost-invariant, and thus physics-relevant effects

are conflated with irrelevant z-boosts that average out if treated relativistically, such as

the energy spread of the incoming beams (RMS (δEbeam/Ebeam) ≈ 0.6× 10−3 at 200 GeV

at RHIC [39]), and the individual momenta of interacting partons. Therefore, the polar

component of momentum is instead described using transverse momentum

pT ≡
√
p2
x + p2

y, (2.2)
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and rapidity y, in high energy physics always meaning rapidity with respect to the beam

axis, i.e.:

y ≡ 1

2
ln
E + pzc

E − pzc
. (2.3)

Rapidity is additive under z-boosts, so the above-mentioned variations average out over a

large enough sample size.

The azimuthal component is properly captured by the angle

φ ≡ tan−1 py
px
. (2.4)

To express invariant yield d3N
d3~p

in these variables, it is convenient to introduce the transverse

mass m2
T = m2 + p2

T , leading to

E = mT cosh y, pz = mT sinh y, (2.5)

and

d3N

d3~p
=

d3N

pT dpT dφ d(mT sinh y)
=

1

E

d3N

pT dpT dφ dy
. (2.6)
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In many cases, a measured particle’s rest mass and therefore energy is not known. In

such a case, rapidity is replaced by pseudorapidity η.

η ≡ 1

2
ln
|p|+ pz
|p| − pz

. (2.7)

From (E/c)2 = |~p|2 + m2
0c

2, it follows that the difference between y and η becomes small

in the ultra-relativistic regime; it is exactly zero for massless particles as well as for y =

η = 0. Figure 1 illustrates the relationship between pseudorapidity and polar angle. For

a differential quantity such as number density dN/dη, the difference between rapidity and

pseudorapidity is less relevant than the Jacobian needed to compute dN/dy, also shown

in Figure 1. The variables pT , φ, η are illustrated in Figure 2.

2.1.1.1 Units

Units in high energy physics are for the most part natural units, based on ~ = c =

kB = 1, and using electron volts (eV) as the base unit of energy:

Energy: 1 eV = 1.602× 10−19 J

Mass: 1 eV ≡ 1 eV/c2 = 1.782× 10−36 kg

Momentum: 1 eV ≡ 1 eV/c = 5.344× 10−28 Ns

Temperature: 1 eV ≡ 1 eV/kB = 11604 K

However, length (1 eV−1 ≡ 1 ~c/eV = 1.973× 10−7 m) and time (1 eV−1 ≡ 1 ~/eV =

6.582 × 10−16 s) are most commonly quoted in the more characteristic scale of fermis (≡
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Figure 1. Left: Illustration of the relationship between polar angle and pseudorapidity

y = ln
(
tan θ

2

)
. Right: pT dependence of the Jacobian dη/dy for charged protons, kaons

and pions averaged in |η| < 1.

x

y

xy plane
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√
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θ, η = − ln
(
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2

)

Figure 2. Kinematic variables pT , φ, η. Left: Side view of the collision, with incoming

beams shown as red arrows. Right: Frontal view, down the beam line.
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femtometers), and fermi/c (1 fm/c = 3.336× 10−24 s), respectively. Factors of c and other

constants are usually restored when quoting or plotting values, except for temperatures

where the Boltzmann constant often remains omitted.

2.1.2 Initial Conditions

2.1.2.1 Centrality

Nuclei have a finite physical extension, so they collide with an impact parameter b,

see Figure 3. Since a head-on, so-called central, collision corresponding to b = 0 leads

to a qualitatively different system than a glancing or peripheral collision with a large

impact parameter, collision events are characterized into centrality classes, encompassing

fractions of the total cross section instead of impact parameter. The terminology is similar

to inverted percentiles: The “0 − 10% most central” events, corresponding to the 90th

percentile, is comprised of those events whose impact parameter is smaller than 90% of all

collisions.

The impact parameter cannot be measured experimentally, so centrality determination

is done using measurables that have a strong monotonic correlation with b instead. The

most common one is the multiplicity of charged particles Nch, used by all four RHIC

experiments in different kinematic regions [40, 41, 42, 13, 43], summarized in Figure 4.

Other options are in use as well; notably, ATLAS and CMS employ transverse energy ET

measured in forward calorimeters for their primary centrality definition [44, 45].
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Figure 3. Illustration of two colliding nuclei with impact parameter b [1, 2]. The medium

develops in the overlapping zone while the spectators remain unaffected.

Figure 4. Overview of the pseudorapidity coverage of primary Nch detectors for centrality

determination at RHIC [40].
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2.1.2.2 Temperature and Energy Density

The exact temperature at which hadronic matter may experience deconfinement into

partonic matter, and the nature of this transition, is an active field of research (see for ex-

ample STAR’s recent white paper [46] and references therein). Due to the complexity of the

system and the size of the strong coupling “constant” below very large energies, this ques-

tion cannot be answered perturbatively from Quantum Chromodynamics (QCD). However,

numerical computations are possible on a finite lattice, with lattice sites corresponding to

quark fields and links to gluon fields (Lattice QCD). At vanishing baryon chemical poten-

tial µB, a prominent early prediction for the critical temperature is Tc = 173±8 MeV [47],

or about 2× 1012 K. The energy density is proportional to T 4 and the number of degrees

of freedom (ndf), and Figure 5 shows how in this computation the degrees of freedom

rise rapidly from nucleon to partonic degrees of freedom, until the critical temperature is

reached and energy goes solely into heating the system [48, 49].

Values for Tc vary with numerical techniques and treatment of quarks. Recent results

from prominent lattice QCD groups seem to converge on a lower value around 150 MeV [50,

51, 52, 53].

The relation between critical energy density and critical temperature in [49] is found to

be εc = (6± 2)T 4
c , or about 0.7 GeV/fm3. Due to the T 4 dependence, the uncertainty on

this value is larger, but a widely accepted estimate is εc . 1 GeV. By comparison, nucleon

density in normal nuclear matter is usually assumed to be about 0.16 fm−3, corresponding
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Figure 5. Energy density as a function of temperature calculated for three different

treatments of quarks. Arrows indicate the high temperature limit for a gas of gluons and

nf quarks [49], εSB/T
4 = (16 + 21

2 nf )π
2

30 . Boxes indicate maximal initial temperatures

reached by SPS, RHIC, and LHC (as projected in 2007). Figure from ref. [48] with the

abscissa title corrected to T/Tc; reproduced from [49, 47].
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to an energy density of (0.94 GeV)(0.16 fm−3) = 0.15 GeV/fm3, about five times lower

than εc. This density estimates assumes a nuclear radius of R = r0A
1/3 for mass number

A [54, p. 12–15], with an empirical value of r0 between 1.1 and 1.5 fm, typically 1.2 for the

charge radius and 1.4 for “full matter” radius.

Can this be achieved? Näıvely, in a
√
sNN = 200 GeV collision an upper bound of

the increased energy density could be calculated by multiplying the relativistic length

contraction (γ ≈ 100) by two (two overlapping nuclei) and by 100 again (because each

nucleon carries about 100 times the energy of a nucleon at rest), for a resulting energy

density up to 20000 times higher than in normal matter! Following this logic, the energy

density for a QGP could actually be easily reached at
√
sNN = 2 GeV, well within the reach

of Bevatron in the 1950’s (
√
s =
√

2× 6.2× 0.938 GeV = 3.4 GeV), albeit for protons, not

heavy ions.

However, this approach fails to consider that such a maximal overlap would last for

only an infinitesimally small amount of time, and that the time of the two relativistic

“pancakes” even touching would be on the order of 2Rc/γ ∼ 0.1 fm/c. Bjorken proposed

to consider the energy removed from the beam, i.e. of particles created in the collision,

and to relate it to the thin but finite volume defined by the overlap region of the colliding

nuclei and a length determined by the formation time of a medium [55]:

εBj ≡
1

2τ0cA

dEfinal
T

dy
(2.8)
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The system should be somewhat close to equilibrium, meaning the considered particles

should have comparable longitudinal and transverse momentum, a condition roughly equiv-

alent to |η| < 1 [30]. At
√
sNN = 200 GeV and with almost perfectly overlapping in-

coming nuclei (0-5% centrality) the density of charged particles at mid-rapidity is about

dNch
dη
∣∣|η|<1

≈ 625−655, and the transverse energy carried per particle is about 570 MeV [30,

56]. Accounting for neutral particles with a factor of 3/2, letting A = π(7 fm)2, and as-

suming a very conservative formation time of 1 fm/c, this leads to an estimated energy

density of at least

ε
RHIC,|η|<1
Bj =

3

2

1

2π 72 fm3 (2)(650)(0.57 GeV) ≈ 3.6
GeV

fm3 . (2.9)

In fact, the formation time τ0 may be as low as 0.35 fm/c, leading to estimates up to

15 GeV/fm3 [32]. In short, energy densities at top RHIC energies exceed the critical

value by a factor of four to fifteen, and correspond to temperatures in the range of 250–

370 MeV, well beyond where a description as hadronic degrees of freedom is appropriate.

One measurement using direct photons in central Au+Au collisions is consistent with

models assuming a fast formation time, 0.15-0.6 fm/c, and an initial temperature of 300-

600 MeV [57], assuming such photons are of thermal origin.

2.1.2.3 The Glauber Model

The Glauber model provides more fine-grained insight into the initial energy distri-

bution. It also provides a means to bridge centrality as a function of impact parameter
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to observable quantities. The premise is illustrated in figure Figure 6: The very early

stages of a heavy ion collision are modeled as a superposition of binary collisions of the

individual nucleons, and the goal is to determine how many nucleons participate, and how

many binary collisions occur. Roy Glauber pioneered the description of nucleons incident

on multi-nucleon systems [58, 59]. The main assumption is that at high energies, individ-

ual nucleons are undeflected and pass through each other, so that each projectile collides

with all target nucleons in its path. Each such nucleon that is part of a collision is called

a “wounded” nucleon [60], or a participant. Given a nucleon density distribution in the

target nucleus, and the cross section for binary collisions, the number of participants Npart

and the number of collisions Ncoll (obviously Npart = Ncoll + 1 in this case), can then be

computed analytically [60] or computationally with Monte Carlo simulations (see for ex-

ample [40]). In a nucleus-nucleus collision, the relationship of Ncoll and Npart is no longer

trivial; analytically Ncoll and Npart are calculated using binomial factors [40]; in a Monte

Carlo simulation the generalization to nucleus-nucleus collisions is straightforward. Monte

Carlo simulations offer the added bonus of generating binary collision positions for further

analysis, and since the advent of cheap processing power, Glauber model calculations are

most often done this way. It should be noted that the concept of wounded nucleons can

be generalized to “used” nucleons, with a finite probability that the nucleon in question

is no longer available for further collisions [61, 62]; however, the model as detailed above

has proven very successful. In the context of relativistic heavy ion collisions, the Glauber
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Figure 6. Sketch of a nucleus-nucleus collision with impact parameter b in the Glauber

model [40]. One nucleon at ~s in the projectile and its “path” through the target nucleon

are highlighted.

model is almost exclusively understood to use Monte Carlo simulations and the simpler

wounded nucleons.

As mentioned, two key ingredients are required [40, 63]:

Inelastic Nucleon-Nucleon Cross Section

In high energy nuclear collisions, interactions with no (elastic) or small (diffractive)

energy transfer are usually ignored, and the inelastic cross section σinel
NN is used. At 200 GeV,

the used values is σinel
NN = 41− 42 mb [64, 65, 66, 67], consistent with fits to measured cross

sections at various collision energies [68].
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Nucleon Density Distribution

Nucleon density is modeled from charge density. For most nuclei, the deviation from

a spherical shape is small, and the radial charge density is described well with a three-

parameter Fermi distribution:

ρ(r) = ρ0
1 + w (r/R)2

1 + exp
(
r−R
a

) , (2.10)

where r is the distance from the center, ρ0 is the nucleon density at r = 0, R is the

nuclear radius, and a is the skin depth, i.e. the length scale over which the density rapidly

drops from almost uniform to zero. The w parameter characterizes deviations from a

spherical shape; for 197Au it is zero, and the distribution simplifies to a Woods-Saxon

form. Parameters are obtained from elastic electron scattering [69].

For deuterons, most commonly the Hulthén formula for the proton-neutron distance

rpn is used:

ρ(rpn) ∝ e−α rpn − e−β rpn
rpn

⇔ (2.11)

ρ(r) ∝ e−2α r − e−2β r

2 r
, (2.12)

with parameters α = 0.228 fm−1 and β = 1.18 fm−1 [64].
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Figure 7. Normalized radial nucleon density (left) and probability distribution (right) for

2H and 197Au (using R = 6.38 fm, a = 0.535 fm, w = 0 [69]).

The probability of finding a nucleon in a thin shell at a distance r from the center is

then p(r) ∝ 4πr2ρ(r) for most nucleons, or p(r) ∝ 4πr2ρ2(r) for deuterons due to forcing

rp = rn. Radial density and probability distribution are shown in Figure 7.

2.2 Bulk Observables

2.2.1 Elliptic Flow

Hydrodynamic descriptions of the QGP date back to 1974 [70, 71]. Measurements of

anisotropy in transverse flow as a signature of the QGP was pioneered by Ollitrault [72]. In

an off-center collision, a reaction plane is defined by the beam direction z and the impact

parameter b, see Figure 8. Without collective effects, the momenta of particles produced
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in the overlap region would be random and their azimuthal distribution isotropic. If a

liquid quickly develops in this almond-shaped region however, then pressure gradients

will add to the momenta, preferably in the direction of the reaction plane, see Figure 9.

This anisotropic flow is an especially attractive observable because the spatial asymmetry

decreases very quickly, thus anisotropic flow probes very early times, within a fm/c of the

collision [73].

The azimuthal distribution of particles with respect to the reaction plane can be ex-

pressed in a Fourier series [73, 1]:

E
d3N

d3~p
=

1

2π

d2N

pTdpTdy

(
1 +

∞∑
n=1

2vn cos [n (φ−ΨR)]

)
, (2.13)

where ΨR is the azimuthal angle with the reaction plane. The system is symmetrical with

respect to the reaction plane, so there are no sine terms in this expansion. The Fourier

components are

vn(pT , y) = 〈cos [n (φ−ΨR)]〉 , (2.14)

averaged over all particles in the considered pT , y window. v1 is commonly referred to as

directed flow, v2 as elliptic flow.
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Figure 8. Illustration of the interaction region and reaction plane in a non-central heavy

ion collision [1]. Spectators in blue are rapidly speeding away as the almond-shaped

fireball expands. The reaction plane is spanned by the beam direction and the impact

parameter. Relativistic length contraction is neglected in this sketch.

.
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Pressure Gradients

=⇒

Effect on Momenta

Figure 9. Illustration of momentum anisotropy in a mid-central collision. Left: Pressure

gradients between the QGP medium and the surrounding vacuum are normal to the

medium surface. Right: The anisotropy of the pressure gradients leads to larger momenta

along the shorter axis of the almond-shaped medium.

2.2.1.1 Measuring Flow

The reaction plane is not a direct observable, and multiple approaches exist to measure

flow, and flow measurements usually contain an explicit qualifier to name the method by

which they were obtained. A number of factors complicate the ideal picture described

above and introduce components not due to “true” anisotropic flow, usually called non-

flow. The picture in Figure 8 and Figure 9 is suggestive of a homogenous medium formed in

the interaction region, identical for all collisions at the same energy and impact parameter.

A more realistic scenario is shown in Figure 10. In this sketch, the medium is created in

a Glauber MC-type way, from individual, randomly distributed collision points in the in-
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teraction zone, leading to significant flow fluctuations in the same centrality class. In fact,

higher-order flow harmonics, neglected for a long time, are hypothesized to result from

these per-event fluctuations and play a significant role especially in very central collisions

where the dominant elliptic flow becomes small while fluctuations are essentially unaffected

and v3 (“triangular flow”) becomes comparable or larger than v2 [5]. In addition, short-

range correlations stemming from jets, resonance decays, Hansbury-Brown-Twiss effect,

momentum conservation lead to non-flow contributions to measured quantities. The ex-

perimental flow measurement methods described below [73, 1] differ in how sensitive they

are to these influences and how they address non-flow.

2.2.1.1.1 Event Plane Method

For each flow harmonic an individual approximation Ψn to the reaction plane is calcu-

lated directly from the anisotropic flow itself, called the event plane [74]. This is done via

a two-dimensional event flow vector Qn:

Qn,x =
∑
i

wi cos(nφi) = ~Qn cos(nΨn), (2.15)

Qn,y =
∑
i

wi sin(nφi) = ~Qn sin(nΨn). (2.16)
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Figure 10. Randomly distributed collisions define the participant plane, offset from the

true reaction plane [1].

.
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The sum is over all particles, and the weights wi are chosen to approximate the pT behavior

of vn. Then the flow harmonic is calculated as

vn{EP}(pT , y) = 〈cos [n (φi −Ψn)]〉 . (2.17)

Additional corrections for event plane resolution, detector acceptance etc. can be found

in [73, 1]. To reduce non-flow influences, often different subsets of an event are used for

finding the event plane and the actual flow value. Enforcing large η gaps between particles

reduces short-range correlations.

2.2.1.1.2 Flow from Di-hadron Correlations

In azimuthal di-hadron correlations of flowing particle pairs dNpair

d∆φ , vn is widely assumed

to factorize [75]. This can be seen as follows. Assuming the azimuthal distribution with

respect to the reaction plane Ψ follows

dN

dφ
= [1 + 2 v2 cos 2(φ−Ψ)] , (2.18)

then the distribution of the pairs with the difference ∆φ = φA − φB can be calculated:

dN

d∆φ
=

∫ 2π

0
dΨ

∫ 2π

0
dφA

(
1 + 2vA2 cos 2(φA −Ψ)

) (
1 + 2vB2 cos 2(φA −∆φ−Ψ)

)
(2.19)
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Because
∫ 2π

0 dx cos(x+ c) = 0, the product simplifies to

dN

d∆φ
=

∫ 2π

0
dΨ

∫ 2π

0
dφA

(
1 + 4vA2 v

B
2 cos 2(φA −Ψ) cos 2(φA −∆φ−Ψ)

)
=

∫ 2π

0
dΨ

∫ 2π

0
dφA

(
1 + 2vA2 v

B
2

[
cos(2∆φ) + cos 2(2φA − 2Ψ−∆φ)

])
=

∫ 2π

0
dΨ

∫ 2π

0
dφA

(
1 + 2vA2 v

B
2 cos(2∆φ)

)
= 4π2

(
1 + 2vA2 v

B
2 cos(2∆φ)

)
(2.20)

This derivation does not take short-range correlations from e.g. jets into account, which

is why the jet-like component is excluded when this assumption is applied in Section 5.2.

Also, the v1 component does not commonly factorize this way due to momentum conser-

vation. But in many cases, the jet component can be neglected, and one can then extract

a measure of vn from fits to the distribution of pairs of particles in the same given pT

region [76],

dNpair

d∆φ
∝

(
1 +

∑
n

2 v2
n cos(n∆φ)

)
, pAT ≈ pBT (2.21)
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2.2.1.1.3 Cumulant Method

The two-particle cumulant method is essentially identical to extracting vn from equa-

tion 2.21, only skipping the construction of the di-hadron correlation and fitting in favor

of calculating the Fourier component directly [73, 77]:

vn{2}2 ≡ 〈cos(n(φA − φB))〉 = 〈un,1u∗n,2〉, (2.22)

with unit flow vectors un = einφ.

To reduce non-flow effects, higher-order cumulant methods instead construct multi-

particle correlations and subtract lower order cumulants in such a way as to eliminate the

contribution of two-particle correlations. An example is the fourth-order cumulant method:

−vn{4}4 = 〈un,1un,2u∗n,3u∗n,4〉 − 2〈un,1u∗n,2〉2. (2.23)

2.2.1.1.4 Other Methods

More methods are described in [73]. The Lee-Yang Zeros method for example corre-

sponds to calculating the large-order expansion in cumulants [78].

2.2.1.2 Method Comparison

A comparison of the various methods is shown in Figure 11. As can be seen, they

generally fall into two classes, the two-particle methods are all similar and give a higher

value than the multi-particle methods, which are also all very similar to v2{4}. In di-
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Figure 11. Method comparison for pT -integrated elliptic flow. Left: Applied to an AMPT

simulation [79], based on Glauber-type initial conditions [1]. Right: Various methods

used on 200 GeV Au+Au data at mid-rapidity [73].

hadron correlation analyses in STAR that subtract elliptic flow contributions, usually the

average of v2{EP} and v2{4}. The corresponding large uncertainty is not present in this

analysis since Fourier components Vn are extracted directly and the focus is on their scaling

behavior; no attempt is made to factorize them explicitly into vn.

2.2.1.3 Elliptic Flow Measurements—An Almost Perfect Quark Soup

Elliptic flow was among the earliest and most surprising measurements at RHIC, with an

amplitude more than 50% larger than previously observed at SPS [80, 81]. These findings

excluded systems such as an ideal parton gas or a hadron resonance gas, and could be
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successfully captured within hydrodynamic descriptions assuming very fast thermalization

time on the order of 0.5–1 fm/c [82].

Further calculations and measurements with identified particles are shown in Figure 12,

taken from [33]. Below about 1 Gev/c, the measured data display mass ordering, a finger

print of hydrodynamic evolution that is excellently captured by the ideal hydrodynamic

curves. This elliptic flow result has led to the QGP at RHIC often being described as

a “perfect liquid”. As computational methods advanced, some viscosity was required to

capture the data, but the characteristic quantity, shear viscosity divided by entropy density

η/s, is found to be close to the ideal limit η/s = 1/4π in natural units [83, 84]. This lower

bound is calculated using duality between perfect fluids and black hole horizons in the

context of a strongly coupled N = 4 supersymmetric Yang-Mills theory in the limit of a

large number of colors [85].

Above 1-2 GeV/c, Figure 12 shows deviation from this ideal description, but even more

striking is the trend reversal between baryons and mesons. The behavior can be reconciled

with an assumption that makes this perfect liquid a true quark soup: Flow is acquired at

the partonic level and the final measured value is the result of recombination or coalescence

of flowing valence quarks into baryons and mesons [86, 87], i.e.:

vhadron
2 (pT ) ≈ nqv2(pT /nq), (2.24)
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Figure 12. Collection of identified particle v2 measurements compared to hydrodynamical

calculations [33].
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Figure 13. Quark scaling behavior of elliptic flow: v2/nq vs. pT /nq and KET /nq for

many species demonstrates universal scaling behavior [87].

where nq is the number of constituent quarks. As seen in Figure 13, this scaling holds

remarkably true, and when using the transverse kinetic energy KET = mT −m0 instead

of pT [88], all species collapse onto one universal curve.

2.2.1.4 Higher Order Flow Harmonics

Figure 14 shows an example of the azimuthal shape described by 1 + 2 vn cosnφ for

n=2,. . . , 5. Comparison with Figure 9 shows that the assumption of a homogenous almond

shape would lead to vanishing odd harmonics and dominance of v2 among even harmonics.

Until recently, higher-order, and especially odd, flow components were therefore largely
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1 + 2 v2 cos 2φ 1 + 2 v3 cos 3φ 1 + 2 v4 cos 4φ 1 + 2 v5 cos 5φ

Figure 14. Visualization of azimuthal harmonics v2, v3, v4, v5.

ignored. Sparked in large part by efforts to explain features in di-hadron correlations,

see Section 2.3 below, the role of initial conditions and the need to model flow on an

event-by-event basis have been investigated [5].

A Glauber simulation of a mid-central collisions is shown in Figure 15. Apart from

shapes consistent with an almond shape, initial state fluctuations can also frequently lead

to shapes with significant odd harmonic components. Third and higher harmonics have

now been measured by the RHIC and LHC experiments [89, 90, 91, 92, 93].

Theoretically, initial conditions are described mainly in three ways [6]: The Monte Carlo

Glauber approach is described in Section 2.1.2.3. The MC Kharzeev-Levin-Nardi (MC-

KLN) [94] describe high-energy nuclei as a Color Glass Condensate [9, 95], a formalism

where the growth of gluon distributions with energy slows down and saturates at very high

energies. The IP-Glasma description presents a refinement of the KLN approach, leading
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Figure 15. Glauber simulation of a mid-central collisions [3, 4, 5]. Wounded nucleons in

the overlap region are shown in red. Elliptic (left) and so called triangular (right) flow

patterns arise from different configurations in individual events.

to finer structures in the initial state energy distribution. A comparison of energy density

described by the three models is shown in Figure 16, left. The IP-Glasma model, coupled

with a relativistic hydrodynamic description of the system, is able to describe RHIC data

very well, and again suggests a viscosity η/s close to or at the ideal limit [7].

An outstanding question is whether these higher harmonics follow the same quark

number scaling as elliptic flow. There are indications that this may not be the case [96],

and part of this study will address this question in a higher pT range.

2.2.1.5 Baryon/Meson Puzzle—Recombination

A baryon/meson anomaly was first discovered in ultra-relativistic heavy ion collisions

at RHIC[97, 8, 98]: in the intermediate transverse momentum region the relative yield of

(anti-)protons with respect to pions was found significantly enhanced in central Au+Au
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Figure 16. Left: Initial energy distribution calculated in the IP-Glasma (top),

MC-KLN(middle), and MC-Glauber (bottom) models [6]. Right: Comparison of

mid-central data measured at RHIC to model calculations using IP-Glasma with different

assumptions about the medium viscosity [7]

.
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Figure 17. The Proton/pion ratio (for particles and anti-particles) in central Au+Au

collisions at 200 GeV is strongly enhanced compared to d+Au and peripheral Au+Au in

the intermediate pT range. Two models of the recombination assumption are shown as

well [8]

.
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collisions compared to peripheral, d+Au, or pp collisions, see Figure 17. Similar behavior

was found for strange hadrons [99]. Recombination models incorporating coalescence of two

or three thermal quarks to form a meson or a baryon, are able to reproduce the observed

enhancement [100, 101, 102, 103]. If recombination is a dominant production mechanism

compared to fragmentation in the low to intermediate region, then the steep spectrum can

explain the observed enhancement: To produce a final state hadron with a given energy, it

is energetically favorable to create a baryon with three comparatively low-energy valence

quarks rather than a meson with two quarks, see the illustration in Figure 18.



38

Figure 18. Illustration of baryon enhancement through recombination. A 3 GeV hadron

is created either from fragmentation of a higher pT parton, or recombination of two 1.5

GeV partons (to a meson) or three 1 GeV partons (to a baryon).
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2.3 Jet Quenching

2.3.1 Nuclear Modification Factor

High-energy partons are created in highly inelastic collisions of incoming beam partons

as back-to-back quark–anti-quark or gluon–gluon pairs (rare processes involving five or

more partons are neglected). Colored partons cannot exist in the final state due to the

confinement nature of the strong force, instead the growing energy between them creates

gluons and additional quark–anti-quark pairs nearly collinear with the original parton,

eventually resulting in narrow collimated hadron showers. As the involved partons lose

energy in the process, perturbative calculations lose applicability, and this hadronization is

described phenomenologically instead. In the Lund string model [104] used in the PYTHIA

event generator [105], this is captured by a narrow color flux tube or string and subsequent

string breaking.

While the high-energy color-charged quarks or gluons traverse the QGP, they suffer

multiple interactions and lose energy in the form of collisions (elastic) and induced gluon

bremsstrahlung (inelastic). Collisional energy loss in a QGP of temperature T for a light

quark or gluon of energy E can be estimated to [9]

−dEcoll

dl
=

1

4
CRαs(ET )m2

D ln
ET

m2
D

, (2.25)
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where l is the path length in the medium, mD ∼
√
αsT is the Debye mass, αs is the strong

coupling “constant”, and CR = 4/3 (quark), CR = 3 (gluon) the color charge. A similar

formula for heavy quarks is found in [9].

Radiative energy loss to hard gluon radiation ωc = 1
q̂L

2 in the Landau-Pomeranchuk-

Migdal regime where the mean free path λ is much smaller than the medium thickness L,

is

∆ELPM
rad ≈ CRαsq̂L2, (2.26)

with the Jet Quenching Parameter q̂ = m2
D/λ, the average squared transverse momentum

transferred per unit path length to a high-energy particle. From this formula, bremsstrahlung

can be estimated to be the dominant energy loss mechanism in a QGP at RHIC, a more

detailed calculation is shown in Figure 19. An interesting observation from (2.26) is that

the radiative energy loss of a high-energy gluon is expected to be larger than that of a light

quark by a factor of 9/4.

Large energy loss to the QGP was first observed by comparing the number of high-

pT hadrons found in nucleus-nucleus collisions NAA at a certain centrality to the number

that “should” be found if no energy loss occurred. This reference number is the product

of the number Npp of particles produced in a binary collision in the vacuum of a p+p

collision, and the number of inelastic binary collisions TAA. TAA is determined by Glauber

modeling. In the convention used in Section 2.1.2.3, the inelastic cross section σinel
NN is used
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Figure 19. Comparison of radiative and collisional energy loss calculations for light

quarks [9].

in the Glauber model and TAA = 〈Ncoll〉 where the average is taken over the considered

centrality bin. If the full cross section was used in the model instead, leading to a measure

of binary collisions Nbin that also includes diffractive and elastic scattering, this number

has to be adjusted accordingly, TAA = 〈Nbin〉/σinel
NN .

The resulting observable is called the nuclear modification factor RAA, in its simplest

form for a given rapidity and centrality selection defined as:

RAA(pT ) ≡ dN/dpT
TAAdNpp/dpT

. (2.27)
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Figure 20. Nuclear modification factor at SPS and RHIC [108].

At RHIC energies, the nuclear modification factor showed that high-pT particle production

is suppressed by a factor of 4–5[65, 66, 64, 106], consistent with strong radiative energy

loss [107, 33]. This finding is in stark contrast to the situation at SPS, as shown in Figure 20,

indication that a qualitatively new state of opaque, strongly interacting matter had been

created.

Two important control studies are shown in Figure 21. In the left panel, RAA measured

for direct photons (photons that are created initially in a binary collision, not in a decay)

is shown to be consistent with unity, as is expected for particles that do not interact

strongly if the normalization factor TAA is correct. The figure also demonstrates that RAA

is the same for neutral pions and η-mesons, and well described by radiative energy loss

calculations [109]. In the right panel, the nuclear modification factor in central Au+Au
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Figure 21. Control measurements of the nuclear modification factor. Left: RAA measured

for direct photons are consistent with one [109]. The plot also illustrates the similarity

between pions and η-mesons, and good agreement with a radiative energy loss

calculation. Right: The large nuclear modification factor in central Au+Au collisions not

seen in d+Au, ruling out that cold nuclear matter effects are responsible for the strong

suppression [110].

collisions is compared to d+Au, ruling out that cold nuclear matter effects are responsible

for the strong suppression [110].
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The idealized formula (2.26) assumes a static, uniform, ideal gas of quarks and gluon.

To model jet quenching in a realistic expanding QGP, four major frameworks have been

developed, all with one characteristic model parameter. The Gyulassy-Levai-Vitev (GLV)

approach is characterized by the initial gluon density dNg/dy, the BDMPS approach devel-

oped by Baier, Dokshitzer, Müller, Schiffer uses q̂, AMY uses the temperature T , and the

Higher-Twist approach uses energy loss ε0. All approaches however have been successfully

matched to data, a GLV calculation is shown in Figure 21.

2.3.2 Jet Tomograpy

A more differential view of energy loss is possible if the axis and momentum of the

traversing jet are known or can be approximated. One method to do just that is to consider

di-hadron correlations with respect to a leading hadron or trigger. The leading hadron in

a jet, defined as the final state particle with the highest pT , is a good approximation of

the initial jet axis. After selecting the highest-pT hadron in a given event, called the

trigger, the relative azimuth ∆φ ≡ (φassc−φtrig) and/or pseudorapidity ∆η ≡ (ηassc−ηtrig)

of all associated particles that fulfill additional kinematic restrictions can be computed.

A histogram of relative angles for many events gives the di-hadron correlation 1
Ntrig

dN
d∆φ .

visualized in Figure 22. Normalized per trigger, as was done here, this function represents

the differential measure of conditional yield (number of particles) in an event where a trigger

was found. Cuts on φ, η, pT , centrality, etc. allow fine-grained exploration of different

kinematic regions.
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Figure 22. Illustration of a triggered di-hadron correlation. The highest-pT particle in the

event is assigned as trigger, and the angular distribution relative the trigger is recorded.

The result of such a measurement, shown in Figure 23 is compelling [110, 111]. Di-

hadron correlations at mid-rapidity with 4 < ptrig
T < 6 were performed in Au+Au, pp, and

d+Au. In pp and d+Au collisions, without modifications in a medium, the jet shower leads

to characteristic enhancements close to the trigger (on the near-side) and in the direction

opposite the trigger (away-side), i.e. around ∆φ = 0 and ∆φ = π. In central Au+Au,

the same, unmodified, jet-like peak is visible. On the away-side however, particles above

2 GeV/c are completely suppressed. This suppression is consistent with the idea that the

trigger comes from a jet created near the surface on the fireball. The corresponding recoil

jet then traverses the medium and radiates away energy to where high-pT particles are no

longer measurable. The left panel demonstrates what happens to this energy. The number
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Figure 23. Triggered azimuthal di-hadron correlations with 4 < ptrig
T < 6 GeV/c at 200

GeV in Au+Au, d+Au (left only), and pp. Left: passc
T > 2 GeV/c [110] leads to strong

away-side suppression in Au+Au not seen in pp and d+Au. Right: For

passc
T > 2 GeV/c [111] away-side enhancement is seen in Au+Au.
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Figure 24. Left: Dijet-triggered ∆φ-correlations in central and mid-central Au+Au on

near-and away-side show no modification compared to d+Au. 5 < pT1
T < 10 GeV/c,

4 GeV/c < pT2
T < pT1

T , 1.5 < passc
T < 4 GeV/c [112]. Right: Conditional di-jet survival

probability in Au+Au data compared to expectations from a Glauber-based core-corona

model.

of low-pT particles is actually enhanced and spread out over a broader away-side, consistent

with expectations from radiated gluons.

A refinement on this measurement supports the notion of jets only surviving to produce

high-pT leading hadrons if they originate from the surface of the fireball. The so-called

2+1 correlations selects only events that have two similarly high-pT triggers back-to-back
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with each other [112, 113]. The individual jet-like components with respect to the two

triggers then show no modification, see Figure 24, suggesting that what few dijets are found

were actually created near the surface and tangentially to the fireball. The probability of

their survival is consistent with a simple Glauber-based estimate assuming a transparent,

vacuum-like corona and an opaque core in which a high-pT immediately loses enough energy

to no longer produce a high enough trigger.

The away-side energy redistribution is illustrated in in jet-hadron correlations, con-

structed identically to di-hadron correlations but using jet axes and energies obtained from

jet reconstruction algorithms [114]. The away-side widths in the top panel of Figure 25

are suggestive of medium-induced broadening. The bottom panel demonstrates the energy

redistribution from high to low pT , characterized by DAA, the difference in the total in-

tegrated transverse momentum of away-side jet-like associated particles between Au+Au

and pp. This significant softening is consistent with radiative/collisional energy loss models

for parton interactions within the Quark-Gluon Plasma.
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Figure 25. Away-side properties as a function of passc
T found in jet-hadron correlations at

200 GeV [114]. Top: Gaussian widths of the away-side in central Au+Au compared to pp.

Bottom: DAA, the difference in the total integrated transverse momentum of away-side

jet-like associated particles between Au+Au and pp. Model calculations from [115]

capture the data well.
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Figure 26. Left: Azimuthal di-hadron correlation with 3 < ptrig
T < 4 GeV/c and

1.3 < passc
T < 1.8 GeV/c at 200 GeV in Au+Au and d+Au [116]. A prominent double

hump structure as visible on the away-side. Right: Two-dimensional correlations

di-hadron correlation with 3 < ptrig
T < 4 GeV/c and passc

T > 2 GeV/c reveal a narrow

long-range rapidity structure at small relative azimuth in Au+Au[117].

2.3.3 The Ridge and the Double Hump

Two striking, seemingly unrelated, features discovered in di-hadron correlations at

STAR are shown in Figure 26. The left panel shows di-hadron correlations constructed

in the same way as in Figure 23, but with a different pT selection. The away-side is no

longer suppressed but instead severely distorted into a double-hump structure, suggestive

of Cherenkov or Mach-cone like emission as a parton at supersonic or superluminal speed.
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Such a pattern would allow a direct measurement of either the speed of sound or the

refractive index of the QGP.

At the same time, two-dimensional di-hadron correlations 1
Ntrig

d2N
d∆φd∆η . revealed an

unexpected narrow long-range rapidity structure at small relative azimuth in Au+Au [117,

25], shown in the right panel of Figure 26. Further investigation indicate that the ridge

has bulk-like spectra and particle ratios, and that its magnitude is approximately constant

as a function of ptrig
T .

The ridge has been referred to as a “theoretical free for all”. Many models with very dif-

ferent assumptions have been proposed, such as momentum kicks [118], shock waves [119],

glasma flux tubes [120, 121], turbulent color fields [122], radial flow [123], recombina-

tion [124, 125], or interrelation of jet quenching and transverse flow[126]. A review and

comparison to data of many of these assumptions and models is found in [127].

One model stands out as the most prevalently accepted one today. It explains both the

conical emission structure on the away-side and the near-side ridge as resulting from inho-

mogeneous fluctuating initial conditions, which are then translated into final state higher

order flow harmonics[5]. Specifically, the third harmonic or triangular flow would lead to

the characteristic enhancements at ∆φ ≈ 0 and ∆φ ≈ π±π/3, illustrated in Figure 27. The

cone structure would be especially prominent in Figure 26 because the elliptic flow contri-

bution was subtracted using the so-called zero-yield-at-minimum assumption (ZYAM), as

was common practice in di-hadron correlations [75]. Without this subtraction, the trian-

gular flow term leads to significant away-side broadening. As discussed in Section 2.2.1.4,



52

Figure 27. Illustration of elliptic and triangular flow

these higher order flow harmonics have since been measured, and hydrodynamical models

describe them well.

But questions remain. Is the ridge fully described by these flow harmonics? Do the

harmonics scale with quark content as expected if the mechanism that translates them

into final state hadrons is the same as for elliptic flow? And recently, ridge-like correlations

have been found in high-multiplicity p+p and p+Pb collisions at the LHC [128, 129, 130],

providing further challenges for the theoretical explanations of the ridge.

2.4 This Analysis

In this work, I study two-dimensional ∆φ-∆η correlations in 0-10% most-central Au+Au

measured with the STAR detector. Trigger hadrons are required to obey 4 < ptrig
T <
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Figure 28. Expected gluon jet contribution to final state hadrons, obtained from

next-to-leading-order calculations [10, 11].
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5 GeV/c. The correlations are separated between pion and non-pion triggers. Non-pions

in this case are a combination of protons and kaons, with known proportions. While it

would be desirable to separate them further, such a separation is currently prohibited by

experimental and statistical limitations. The pT of associated particles are required to be

between 1.5 and 4 GeV/c, and associated particles are unidentified, i.e. identical between

trigger sets. Long range and short range correlation features are considered separately.

The jet-like component at small angles can be isolated by subtracting the long range

correlation features, since in this selection they are flat in ∆η. The comparison of jet-like

yield between leading pions and non-pions gives access to two possibly competing effects:

On the one hand, the ratio of protons to pions in the trigger pT range is enhanced by

about 50% in central Au+Au, indicating under the recombination scenario that a relatively

larger fraction of proton than pion triggers originate in fact from recombined partons and do

not contribute jet-like yields, thus diluting the trigger pool. Jet-like yields are calculated

per trigger, so the effect of recombination should be observable, and constrainable, by

relatively lowered yields for proton compared to pion triggers.

On the other hand, in this pT range and above, leading pions are expected to start

biasing more and more toward quark–anti-quark jet pairs, see Figure 28. The factor of 9/4

in expected radiative energy loss gluon radiation, could lead to yield enhancements for the

proton-rich trigger set.
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To exclude the influence of cold nuclear matter effects, measurements of jet-like corre-

lated yield will be compared to data from minimum-bias d+Au collisions at
√
sNN = 200

GeV

Furthermore, the kinematic selection was chosen such that at long range the double-

hump is present (if elliptic flow were subtracted), the ridge is a prominent feature, and

elliptic flow is expected to exhibit quark number scaling. Two-dimensional fits exclud-

ing or accounting for the short-range jet component, allow the extraction of products

Vn = vn(ptrig
T )vn(passc

T ) of the Fourier components describing hydrodynamic behavior. The

contribution vn(passc
T ) from associated particles is the same for all triggers and factors out,

so the scaling behavior of the Vn gives new information into the validity of assumptions in

the predominant ridge model. Alternative models can capture the 2D data equally well,

using only a gaussian for the ridge, and the first and second harmonic, associated with

momentum conservation and elliptic flow of an essentially smooth medium. The implica-

tions of the coefficients obtained from such a model applied to the correlations separated

by trigger identity will be considered as well.



CHAPTER 3

STAR AND RHIC

3.1 The Relativistic Heavy Ion Collider

RHIC is a multi-purpose accelerator facility located at the Brookhaven National Lab

(BNL) on Long Island, NY. Its main purpose is to accelerate and collide heavy ions, but

it also has proton-proton (pp) capabilities and is in fact the largest polarized pp collider

in the world. The top collision energy per nucleon pair in the rest frame is
√
sNN =

200 GeV for ions and just over 500 GeV for pp. Collision systems to this date are pp,

63Cu + 63Cu, 197Au + 197Au, 238U + 238U, as well as the asymmetric systems 197Au + 63Cu

and 2H + 197Au ≡ d + 197Au.

A variety of lower collision energies can be achieved. The Beam Energy Scan program

explores the onset of deconfinement and a possible critical point in the QCD phase diagram,

so far with collision energies of 7.7, 11.5, 14.5, 19.6, 27, 39, and 62 GeV, adding to early

runs at 130 GeV.

The facility is shown in Figure 29. The main ring has a circumference of about 3.8 km.

Ions originate in the Tandem Van de Graaff accelerators. There are two available Tandem

Van de Graaff accelerators allowing for different ion species. Ions are boosted to 100 MeV

per nucleon in the Booster Synchrotron. They are then injected into the Alternate Gradient

Synchrotron and accelerated to 8.86 GeV (Au ions). At this point they are fully ionized.

56
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Finally they are injected into the main storage ring and accelerated to their final energy.

Particles circulate in opposite directions in two bean pipes, arbitrarily called “blue” and

“yellow”. Two rings of helium-cooled superconducting magnets operating at 3.5 T are used

to bend and focus the beams [39].

At top energy, ion “fills” usually last for up to ten hours. In the 2010 Au+Au run

period at
√
sNN = 200 GeV, each beam consisted of 103 out of 111 possible bunches and

1.1 × 109 ions per bunch, resulting in an average luminosity of 20 × 1026cm−2sec−1, 10

times the original design goal [39, 131]. In the 2008 d+Au period at the same energy, up

to 95 bunches consisting of 1.2× 1011 deuterons and 1.0× 109 gold ions each allowed peak

luminosities of up to 38× 1028cm−2sec−1 [132]. Under normal circumstances, the beam is

dropped and replaced with a fresh fill around the time when the instantaneous luminosity

has fallen to a point where a fresh beam provides more collisions per time unit than are lost

due to the down time. In pp runs, protons originate in the Linear Accelerator (LINAC)

and exit at 200 MeV, otherwise the process remains essentially the same.

The particles are eventually brought to collision in up to four interaction points. Cur-

rently, two experiments are active: The STAR detector at point 2 in Figure 29, and the

PHENIX detector at 3. The PHOBOS and BRAHMS experiments were located at 4 and

6 respectively; they ceased operations after completing their scientific programs in 2006.

Two smaller programs explore exclusively polarized pp phenomena: The pp2pp was origi-

nally close to point 6 and is now part of the STAR collaboration and located in the same

interaction point; ANDY is a feasibility study in the former BRAHMS interaction point.
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Figure 29. Schematic view of the RHIC facilities at Brookhaven, from [12].
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Figure 30. Left: Schematic view of the PHOBOS detector [13]. Right: Event display,

from [14].

3.1.1 PHOBOS

The original concept for this experiment was the Modular Array for RHIC Spectra

(MARS). The final design was a slightly scaled down, less expensive version and acquired

the name PHOBOS [133]. A schematic layout and event display are shown in Figure 30.

The key design goals behind PHOBOS, based on the philosophy that a priori very little

is known about the created matter, were large acceptance, reach to slow particles at very

low pT , and high trigger rate in order to not miss rare events [133, 13]. To achieve this,

the detector had a multiplicity array covering eleven units of pseudorapidity and almost

complete azimuth, a vertex detector with high accuracy better than 0.2 mm [134], and a

two-arm, back-to-back magnetic spectrometer including a time-of-flight wall for particle
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identification, as well as trigger and centrality detectors. The spectrometer covered 0.2 rad

in azimuth and about 0.7 units of pseudorapidity between 0 < η < 2. Using a a 2.2 T

dipole magnet, momentum measurements and particle identification of charged tracks were

possible down to 30 MeV [135].

A signature measurement, including the first RHIC publication published only six weeks

after the end of the first run, was the pseudorapidity and centrality dependence of charged

particle multiplicity, showing signs for much higher particle and energy densities than what

would be expected from simple pp superposition [136, 137]. An overview of major results

as of 2005 can be found in the PHOBOS white paper[30].

3.1.2 BRAHMS

BRAHMS was conceived mainly to explore the forward region at large rapidity with

high precision momentum resolution and good particle identification; the acronym stands

for Broad RAnge Hadron Magnetic Spectrometers [138, 16]. The layout is shown in Fig-

ure 31.

The main components of BRAHMS were two movable magnetic spectrometers, the For-

ward Spectrometer (FS) between 2.3◦ and 15◦, and the mid-rapidity Spectrometer (MRS)

between 30◦ and 90◦ relative to the beam line. More details about coverage is shown

in Figure 31. Both spectrometers had small solid angles. The FS consisted of four magnets

to bend charged tracks, two time projection chambers (TPCs) and three drift changers for

tracking, two time-of-flight (TOF) hodoscopes, and two Cherenkov detectors for particle
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Figure 31. Left: Schematic view of the BRAHMS detector [15]. Right: Acceptance for

various species and kinematic regions [16]. Region I and II show the acceptance of the

forward spectrometer with two different configurations. Region III shows the acceptance

for the mid-rapidity spectrometer.
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identification. The MRS had another magnet, two time projection chambers, and a TOF

for particle identification [16].

A signature result was the centrality and η dependence of the nuclear modification

factor in d+Au collisions [29], providing evidence and constraints for a possible precursor

state to the QGP, the so-called color glass condensate (CGC). An overview of BRAHMS

evidence for CGC and QGP formation as of 2005 can be found in the BRAHMS white

paper [56].

3.1.3 ANDY and pp2pp

The pp2pp program studies elastic and inelastic polarized pp collisions at very small

scattering angles. It uses specialized movable “Roman Pots” containing a detector package

of four micro-strip detector planes, two each for x and y dimension [139, 17]. Originally

located in the BRAHMS interaction point, the experiment is now part of the STAR collab-

oration and the Roman Pots are at 55.5 m and 58.5 m from the STAR IP, see Figure 32.

A recent result is a precision measurement of the single spin asymmetry [17].

The ANDY experiment in the former BRAHMS location at the 2 o’clock position is

a feasibility study to measure the single spin asymmetry AN for Drell-Yan (DY) produc-

tion [18]. The schematics are shown in Figure 32. Apart from beam-beam counters (BBC)

and zero-degree calorimeters (ZDC), it consists mainly of two left-right symmetric hadronic

(HCal) and electromagnetic calorimeters (ECal) each arranged to measure predominantly

in the forward region 2.5 < η < 4.0. The collaboration recently published first measure-

ments of forward jet production from transverse-polarized pp collisions [140].
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Figure 32. Schematic view of the pp2pp experiment [17](left), and the ANDY experiment

in 2011 [18] (right).

3.1.4 PHENIX

PHENIX, the Pioneering Hadron Electron Nuclear Interaction eXperiment, emerged

from the combination of three originally independent proposals. All three shared the gen-

eral goal of studying rare probes of the QGP [141]. Within the budget constraints, PHENIX

therefore emphasized good particle identification and high data-taking rate. It is a complex

detector system; its main components are four arms, two covering mid-rapidity and two in

forward and backward direction, supplemented by global detectors [42], see Figure 33. In

2011, a silicon vertex tracker (VTX) was added. The original documentation can be found

in References [142, 143, 144, 145, 146, 147, 148, 149, 150]. For an overview of recent and

planned upgrades, please refer to recent dissertations, such as [151, 152, 153].
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Figure 33. Left: Schematic view of the PHENIX detector before the VTX upgrade [19].

Right: Event display, from [20].
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A signature measurement of PHENIX is suppression of high-pT neutral pions [154], and

direct photon production [57]. A comprehensive overview of PHENIX findings by 2005 is

found in the white paper[32].
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3.2 The STAR Detector

STAR, the Solenoidal Tracker At RHIC, takes its name from its central tracking device,

the Time Projection Chamber (TPC), and the solenoidal magnet encasing it, see Figure 34.

STAR covers by far the largest solid angle of the RHIC detectors, and has complemented

this strength over the years with a host of additional detectors providing excellent particle

identification, di-electron and heavy flavor measurement capabilities, forward coverage,

calorimetry, and flexible triggering.

A strong magnetic field is needed to bend relativistic charged particles sufficiently to

allow precision momentum measurements. In normal operation, the STAR magnet field is

at ±0.5 T (called Full Field (FF) and Reversed Full Field, respectively). In this setting,

transverse momentum measurements between about 0.2 and 10 GeV/c are possible with

good resolution. Lower energy particles are bent into “loopers”, too high momenta result

in an almost straight line and momentum (or, indeed, charge) can no longer be reliably

measured.

The magnet operates at room temperature (water-cooled) and consumes about 3.5 MW.

Apart from the main coils, there are space trim and poletip trim coils to ensure field uni-

formity. The absolute field is reproducible to within 0.5 Gauss and varies less than 0.1

Gauss/12 hrs. Radial deviations are better than 50 Gauss, azimuthal variations better

than 3 Gauss [155]. These requirements were designed to meet estimates of position re-
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Figure 34. Left: Schematic view of major components of the STAR detector. Right:

Detailed cutout of the main magnet system. Both pictures courtesy of Tai Sakuma [21].

construction accuracy and to ensure tracking accuracy for high-energy electrons within

200 µm

The magnet backlegs in Figure 34 are 6.85 m long; the inner diameter of the magnet is

5.27 m, the outer 6.28 m. The whole magnet including the cradles weighs almost 1200 tons

and rests on rollers and pistons; it can be moved on rails between the assembly building and

the experimental hall. The poletips have their own support structure and can be removed

independently.
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Figure 35. Left: Insertion of the TPC into the detector. The blue structures are the

main magnet and the removed poletip [22]. Right: Detailed sketch of the TPC. [21].

Abbreviations: IP - Interaction Point, IFC/OFC - Inner/Outer Field Cage.

3.2.1 The Time Projection Chamber

The TPC is the central element and primary tracking device of the STAR detector

[156]. It consists of an 4.2 m long, 4 m high chamber filled with P10 gas (10% methane,

90% argon). The central membrane is held at about 28 kV and separates the chamber into

two halves with uniform opposite electric field toward the anodes in the endcaps. Held at

2 mbar, P10 has a high, stable drift velocity of 5.45 cm/µs.

Charged particles traveling through the chamber ionize the detector gas and leave

behind a track of electrons. These electrons drift in the electric field toward nearest endcap

where they are recorded by readout planes. High stability and uniformity of the electric
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Figure 36. One of the TPC’s 24 readout pad planes.

field was a critical design criterion to ensure electron paths longer than 2 m can still be

reconstructed with sub-millimeter precision.

Readout planes are based on Multi-wire Proportional Chambers (MWPC); the electrons

are amplified by avalanching in a strong field and the resulting signal is measured in readout

pads. There are a twelve sectors on each side of the TPC, one of which is shown in Figure 36.

The sectors are subdivided into an inner sub-sector consisting of 1750 small pads with wider

spacing between rows, and an outer sub-sector with 3942 densely packed larger pads.

A track thus gets recorded as a series of discrete points in the x–y plane perpendicular to

the beam axis. Electrons drift at a well-defined velocity in the controlled electric field, and
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by dividing data points into discrete time units, so-called time-buckets, the z-dimension can

be reconstructed as well. The solenoidal magnetic field bends tracks and allows momentum

determination with high precision between pT = 0.2 − 10 GeV/c at full field strength 0.5

T from helix fits to the measured points, called “hits”.

Momentum measurement alone is not sufficient to determine the particle species (i.e.

its rest mass); this requires an additional dynamic variable such as the relativistic speed

β. One of the main advantages a TPC has over silicon trackers is that ionization energy

loss (dE/dx) from collisions with the TPC gas is a function of β, not momentum, over a

broad pT range. Over the length of the TPC, this energy loss is small compared to the

total energy of the particle, on the order of a few hundred MeV for a 1 GeV particle, so the

helix shape is essentially unaffected. However, the energy loss is measurable as the amount

deposited in the readout pad [157, 158, 159]. The dynamic range of the ADC’s was chosen

to reliably measure energy loss of p > 200 MeV particles. The dE/dx distribution as a

function of momentum is shown in Figure 37. Starting around 1 GeV/c, significant overlap

between the bands is visible, but the relativistic rise of dE/dx leads to enough separation

to make statistical particle identification and separation of pions from non-pions possible

in the region considered in this work (p > 4 GeV/c, log10 p > 0.6). For more details on

PID with the TPC, refer to Section 4.3.

3.2.2 Other Detectors

While the present analysis is conducted using only TPC measurements, many more

detector subsystems are part of STAR and will be mentioned below briefly:
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Figure 37. dE/dx distribution as a function of momentum [23]. The color bands denote

±1σ of the dE/dx resolution.
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3.2.2.1 Forward Time Projection Chambers

For many runs, including 2010, Forward TPCs with similar characteristics as the main

TPC extended the tracking range to 2.5 < |η| < 4 [160]. Their measurements were not

used for the presented mid-rapidity results.

3.2.2.2 Time of Flight and VPD

To improve and complement particle identification and specifically separation of protons

from kaons and pions above ≈ 0.7 − 1 GeV/c, a large Time Of Flight detector (TOF)

was installed starting in 2002 and was fully operational in 2010 [161, 162]. It consists

of Multigap Resistive Plate Chambers (MRPCs) and covers [2π × ±0.9] in azimuth and

pseudorapidity, respectively, with a time resolution of better than 100 ps. Specifically,

the TOF is the “stop” detector. The TOF also replaced the Central Trigger Barrel both

physically and as the main fast trigger detector for central events, see Section 4.1.1.

Flight time measurement is started by two identical VPDs (Vertex Position Detec-

tor) [163] down the beam line on both sides of the TPC 5.6 m away from the center. Each

VPD consists of nineteen detector assemblies housing a 0.25 in Pb converter, and a 1 cm

thick scintillator. The VPDs also play an important role in triggering and collision vertex

position measurement. The main design goal is excellent resolution of the time difference

DeltaT between a collision signal in the two VPDs, or equivalently resolution of the vertex

position Vz = c∆T
2 . Resolution of a single detector channel is about 100 ps in 200 GeV

Au+Au. “Start” time is resolved to 20-30 ps in Au+Au, negligible compared to the TOF
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resolution. Vertex resolution, determined as the standard deviation of the difference be-

tween VPD and TPC vertex position measurement V VPD
z − V TPC

z was found to be about

2.4 cm in Au+Au and 1 cm in pp.

The VPD-TOF combination in its primary PID role cannot be used for the hight-pT

analysis in this work, as its reach is only up to about 3.1 GeV/c.

3.2.2.3 Electromagnetic Calorimeters

Electromagnetic calorimetry is available through the barrel calorimeter (BEMC) [164]

in 2π×±1.0, and on one side extending the forward direction out to η = 2 with the endcap

calorimeter (EEMC) [165]. Their primary use is the detection of electrons, photons, neutral

mesons such as π0 and η, as well as jet reconstruction. The presented di-hadron correlation

analysis is an alternative method to study jets and does not rely on calorimetry.

3.2.2.4 More Detectors

Other detectors in STAR that were not present or not used in this analysis include

pixel trackers (the decommissioned Silicon Vertex Tracker, SVT [166], the Heavy Flavor

Tracker, HFT, currently taking data for the first time [167]), and the Muon Telescope

Detector (MTD) [168].

3.2.3 Trigger Systems

After two upgrades, STAR can currently record events at a rate of about 500 Hz. At

the same time, collisions occur at a rate of 40 kHz or more, making it vital to quickly

select those events deemed “interesting” for saving. This is done using fast detectors and
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trigger conditions to quickly estimate properties of an event. Detectors used for triggering

are [169, 24]:

Zero-Degree Calorimeter (ZDC): Two identical ZDC’s (“East” and “West”) are in-

stalled at the first bending magnets in the collider line around the interaction point,

about 16-18 meters to either side and covering 4 mr in azimuth. They consist of alter-

nating tungsten absorbers and scintillating fibers that route Cherenkov radiation to

a PMT [170]. Spatial information in this region is of limited value and the ZDC’s are

not segmented. Instead they are designed to minimize loss in energy resolution and

to withstand high radiation dosage. Charged fragments are mostly taken away by

the magnetic fields, neutral collision products and secondaries are negligible in this

very forward region. The coincidence of spectator neutrons are used as a minimum

bias trigger, as a luminosity and beam monitor tool, as a Vz detector from the tim-

ing difference between the two detectors, and as a centrality measure (very central

collisions will have few spectator neutrons and vice versa). The energy resolution

of test beams at 100 GeV was found to be around 18-22%, the time resolution was

estimated to 150 ps and certainly below the design goal of 200 ps.

Beam-Beam Counter (BBC): Two Beam-Beam Counters, located at z = ±3.7 m from

the interaction point and consisting of two layers of tightly packed hexagonal scintil-

lators, play a similar role to the ZDC for pp collisions, where no spectator neutrons
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are present. In addition to minimum bias triggering, luminosity control, and vertex

position measurement, they are also used as polarimeters in polarized pp runs [171].

Vertex Position Detector (VPD): The VPD is the primary minimum bias trigger de-

tector in A+A and d+Au collisions and covered in more detail in Section 3.2.2.2.

TOF and Central Trigger Barrel (CTB): The CTB was a fast detector consisting of

240 scintillator slats covering the region |η| < 1, used to trigger on high-multiplicity

central events with high production of large transverse momentum particles. It has

been superseded in this role by the TOF, see Section 3.2.2.2.

Electromagnetic Calorimeters (EEMC and BEMC): The calorimeters, see Section 3.2.2.3,

are fast detectors used to select events with large electromagnetic deposition in a small

area, such as from jets or direct photons.

Forward Pion Detector (FPD) and Forward Meson Spectrometer (FMS):

The FMS is a fast electromagnetic calorimeter in the forward region at 2.5 < η < 4

with full azimuthal acceptance [172, 173]. On the other side of the interaction point,

it is complemented by the FPD [174], originally a prototype for the FMS with limited

acceptance in φ, focused on neutral pion detection. Both provide trigger capabilities.

Triggers can be as simple as “a collision occurred” or as sophisticated as “the event has

a high likelihood of having produced an Antihelium-4” nucleus. Many trigger conditions

are active at the same time during data acquisition, to select events for recording and sort
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Figure 38. Schematic view of the trigger detectors, in 2004 [24]. EEMC and BEMC have

since been completed.

or tag them into data streams. To favor certain triggers over others, so-called prescalers

are used to reject for example 49 out of every 50 Minimum Bias events.

Note that the word “trigger” in this context is not to be confused with the usage of the

same word throughout most parts of this document. A trigger or trigger condition at the

data acquisition level tags an event for further analysis. In the data analysis which is the

main focus of this work, the word is used instead to label the leading hadron in a specific

event.



CHAPTER 4

ANALYSIS DETAILS

4.1 Data Selection

The analysis is based on Central and Minimum Bias (MB or MinBias) Au+Au data

collected by the STAR detector during the 2010 RHIC run period at 200 GeV, and Mini-

mum Bias d+Au data collected in 2008. Additional corrections were made using data from

2004 (Au+Au) and 2003 (d+Au). All selection cuts are summarized in Tables Table I

and Table II.

4.1.1 Trigger Conditions

The Minimum Bias trigger attempts to select events solely on the condition “A collision

has occurred (close to the TPC center).” In 2003 and 2004, the primary MinBias trigger

detector was the ZDC. For Au+Au this meant a coincidence of at least one neutron in

both ZDC’s and a vertex position within |z| < 30 cm of the TPC center. For d+Au, no

vertex position cut was imposed, and only a neutron in the Au-going ZDC was required.

In 2008 and 2010, the primary MinBias trigger detector is the VPD. For d+Au, still one

Au-going neutron ZDC signal is required, and additionally a VPD vertex position within

|z| < 30. For MB Au+Au, only the condition of a VPD vertex position within |z| < 30 is

imposed.

77
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2010 Au+Au 2008 d+Au

√
sNN 200 GeV 200 GeV

Triggers

MB: VPD Vz < 30 cm

Central: MB

&& small ZDC multiplicity

&& large TOF multiplicity

MB: VPD Vz < 30 cm

&& Au-going ZDC signal

B-Field Reversed Full Field (-0.5 T) Reversed Full Field (-0.5 T)

Centrality 0-10% Minimum Bias

|Vz| < 25 cm < 25 cm

#Events

154M Central before cuts

3.5M after QA, with all cuts, with

a high-pT particle

46 MB before cuts

106k after QA, with all cuts, with

a high-pT particle

TABLE I

Data set specifics for 200 GeV Au+Au in 2010 and d+Au in 2008
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Pseudorapidity |η| < 1

Distance to primary vertex DCA < 1 cm

Minimum TPC fit points
NFit ≥ 20

NFit ≥ 30 for identified particles

Used/available fit points ratio > 0.51

TABLE II

Track quality cuts

The Au+Au Central trigger is designed and optimized to capture the 0-12% most

central events. To that end, one selects events with a large number of particles with

significant transverse momentum, i.e. within |η| < 1, and a small number of spectator

neutrons in the ZDC. In 2004, the mid-rapidity multiplicity was measured by the CTB, a

dedicated trigger detector. In 2010, it was supplanted by the TOF which plays a similar

role for triggering. Figure 39 illustrates the MinBias and Central trigger logic in Au+Au.

Binary numbers indicate logical conditions that fire above or below a certain threshold. In

this example, the MB trigger (top) only requires a minimum count in the ZDC, whereas

the Central trigger (bottom) requires additionally a minimum count in the CTB and a
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maximum count in the ZDC. The CTB cut is much more restrictive than the upper ZDC

limit; in this illustration the effect of the latter is not visible.
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Figure 39. Sketch of event distribution as a function of CTB and ZDC counts [24], given

as raw ADC counts or normalized per minimum ionizing particle (MIP). The heat map

color scheme indicates event centrality; desired events for the central trigger are found in

the bottom right.
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4.1.2 Event Reconstruction

The term event properly describes the data recorded when a trigger condition is met. At

lower beam energies, events do not always coincide with collisions, but at
√
sNN = 200 GeV,

“event” is often used interchangeably with “collision”.

A central collision will create thousands of charged particles, each leaving up to 45

space points in the TPC (or more, in the case of “loopers”, low momentum particles

that do not reach the edge of the TPC). Other detectors add more data to the event.

Event reconstruction is the process of translating raw detector data into an ensemble

of collision vertices, charged-particle trajectories (“tracks”), particle energy, energy loss,

velocity, momentum, etc.

In the TPC, track reconstruction is in essence a large-scale optimization problem, ac-

complished with Kalman filter techniques [175]. Starting with short track seeds at the

outer edge of the TPC where track density is lowest, the tracks are iteratively extrapolated

inwards. In a first pass, so-called global tracks are reconstructed without consideration of

their presumed origin vertex. Then, a collection of vertices is computed and ranked accord-

ing to quality parameters such as the number of tracks pointing to it. Vertices can be the

main interaction point, a secondary decay vertex, a pile-up vertex, a spurious interaction

vertex, or a scattering center. The highest-ranked vertex is assumed to be the primary

collision vertex, and tracks that project to within 3 cm (distance of closest approach, DCA),
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are named primary tracks, and refitted in a second pass, now assuming their origin is the

primary vertex. Momentum and energy loss are then determined from the fitted helix.



84

4.1.3 Track Quality

For the analysis, only primary tracks were used. Additional restrictions on recon-

structed tracks were imposed:

• In order to reduce the number of secondary decay products, and to increase the

accuracy of dynamic variables (pT , φ, η), which are calculated with respect to the

primary vertex position, the track DCA was capped at 1 cm.

• Including the vertex position, up to 46 measured space points are available to deter-

mine a track’s helix, but this number of possible points can be reduced due to blind

spots in the TPC, or for high-rapidity tracks toward the TPC edges. The actual

number of used fit points is lower due to measurement uncertainty, decay, overlap

with other tracks, etc. To ensure that tracks are not double-counted, only tracks

reconstructed with more than 50% of the available fit points were used. Unidenti-

fied tracks also were required to use a minimum of 20 fit points (NFit) to improve

precision.

• The above are standard quality cuts within STAR in this momentum range. Particle

identification is more sensitive to track length in the TPC, and the NFit requirement

was raised to 30 fit points for identified leading hadrons.

Figure 40 illustrates these cuts.
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Figure 40. Left: Sample DCA distribution in central Au+Au events. Tracks outside the

green region were discarded. Right: Sample NFit distribution in central Au+Au events.

Only tracks in the red region qualify for identification. Tracks outside the green region

and red regions were discarded.
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4.1.4 Centrality Determination

The impact parameter of a collision is not directly measurable. As an approximation,

one uses variables that strongly correlate with it. In STAR, the variable used is Reference

Multiplicity (Refmult), charged particle multiplicity at mid-rapidity, |η| < 0.5. Refmult

counts the number of tracks in this region with standardized quality cuts. Centrality bins

are then defined by Refmult ranges covering a certain percentage of the total integral.

Note that “0-10%” corresponds to the most central events. Figure 41 shows the Refmult

distribution and centrality cuts for MB and Central Au+Au data in 2010. At low Refmult

values, the distribution is suppressed by trigger inefficiencies. The centrality cuts are there-

fore determined by fitting MC Glauber (see Section 2.1.2.3) simulations to this distribution.

The cuts shown in Figure 41 are approximate, both Refmult and the appropriate cuts are

corrected for luminosity-dependent noise-level in the TPC. Simulation, calibration, and

cut determination is done centrally in STAR and was not part of this work.

In the Reversed Full Magnetic Field setting, 172M MinBias events and 154M Central

events were collected in 2010. The Central selection corresponds to approximately 0-12%

centrality. This analysis concentrates on 0-10% most central Au+Au events. The Central

dataset increases statistical power by about a factor of eight compared to the central bins

in MB. In order to properly represent 0-10% centrality in Au+Au, we use RefmultCorr-

dependent weights for all events with RefmultCorr < 480. RefmultCorr ≥ 446 corresponds

to 0-5%, the higher value was chosen to best match the tail. The weights were calculated
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Figure 41. Luminosity-corrected reference multiplicity distribution in 200 GeV Au+Au

data in 2010 for MinBias- and Central-Triggered events. The left plot shows approximate

cut positions for centrality class determination.
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Figure 42. Reference multiplicity distribution for MinBias (green) and Central triggered

data (red). The vertical lines indicate the 0-10% cutoff and the chosen matching point.

using the ratio between the MinBias and the Central triggered 2010 data. Figure 42

demonstrates this correction. No centrality cut was placed on the reference d+Au data, and

consequently no RefmultCorr correction was necessary. (Note that mixed-event binning

was not done in terms of reference multiplicity to avoid the inherent bias due to a tighter η

cut. Instead, charged particle multiplicity in the fiducial range was used, see Section 4.2.2.)
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4.1.5 Dataset QA and Pileup Reduction

For 2008 d+Au, the same data set was used as in a previous paper [113]. In 2010

Au+Au, runs were not used if no EMC data was present (since the vertex finding algo-

rithm in STAR required this data to work properly), if they were rejected by the Refmult

correction class, or for a few other reasons found during the QA process; 11042049 for

example had a magnet crash and corrupted data.

Pileup occurs when during a collision remnants from an earlier collision are still in

the detector. In 2010, the high multiplicity led to a high number of pileup events and

falsely identified primary vertices. For better primary vertex determination, we chose the

highest-ranked vertex whose reconstructed Vz was within 3 cm of the vertex position as

determined by the VPD. To further reduce pileup in Au+Au, events were rejected that had

an abnormally large number of global tracks compared to the number of primary tracks in

the TPC, see Figure 43.

Another issue appears under close inspection of the fit point and DCA distribution as a

function of φ, η, and run day, see Figure 44. This behavior is changing over the course of

the run period, see Figure 45.

Effect: For our analysis, NFit and DCA cuts for associated particles are not significantly

impacted. For triggers, the impact is bigger, but the number of affected triggers is still

small. To avoid possible problems, especially with nπσ, events were nevertheless rejected

when potential trigger tracks were found in the problematic region before runday 1043.
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Figure 43. Left: Number of global tracks vs. number of primary tracks in 2010 central

Au+Au. µ± 3σ of gaussian fits are also shown. Events above µ+ 3σ are considered too

contaminated by pileup and discarded. Middle: Same plot after the cut. Note that only

events with at least 600 primary tracks were kept, which doesn’t affect 0-10%. Right:

Example fit in a narrow slice. The non-gaussian part exhibits the multiplicity

distribution shape expected from pileup.
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Figure 44. Left: For run day 1035, η < 0, pT > 1.5GeV/c: DCA as a function of φ. The

effect of the (known) dead sector is visible around φ ≈ −0.7. More worrisome is the

severe distortion around φ ≈ 1.1. Right: The likely cause, a shortened distribution of

NFit in the same area. The sector in question has diminished efficiency.
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Figure 45. Left: For run day 1050, η < 0, pT > 1.5GeV/c: The DCA at φ ≈ 1.1 is slightly

improved, and its position has slightly shifted. However, a second problematic region has

appeared at φ ≈ −2. Right: Comparison of average DCA in the two φ regions and η < 0 as

a function of run number, compared to positive η. The problem at negative φ appears at

the same time at which the one at positive φ is alleviated slightly. The change appears

after runday 1043, which has no data and was likely an access day.
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Figure 46. Vz distribution of central Au+Au events. Events outside the green region were

discarded.

4.1.6 Primary Vertex Position

In addition to the requirement that the z component of reconstructed primary vertices

Vz be within 3 cm of the position determined by the VPD detector, events were also

constrained to be within 25 cm of the TPC center (instead of 30 as per the Central and

MB trigger), where tracking performance is best. Figure 46 illustrates the cut.
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4.2 Dihadron Correlation

Correlation functions in this work describe the number of charged associated particles

within 1.5 < passc
T < 4 GeV/c as a function of relative azimuth (∆φ = φassc − φtrig) and

relative pseudorapidity (∆η = ηassc − ηtrig) with respect to a 4 < passc
T < 5 GeV/c trigger.

Trigger particles are required to be the leading particle of the event; events with particles

above 5 GeV/c are discarded, and if multiple particles fulfill the ptrig
T cut, only the highest

one is used.

The correlation function can be written as

1

Ntrig

d2N

d∆φd∆η
=

1

wRefmult

1

ε(φ, η,∆φ,∆η, pT ,Refmult)

d2N raw

Ntrigd∆φd∆η
. (4.1)

Where N raw labels the yield (charged particle count) found in the TPC, and N the fully

corrected yield. It is normalized per trigger, every track is weighted for correct Refmult

distribution (wRefmult, see Section 4.1.4), and corrected for single particle efficiency and pair

acceptance (ε(. . . ), see Sections 4.2.1, 4.2.2). Note that wRefmult is always equal to unity

for d+Au and high multiplicity Au+Au above a Refmult of 480. Correlation functions are

subdivided by the trigger’s energy loss value, see Section 4.3.

4.2.1 Tracking Efficiency

The TPC cannot reconstruct every charged particle with 100% efficiency. The probabil-

ity of successfully reconstructing a track is dependent on the geometrical setup, multiplicity,

support structures and other material inside the gas volume, electronics performance, mo-
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mentum of the track, quality cuts, etc. To account for this inefficiency, a small number

(usually around 5% of total multiplicity) of simulated, i.e. “known”, tracks are embedded

into real events and the new event is reconstructed using the same tracking software as for

real events. Monte Carlo tracks are created, and their interaction with the detector and

detector response is simulated with GEANT-3 [176, 177]. Efficiency can then be calculated

as the ratio of reconstructed to injected tracks, using quality cuts and dynamic variables

as desired.

This work utilizes an η–pT –centrality-dependent parameterization [12] for data from

2003 and 2004, shown in Figure 47.

To account for geometry and track reconstruction differences between 2003/2004 and

2008/2010, respectively, a data-driven approach was used. For all centrality classes, φ− η-

dependent “translation” maps (shown in Figure 48) between central triggered 2004/2010

Au+Au and minimum bias 2003/2008 d+Au data are constructed using the quality cuts

for associated tracks. By weighting every associated track according to these maps, the

geometry and acceptance differences between the two run periods are corrected. In d+Au,

the MinBias trigger definition changed significantly between 2003 and 2008. Therefore, a

3 GeV/c particle was required to be present in every event used for the translation maps,

thus equalizing the resulting Refmult distributions.

Single particle efficiency correction is applied by using inverse efficiency of the associ-

ated particle as a weight while filling correlation histograms with a ∆φ–∆η pair. Overall

normalization is per trigger particle, so efficiency correction only concerns associated tracks.
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Figure 47. Parameterized efficiency from fits to embedding data in 2003 (d+Au, top),

and 2004 (Au+Au, middle and bottom) from Mark Horner [12]. The middle panel

corresponds to 5-10% most central data, the bottom one to 0-5%. Applied after geometry

translation.
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Figure 48. Ratio of all tracks satisfying cuts for associated tracks in 2004 over 2010 (top

left: 5-10% most central, top right: 0-5% most central), and in 2003 over 2008 (bottom).

Regions of extreme change have been excluded (a masked dead sector in 2010; one small

region in 2008). The lower statistics in d+Au require more coarse binning. One can

estimate with the naked eye that overall efficiency dropped by about 20% between Run

04 and Run 10, whereas d+Au efficiency stayed mostly unchanged.
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This efficiency correction is averaged in φ, and smoothed in η, so substructures remain.

Detector effects on the trigger distribution are also not corrected yet. Both of these issues

are addressed using the mixed-event technique in Section 4.2.2.

4.2.2 Pair Acceptance

An immediate need for additional corrections arises from the |η| < 1 cut applied to both

trigger and associated tracks. As Figure 49 demonstrates, the difference between two flat

random variables with this cut leads to a triangle shape due to the geometric constraint.

In this idealized case, the correction would be a simple division by a triangle function

normalized to 1 at ∆η = 0, where pair acceptance is not affected by cuts. In practice,

this is complicated by the aforementioned remaining substructures in φ, η, and the non-

correction of the trigger distribution. Single particle efficiency correction is constrained by

the computationally expensive Monte Carlo simulation, but even with unlimited resources,

dead regions in the TPC exist where efficiency is zero and thus not correctable. Using a

triangle also assumes that the η distribution of particles is perfectly flat (which is however

approximately true for |η| < 1 and pT > 1.5 GeV/c).

A more elegant way to correct for geometric and remaining detector effects is the data-

driven event mixing technique [178]. A background correlation is created using the exact

same method as the original signal, only using triggers from a different, but geometrically

similar, event than associated particles. Thus any truly physical correlation is destroyed

and only geometrical and acceptance effects remain. Every real trigger is mixed with

exactly 100 distinct events, avoiding the original event in the process. To mimic the
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Figure 49. Distribution of ∆η = η1 − η2 for randomly generated η1,2 ∈ [−1, 1], normalized

to 1 at ∆η = 0.
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geometric situation in an event as closely as possible, the mixing event was selected to come

from the same 2.5 mm wide Vz bin as the original event. Geometrical acceptance is also

sensitive to occupancy, the percentage of pads in the TPC detecting a signal. Refmult is not

a good measure of occupancy since the different η cut introduces an artificial bias. Au+Au

events were therefore subdivided into five multiplicity bins, where instead of Refmult the

actual number of tracks satisfying quality cuts was used. These bins are not of equal

size but rather balanced to ensure similar bin fill. Mixed events are also coming from a

continuous subset of the run period, further minimizing differences between events. Where

applicable, individual backgrounds were created for the various trigger-associate charge

combinations needed for split track correction (cf. Section 4.2.3).

Normalization: Background distributions from the individual multiplicity and Vz bins

are combined with appropriate weights before the signal is corrected. The signal is divided

by the normalized background. Normalization should be such that the background is equal

to unity at the point of maximal pair acceptance. Without single particle efficiency correc-

tion, this would be the maximum of the histogram. The φ-averaged efficiency correction

however requires that unity be attained for the ∆φ-averaged maximum. The normalization

constant is therefore obtained as the value at or around ∆η = 0 in a ∆η projection of the

background. As a positive side effect of this average, the associated systematic uncertainty

is better than 1% in d+Au and negligible in Au+Au.

Correct choice of the normalization constant is especially important in 2010 where the

dead sector and other TPC asymmetries lead to significant substructures such as a “bump”
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at small ∆φ–∆η, as evidenced in Figure 50 and Figure 52. The distinctive “ripples” in

∆φ in Figure 50 are an effect of the twelve sector boundaries of the TPC. The bump

can be understood by imagining a simplified TPC with 11 perfect sectors and one that

is dead. Drawing random φ pairs from this distribution and calculating their difference

∆φ simulates creation of a di-hadron correlation only influenced by acceptance. For most

∆φ values, this will result in an overall average yield reduction of 1/12. However, since

a “trigger” was found, the acceptance close to it, corresponding to ∆φ ≈ 0, is at worst

reduced by half, if the trigger is right on the edge of the dead sector. A simulation of this

situation with a simple toy Monte Carlo is shown below in Figure 53. The bump is clearly

visible, in this ideal scenario a triangle twice as wide as the dead sector.
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Figure 50. Top row: Unrebinned mixed background for unidentified triggers. Bottom

row: Unrebinned correlation histogram for comparison. Left d+Au, right Au+Au.
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Figure 51. Top row: Unrebinned mixed background for unidentified triggers. Bottom

row: Unrebinned correlation histogram for comparison. Au+Au; charge combination: left

“++” , right “−−”
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Figure 52. Top row: Unrebinned mixed background for unidentified triggers. Bottom

row: Unrebinned correlation histogram for comparison. Au+Au; charge combination: left

“+−”’ , right “−+”
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Figure 53. Simple simulation result to illustrate the source of the bump in the mixed

background. Left: Acceptance of an idealized one-dimensional detector with one dead

sector. Right: Drawing pairs from this distribution leads to an overall decrease compared

to “real” data, except close to 0. If the first trigger were in the dead sector, the “event”

would have been rejected.
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4.2.3 Track Splitting

Two effects related to reconstruction can artificially deplete the correlation at small

relative angles:

Track merging occurs when the trigger particle and a nearby associated track have the

same helicity and similar pT , φ, and η. If they share a significant amount of hits, they

can be reconstructed as only one track. Track splitting occurs when an intersected track is

reconstructed as two shorter tracks, both of which are then often discarded because they

no longer satisfy quality cuts.

In general, both effects are handled by the tracking efficiency correction. However, a

trigger splitting a track or merging with a track can of course not be captured in mixed

events, leading to narrow “holes” of severely depleted yield at small relative angles. Since

the trigger pT range used in this analysis is well above most associated tracks, the effect

of track merging is negligible. Track splitting is corrected using the symmetry of the

correlation:

The helicity of the involved tracks makes for four different cases where the depletion

is slightly offset from the origin. The correlation signal and background are therefore

constructed individually for positive/negative triggers and positive/negative associates,

with individual mixed background corrections. Figure 55 shows the four combinations

before correction for unidentified triggers.
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For qualitative comparison, the corresponding “before” plots from [25] with identical

associate range and ptrig
T = 3 − 6GeV/c are shown in Figure 54. As seen in panels a) and

d), track merging was more of an issue due to the lower trigger pT .

Figure 54. Track merging/splitting illustration from [25].

4.2.3.1 Correction

Since the correlation signal is expected to be symmetrical around ∆φ=0, the ratio due

to the dip in one case is reflected and can be used to correct the other, thus preserving the
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Figure 55. Left: For unidentified triggers, effect of track splitting before correction.

Right: Ratio of the correction region with its mirrored counterpart. The log scale serves

to better differentiate between small and large depletion. The solid black line indicates

the region where correction will be applied; the dashed line represents a single bin in the

rebinned final histograms to give a sense of proportion. Shown are correlations with

unidentified triggers.
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statistics; i.e., the like-sign combination “−−” is used to correct “++”, and vice versa, the

unlike-sign case is handled the same way. Where the ratio is too small, the bin content is

instead replaced by its mirror partner. In that case, the bin error needs to be set to
√

3

times the mirror partner’s error (when integrating over the histo, this results in the correct

σ2
Σ = 3σ2 + σ2). That gives a natural cutoff point: If the bin would need to be scaled up

by more than
√

3, it is replaced instead. The result is shown in Figure 56. For the final

histograms, the charge combinations are recombined in appropriate proportions.

To evaluate systematic uncertainty, the split region size was varied as shown in Fig-

ure 57.



110

Figure 56. Left: Same as in Figure 55. Right: Result of split track correction.
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Figure 57. Different sizes of the correction region for systematics for two charge

combinations. The other two combinations use identical regions mirrored at ∆φ = 0.
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Figure 58. Jet-like yield measured in [25] in red compared to values found in this study

(statistical errors only). The left-most green data points at
〈
ptrig
T

〉
≈ 4.35 correspond to

the cut used in this work; the other values were added to explore trigger-pT dependence.

4.2.4 Cross-check–Yield Comparison to Published Values

Before trigger identification, the analysis method used here should be consistent with

values that were found in [25] with a different, lower statistics, data set. Figure 58 shows

the jet-like yield comparison for unidentified (“inclusive”) triggers. Details about jet-like

yield extraction are described in Section 5.1; it follows the procedure in the reference.

Additional points were added to demonstrate the trigger-pT dependence.
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4.3 Trigger PID Separation

4.3.1 Particle Identification

Particle identification is done using the relativistic rise of energy loss (dE/dx), normal-

ized in the nπσ variable [8, 67, 23],

nXσ = ln

(
dE/dx

BX

)
1

σX
, (4.2)

where BX is the theoretical expectation for dE/dx for particle species X, and σX is the

dE/dx resolution of the TPC. This reparameterization serves multiple purposes:

• Use of the logarithm reshapes the individual particle distributions close to Gaussian;

• shift to the expectation value BX reduces pT dependence, especially for species X,

which will lead to Gaussian shapes at or close to nXσ = 0;

• normalization by the resolution leads to the width of this Gaussian to be close to 1.

The expected value of nXσ for protons and kaons depends on detector details and is

determined using MC simulations and initial calibration on Minimum Bias data. For

our purposes, these expectations were determined by finding the maximum of nπσ − nPσ

and nπσ − nKσ respectively. As shown in Figure 59, this expectation value shows some η

dependence, but is symmetric around 0.

Since initial calibration in STAR is done for minimum bias data without a pT cut

and with different quality cuts, additional calibration is necessary: nπσ is fitted with three
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gaussians in two transverse momentum and five |η| bins. The widths are fixed to be the

same (but not to a specific value), they reflect the dE/dx resolution, and therefore (in the

relativistic rise regime) there is no reason to expect different resolution for pions, kaons,

and protons. By construction, in case of ideal calibration, the expected width is 1. Initial

calibration was carried out for the minimum bias sample. Resolution deteriorates slightly

with high occupancy, i.e. in central events, however the higher quality cuts used here may

improve resolution; the width can therefore no longer be assumed to be 1 and is left free.

The pion and proton centroid positions are free, and the kaon position is at the theory-

predicted relative distance between the two (the variations of the relative kaon position is

a significant source of uncertainty for the protons, but affects very minimally pions that

are about 2σ away).

Constraints summary:

• The width is locked to be identical for all three gaussians.

• The relative kaon separation from pions and protons scales with expectations from

the Bethe-Bloch curves.

• Fits are done between nπσ = −5 and 2.2 to minimize the influence of electrons and

low nπσ noise.

• Kaon yield is a dependent variable such that the fit function integrates to unity.

Following the technique of fixing the relative kaon yield by KS
0 measurements, we

replicated the originally published P/π result and switched to directly fixing P/π using
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Dataset pT [GeV/c ] published P/π Correction “raw” P/π

Au+Au 4.0− 4.5 0.644 1.04 ∗ 0.964/1.018 = 0.985 0.634

Au+Au 4.5− 5.0 0.558 1.04 ∗ 0.943/1.015 = 0.967 0.539

d+Au 4.0− 4.5 0.450 1.04 ∗ 0.989/1.018 = 1.010 0.454

d+Au 4.5− 5.0 0.382 1.04 ∗ 0.976/1.015 = 1.000 0.382

TABLE III

Published P and π yields, P/π ratio and correction factors.

values from [179, 98] instead for computational ease, because that quantity is used later

for the derived “pure proton” values.

The published fully corrected P/π ratio were converted into raw P/π equivalent by

removing about 4% pion feed-down correction applied in [179, 98] for pion yield, and

adjusting for differences in feed-down contributions due to different DCA cuts between the

analyses (about a 1-6% effect). The difference between published dN/dy ratios and the

dN/dη ratios used here led to another 1.5-1.8% correction factor. The effects are partially

off-setting, as seen in Table III

Details of the particle identification fits are summarized in Table IV, Table V, Table VI,

Table VII, and Figure 61, Figure 62. Note that to better illustrate pion from non-pion

separation, the sum of proton and kaon gaussian is shown in the figures, not the actual
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individual gaussians used for fitting. Cπ designates the average pion position, CP the proton

centroid, i.e. the distance to Cπ. CK/CP is the fixed relative kaon centroid. Figure 63

and Figure 64 show the centroids, relative yields and σ for both pT bins.

Properly reassembled over η and pT , the fitting procedure leads to the π/non-π com-

positions illustrated in Figure 60. Besides the “nominal” version of the fit, with four free

parameters, variations included freeing all yields (three additional parameters, seven to-

tal), varying the pion centroid position within fitting uncertainty, and varying the P/π ratio

within published uncertainty; and the results are included in systematic error evaluation,

see Section 4.3.2. Specifically, freeing all yields leads to less variation than forcing the full

systematic range of P/π; the fit results in Figure 60 are compared with free fits where all

three yields were independent parameters.
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Figure 59. Profile of theoretical expectation for proton and Kaon separation from pions,

as a function of pseudorapidity and pT = 4− 4.5GeV/c in Au+Au (left) and d+Au

(right).

Figure 60. Reassembled PID distribution in 0-10% Au+Au (left) and MinBias d+Au

(right). The dashed lines show the result of fits with free proton and kaon yields. The

non-pion curve is the sum of proton and kaon gaussians.
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Figure 61. PID plots for Au+Au. Left: pT = 4− 4.5 GeV/c, right : pT = 4.5− 5 GeV/c.

Top to bottom: |η| = 0− 0.2, . . . , |η| = 0.8− 1.0. The non-pion curve is the sum of proton

and kaon gaussians.
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Figure 62. PID plots for d+Au. Left: pT = 4− 4.5 GeV/c, right : pT = 4.5− 5 GeV/c.

Top to bottom: |η| = 0− 0.2, . . . , |η| = 0.8− 1.0. The non-pion curve is the sum of proton

and kaon gaussians.
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Au+Au, pT = 4− 4.5 GeV/c

|η| 0.0-0.2 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0

χ2/ndf 272 / 136 322 / 136 344 / 136 279 / 136 263 / 136

σ 0.93 ± 0.002 0.93 ± 0.002 0.93 ± 0.002 0.94 ± 0.002 0.97 ± 0.003

Cπ -0.09 ± 0.004 -0.11 ± 0.004 -0.11 ± 0.003 -0.03 ± 0.004 0.04 ± 0.005

CP -2.33 ± 0.005 -2.42 ± 0.005 -2.54 ± 0.005 -2.69 ± 0.005 -2.61 ± 0.007

(CK)/(CP) 0.74 0.73 0.72 0.70 0.67

Yield π 0.49 ± 0.002 0.49 ± 0.001 0.49 ± 0.001 0.49 ± 0.001 0.51 ± 0.002

Yield P 0.31 ± 0.001 0.31 ± 0.001 0.31 ± 0.001 0.31 ± 0.001 0.32 ± 0.001

Yield K 0.19 0.20 0.20 0.19 0.17

TABLE IV

PID results for Au+Au, pT = 4− 4.5 GeV/c.
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Au+Au, pT=4.5-5 GeV/c

|η| 0.0-0.2 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0

χ2/ndf 158 / 136 208 / 136 202 / 136 255 / 136 219 / 136

σ 0.93 ± 0.003 0.93 ± 0.003 0.93 ± 0.003 0.94 ± 0.003 0.97 ± 0.004

Cπ -0.11 ± 0.006 -0.14 ± 0.005 -0.12 ± 0.005 -0.02 ± 0.005 0.03 ± 0.007

CP -2.37 ± 0.008 -2.45 ± 0.007 -2.56 ± 0.008 -2.70 ± 0.008 -2.56 ± 0.01

(CK)/(CP) 0.72 0.71 0.70 0.67 0.65

Yield π 0.53 ± 0.002 0.53 ± 0.002 0.53 ± 0.002 0.53 ± 0.002 0.56 ± 0.003

Yield P 0.28 ± 0.001 0.29 ± 0.001 0.28 ± 0.001 0.28 ± 0.001 0.30 ± 0.002

Yield K 0.19 0.19 0.19 0.19 0.14

TABLE V

PID results for Au+Au, pT=4.5-5 GeV/c
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d+Au, pT=4-4.5 GeV/c

|η| 0.0-0.2 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0

χ2/ndf 156 / 136 136 / 136 144 / 136 147 / 136 161 / 136

σ 0.91 ± 0.01 0.93 ± 0.01 0.93 ± 0.01 0.91 ± 0.01 0.94 ± 0.01

Cπ -0.16 ± 0.02 -0.18 ± 0.02 -0.17 ± 0.02 -0.07 ± 0.02 -0.22 ± 0.02

CP -2.19 ± 0.03 -2.23 ± 0.03 -2.40 ± 0.03 -2.54 ± 0.03 -2.51 ± 0.03

(CK)/(CP) 0.74 0.73 0.72 0.70 0.67

Yield π 0.62 ± 0.009 0.63 ± 0.01 0.61 ± 0.009 0.60 ± 0.008 0.61 ± 0.01

Yield P 0.28 ± 0.004 0.29 ± 0.005 0.28 ± 0.004 0.27 ± 0.004 0.28 ± 0.005

Yield K 0.10 0.08 0.11 0.12 0.11

TABLE VI

PID results for d+Au, pT=4-4.5 GeV/c
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d+Au, pT=4.5-5 GeV/c

|η| 0.0-0.2 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0

χ2/ndf 190 / 134 119 / 134 129 / 136 149 / 136 161 / 135

σ 0.90 ± 0.02 0.91 ± 0.02 0.90 ± 0.02 0.89 ± 0.02 0.95 ± 0.02

Cπ -0.21 ± 0.03 -0.19 ± 0.03 -0.15 ± 0.03 -0.08 ± 0.03 -0.25 ± 0.04

CP -2.31 ± 0.04 -2.37 ± 0.04 -2.44 ± 0.04 -2.64 ± 0.04 -2.52 ± 0.06

(CK)/(CP) 0.72 0.71 0.70 0.67 0.65

Yield π 0.63 ± 0.01 0.61 ± 0.01 0.60 ± 0.01 0.60 ± 0.01 0.62 ± 0.02

Yield P 0.19 ± 0.005 0.19 ± 0.005 0.18 ± 0.005 0.18 ± 0.005 0.19 ± 0.007

Yield K 0.13 0.16 0.18 0.17 0.14

TABLE VII

PID results for d+Au, pT=4.5-5 GeV/c
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Figure 63. For Au+Au. Left: |η|-dependence of centroid positions in both pT bins.

Middle: |η|-dependence of relative yields in both pT bins. Right: |η|-dependence of the

gaussian σ in both pT bins. Note that kaon position, and kaon and proton yield, are not

free parameters. Symbols are offset for visibility.

Figure 64. For d+Au. Left: |η|-dependence of centroid positions in both pT bins. Middle:

|η|-dependence of relative yields in both pT bins. Right: |η|-dependence of the gaussian σ

in both pT bins. Note that kaon position, and kaon and proton yield, are not free

parameters. Symbols are offset for visibility.
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4.3.2 Separation and Non-Pion Purification

As is obvious from Figure 60, it is impossible to identify a particle type on a track-by-

track basis. However, a separation between pion-triggers and a pion-depleted trigger set

can be done with an nπσ cut at exactly 0, slightly to the right of the calibrated pion peak

position. The pion contamination in the non-pion sample is then determined by integrals

over the combined fit results presented in Figure 60. The composition of the trigger sets as

well as the composition of “inclusive” triggers without nπσ cut is shown in Table VIII. Purity

of the “pure pion” cut is 97.7% for Au+Au and 98.7% for d+Au. The table also shows

the individual P and K values. These are only used for the “pure proton” extrapolation

in Figure 73, right panel.

Note that in this analysis, total yields are less important than pion-contamination of the

pion-depleted trigger set. Although uncertainties on the statistical separation of protons

from kaons are too big for a meaningful correlation analysis, separation of pion from non-

pion (i.e., P+K) triggers is very stable; any change in proton yield is soaked up by the

kaon yield, and the pion yield is essentially unaffected. All fitting variations result in a

pion contamination range in the depleted sample of 35.4-35.7%. Only the derived “pure

proton” quantities have larger uncertainties since they are more directly affected by the

P/π input.

Then, two correlations are constructed—one with “pure-pions”, and the other one

“pion-depleted”. The pion-depleted one has the other about 50% of the pions, i.e. identical
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Au+Au

Cut π non-π P K

All Triggers 0.506 0.494 0.306 0.188

Pure Pions 0.977 0.023 0.004 0.019

Pion-Depleted 0.354 0.646 0.403 0.243

d+Au

Cut π non-π P K

All Triggers 0.614 0.386 0.265 0.121

Pure Pions 0.987 0.013 0.003 0.010

Pion-Depleted 0.478 0.522 0.361 0.161

TABLE VIII

Trigger PID composition
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Figure 65. Comparison of correlation functions for pion-depleted triggers (left) and

purified non-pion-triggers from 0-10% most-central Au+Au at 200 GeV. All trigger and

associated charged hadrons are selected in the respective pT ranges 4 < ptrig
T < 5 GeV/c

and 1.5 < passoc
T < 4 GeV/c.

contribution to the pure-pion triggers. This pure-pion correlation is subtracted (bin-wise in

2D), weighted to exactly match the pion contamination, and the remainder thus has only

contribution from proton and kaon triggers, see Figure 65. All correlations are normalized

per-trigger, thus there is no need to correct for trigger reconstruction efficiency.

The systematic uncertainty on compositions from repeating the particle identification

procedure within the uncertainty range of published P/π [179, 98] leads to Table IX and Ta-

ble X. The result from free fits is contained within this range.
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Au+Au; Low P/π=0.603 (4-4.5 GeV), 0.512 (4.5-5 GeV)

Cut π non-π P K

All Triggers 0.504 0.496 0.290 0.206

Pure Pions 0.977 0.023 0.003 0.020

Pion-Depleted 0.352 0.648 0.382 0.266

Au+Au; High P/π=0.665 (4-4.5 GeV), 0.566 (4.5-5 GeV)

Cut π non-π P K

All Triggers 0.508 0.492 0.323 0.169

Pure Pions 0.977 0.023 0.005 0.018

Pion-Depleted 0.357 0.643 0.425 0.218

TABLE IX

Au+Au trigger PID composition uncertainties.
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d+Au; Low P/π=0.413 (4-4.5 GeV), 0.347 (4.5-5 GeV)

Cut π non-π P K

All Triggers 0.610 0.390 0.239 0.151

Pure Pions 0.987 0.013 0.002 0.011

Pion-Depleted 0.472 0.528 0.326 0.202

Au+Au; High P/π=0.496 (4-4.5 GeV), 0.418 (4.5-5 GeV)

Cut π non-π P K

All Triggers 0.620 0.380 0.293 0.087

Pure Pions 0.988 0.012 0.004 0.008

Pion-Depleted 0.486 0.514 0.398 0.116

TABLE X

d+Au trigger PID composition uncertainties.
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Figure 66. Projection over |∆η| < 1.5 for d+Au (left) and Au+Au (right). Gray symbols

correspond to inclusive triggers (without PID cut), teal symbols come from the weighted

sum of π and (P+K) triggers.

4.3.2.1 Cross-check–Reassembly

It is an essential sanity requirement that, properly weighted, the sum of π- and (P+K)-

triggered correlation functions recovers the inclusive one. Figure 66 demonstrates that this

is indeed the case.



CHAPTER 5

RESULTS

The two-dimensional correlations, fully corrected for efficiency and acceptance effects,

are shown in Figure 67 for charged hadrons, pions, and non-pions in Au+Au and d+Au.

Details about the statistical separation of pion triggers from non-pions are presented in

Section 4.3.

In Au+Au data, stark differences between pion and non-pion triggers are immediately

visible before background subtraction in the two distinct regions. At large ∆η, a long-

range plateau on the near-side, the ridge, is much higher for proton+kaon triggers than for

pions. In the near-side jet-like cone region (at small relative angles), pion triggers elicit a

higher correlation strength compared to the other trigger types. In the same Figure, jet-

cone differences can be seen in d+Au data as well. Separation of kinematic from medium

effects require further quantitative analysis. Jet-cone region and large-∆η differences are

considered individually in the next two sections.

Details about systematic uncertainties are found in Appendix A and B. An estimate of

the effect of secondary particles from feed-down processes on the trigger sample is provided

in Appendix C.

131
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Figure 67. Two-dimensional ∆φ vs. ∆η correlation functions for charged hadron (left),

pion (middle), and non-pion (right) triggers from 0-10% most-central Au+Au (top row)

and Minimum Bias d+Au (bottom) data at 200 GeV. All trigger and associated charged

hadrons are selected in the respective pT ranges 4 < ptrig
T < 5 GeV/c and

1.5 < passoc
T < 4 GeV/c.
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5.1 Small ∆η, ∆φ – Jet-like Yield

The small-angle jet-like correlated signals can be isolated by subtracting all ∆η-inde-

pendent contributions (such as random pairs, ridge, and elliptic flow) averaged over large

relative pseudorapidity angles |∆η| = 0.9–1.5 from the full two-dimensional correlations.

This procedure is justified based on the results of two-dimensional fits to the data described

in Section 5.2, and it does not invoke any assumptions beyond ∆η-independence of those

contributions. To separate medium effects from initial-state nuclear effects, the result is

directly compared to the correlation function constructed in an identical way for d+Au

data. The resulting “pure-cone” distributions are shown in Figure 68, and projections

on relative azimuth and pseudorapidity in Figure 69. The fiducial jet-like yield is then

calculated for each correlation as histogram integrals over |∆η| < 0.78, |∆φ| < π/4 as

in [25].

For quantitative comparisons, the integrated yields are presented in Table XI. The cut

at |∆η| = 0.9 ensures capturing ≈ 98% of the jet cone width; additionally, Table XI also

shows extrapolated values outside the fiducial range, obtained using jet-shape modeling

parameters obtained in Section 5.2.

In the transverse momentum range studied (1.5-4 GeV/c), the jet-like yield associated

with pion triggers in central Au+Au collisions is found enhanced by 24±6(stat.)±11(sys.)%

with respect to the reference measurement in d+Au. At the same time, the associated yields

for non-pion triggers are found to be similar between the two systems. The jet-like yield for
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Figure 68. Two-dimensional “Pure Cone” distributions without trigger PID cuts (left),

with leading pions (middle), and leading non-pions (right). Top row: 0-10% Au+Au,

bottom row: Minimum Bias d+Au.

unidentified charged hadron triggers is also enhanced, consistent with the sum of the iden-

tified trigger results. Two previous works studied “near-side” yield for identified charged

meson and baryon triggers, albeit in different pT regions. In ref. [180], triggers between 2.5

and 4 GeV/c were separated between mesons (kaons and pions) and baryons (protons). The

near-side associated yield between 1.7 and 2.5 GeV/c are identical within errors. In central
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Figure 69. The ∆φ and ∆η projections of the pure-cone correlations for |∆η| < 0.78 and

|∆φ| < π/4, respectively, for pion triggers (left two panels) and non-pion triggers (right

two panels). Filled symbols show data from the 0-10% most-central Au+Au collisions at

200 GeV; open symbols show data from minimum-bias d+Au data at the same energy.

Shaded boxes show the uncertainty in background level determination; colored bands

show the remaining systematic uncertainties.

Au+Au collisions, the data in this reference indicate (with large uncertainties) enhanced

near-side yield per meson trigger while the yield associated with baryon triggers is un-

changed or slightly decreased, in qualitative agreement with the findings here. Preliminary

results in ref. [181], show identical associated near-side yield between 0.15 and 3 GeV/c

for identified pion triggers and for a set of proton-rich triggers with ptrig
T = 3− 3.5 GeV/c

in central Au+Au. In addition to differences in the kinematic selection, it is important

to note that both these analyses were carried out in relative azimuth only, thus conflating
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Trigger Au+Au 0-10% d+Au MinBias

Fid. Ext. Stat. Sys. Fid. Ext. Stat. Sys.

π 0.211 0.214 3% 7% 0.171 0.171 4% 6%

non-π 0.136 0.142 5% 6% 0.142 0.148 7% 8%

All 0.176 0.180 2% 5% 0.161 0.168 2% 5%

TABLE XI

Fiducial ((|∆η| < 0.78)× (|∆φ| < π/4)) and extrapolated (see text) pure cone yields for

pion, non-pion and charged hadron (unidentified) triggers.

Au+Au 0-10% d+Au MinBias

Fiducial Y(non-π)
Y(π) 0.643 ± 0.038 (stat.) ± 0.034 (sys.) 0.835 ± 0.066 (stat.) ± 0.068 (sys.)

Extrapolated Y(non-π)
Y(π) 0.662 ± 0.039 (stat.) ± 0.035 (sys.) 0.866 ± 0.068 (stat.) ± 0.071 (sys.)

TABLE XII

Yield ratios.
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jet-like peak and ridge contributions; the lack of pair acceptance correction in ∆η further-

more distorted the ridge shape. The better agreement with the PHENIX [180] result could

therefore be a consequence of the smaller η acceptance of 0.35, which reduces the influence

of the ridge compared to STAR.

The observed enhancement for soft associated hadrons in the jet-like cone can be at-

tributed to the jet-quenching effect and/or medium-induced modification of fragmentation

functions, as previously found at RHIC and the LHC via direct jet measurements [114,

182, 183, 184]. Energy lost to the hot medium would lead to final state trigger hadrons to

be biased toward more energetic energy initial jets, and to a softened associated hadron

spectrum. At the same time, this shifted energy would still be primarily aligned with the

jet axis, be it via small-angle gluon bremsstrahlung in a radiative energy loss scenario, or

momentum transfer in collisonal energy loss, thus leading to larger yields for soft hadrons

near the trigger.

The lack of enhancement for non-pion triggers is difficult to reconcile with fragmen-

tation mechanisms alone. One possible source of trigger type dependence is a relatively

higher gluon jet admixture for proton triggers predicted by NLO calculations in [11]. Since

medium-induced radiation is stronger for gluons by a factor of 9/4, this would however

lead to higher yields associated with non-pion triggers. The data here does not preclude a

difference between quark and gluon jets from potentially playing a role, but there should

be an off-setting mechanism driving the difference between pion- and non-pion-led jet-like

yield. Such an off-setting effect, leading to the relative yield reduction for non-pion vs.
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pion triggers in central Au+Au collisions, is qualitatively consistent with trigger pool di-

lution via hadrons produced by recombination/coalescence mechanisms, where a relatively

larger fraction of trigger baryons are produced through recombination of thermal quarks,

i.e. without associated jet-like yields.

To quantify the relative suppression of associated yields between non-pion and pion

leading hadrons, the ratios of such yields for each of the colliding systems are shown

in Table XI. In these ratios, dominant contributions to systematic uncertainties from the

tracking efficiency estimate cancel out. The double-ratio constructed from these two results,

i.e. the relative decrease in associated extrapolated yields for non-pion triggers with respect

to leading pion results, in Au+Au with respect to d+Au,

RJ ≡
(

Yield of non-π triggers

Yield of π triggers
in Au+Au

)
/

(
Yield of non-π triggers

Yield of π triggers
in d+Au

)
, (5.1)

is found to be

RJ
fid = 0.771± 0.076 (stat.) ± 0.067 (sys.) (fiducial) (5.2)

RJ
ext = 0.764± 0.075 (stat.) ± 0.066 (sys.) (extrapolated) . (5.3)

This double-ratio can be used to quantify the trigger dilution effects in central Au+Au

collisions, although no quantitative predictions from recombination/coalescence models

are yet available for direct comparison.



139

5.2 Large ∆η – Ridge Region

Outside of the small-angle jet-cone region, the correlated yields show no appreciable

dependence on ∆η in the considered fiducial range. To characterize the long-range part

of the measured correlation, and the ridge specifically, two-dimensional fits to the full 2D

correlations are performed with two different models. Both models have a two-dimensional

generalized Gauss peak at small angles to capture the features of the short-range correla-

tions, but they have different physics mechanisms in mind for the long-range components.

One attributes the cause of the ridge only to modified fragmentation of the produced

mini-jets [185], and the other explains it in terms of higher-order anisotropies due to hy-

drodynamic flow [75].

Mathematically, the near-side jet-like peak is modeled in both models as follows:

“Jet” ∝ e−(|∆φ|/αφ)
βφ
e−(|∆η|/αη)βη , (5.4)

where αφ,η describes the width in ∆φ and ∆η, respectively, and βφ,η the shape (β = 2

corresponds to a conventional Gaussian, β = 1 to a falling exponential).

In the flow-based approach, all rapidity-independent parts of correlations are described

via Fourier expansion:

“Rest” = A(1 +

N∑
n=1

2Vn cosn∆φ), (5.5)
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with the first five terms (N=1–5) exhausting all features of the correlation to the level

of statistical uncertainties. The parameter A describes the magnitude of uncorrelated

background level. In this approach, the fragmentation contributions to the away-side

correlations are expected to be strongly suppressed relative to flow effects, and they are

therefore neglected.

In the mini-jet model in this analysis, the two first terms of the Fourier expansion

are kept, with V1 explained to capture the major part of away-side jet and/or momentum

conservation effects, and V2 describing elliptic flow.

“Rest” = A(1 + 2V1 cos ∆φ+ 2V2 cos 2∆φ) +B e−∆φ2/2σ2
, (5.6)

where B is the amplitude, and σ the width parameter. Here, the near-side ridge is modeled

by a one-dimensional Gaussian These near-side model elements differ from those in [185],

as the addition of the 1D Gaussian was necessary to reproduce the data.

Fit results and (flat, featureless) residuals using the “Vn” model are shown in Figure 70

and results in Table XIII. “Mini-jet” model fit residuals are shown in Figure 71 and results

in Table XIV. For illustrative purposes, the rebinned version is shown instead of the finer

binning that was actually used for fitting (80 bins in the ∆φ dimension, and 150 bins for

|∆η| < 1.5). Both models describe measured correlations for all three trigger types equally

well, with identical χ2 values and uniformly distributed residuals, and with identical jet

cone descriptions, see Figure 72.
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Figure 70. Top to bottom: “Vn”-type fit results for pions, non-pions, and unidentified

triggers. Left to right: Data, fit, residuals. Residuals have been normalized by bin error;

they represent number of standard deviations.
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Trigger π P+K All

χ2 / ndf 1.82 1.86 1.85

100V1 0.089± 0.016 0.278± 0.020 0.184± 0.008

100V2 0.633± 0.015 0.830± 0.018 0.729± 0.008

100V3 0.345± 0.014 0.565± 0.017 0.451± 0.007

100V4 0.155± 0.014 0.224± 0.015 0.186± 0.007

100V5 0.025± 0.013 0.034± 0.015 0.028± 0.007

SS Amp 0.664± 0.019 0.296± 0.015 0.486± 0.009

α∆φ 0.302± 0.006 0.364± 0.010 0.324± 0.004

α∆η 0.295± 0.007 0.396± 0.018 0.322± 0.005

β∆φ 1.56± 0.07 2.19± 0.15 1.77± 0.05

β∆η 1.42± 0.07 1.41± 0.12 1.34± 0.04

TABLE XIII

Fourier coefficients and fitting parameters with statistical errors using the “Vn” model for

Au+Au data. Note the Vn scaling by 100.
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Figure 71. Top to bottom: “mini-jet”-type fit results for pions, non-pions, and

unidentified triggers. Left to right: Data, fit, residuals. Residuals have been normalized

by bin error; they represent number of standard deviations.
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Trigger π P+K All

χ2 / ndf 1.82 1.86 1.85

100V1 −0.86± 0.09 −1.53± 0.13 −1.19± 0.05

100V2 −0.017± 0.045 −0.343± 0.059 −0.173± 0.025

Ridge Amp 0.23± 0.02 0.44± 0.03 0.33± 0.01

Ridge σ 0.50± 0.02 0.53± 0.01 0.52± 0.01

SS Amp 0.667± 0.019 0.288± 0.013 0.483± 0.008

α∆φ 0.300± 0.006 0.372± 0.010 0.325± 0.004

α∆η 0.295± 0.007 0.392± 0.017 0.321± 0.005

β∆φ 1.56± 0.07 2.18± 0.15 1.76± 0.04

β∆η 1.42± 0.07 1.46± 0.12 1.36± 0.04

TABLE XIV

Model coefficients and fitting parameters with statistical errors using the “mini-jet”

model for Au+Au data. Note the Vn scaling by 100.
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Figure 72. Reduced χ2 and generalized Gaussian parameters for both fit models and all

three trigger types in Au+Au.
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The ∆φ projections of pseudorapidity-independent parts of the 2D correlations (after

subtracting the jet-like peak), are shown in Figure 73 (a), together with the fit functions.

The azimuthal harmonic amplitudes are shown in Figure 73 (b); their physical implications

are discussed below.
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Figure 73. a) ∆φ projections over |∆η| < 1.5 after subtracting the jet-like fit components.

Solid and dashed lines illustrate the results of the 2D fits for the flow- and mini-jet based

models, respectively (stat. errors only). b) Solid symbols show extracted Fourier

coefficients for pion, non-pion, and charged hadron triggers for the flow-based model;

open symbols for the mini-jet approach. c) V3/V2 ratio for pion and non-pion triggers,

and the extrapolated value for “pure protons”, as described in the text. Also shown are

scaling curves anchored at the pion value assuming perfect nq scaling and the Vn ∼ nn/2q

scaling proposed in [96], corresponding to V3/V2 ∼ n1/2
q . All panels show 0-10% Au+Au

data at 200 GeV, with statistical errors shown as lines (smaller than symbol size for some

points) and systematic uncertainties as colored boxes.
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The Fourier expansion in the flow-based model shows that the second, elliptic harmonic

(V2) is dominant in all long-range correlations for the central data, followed by the trian-

gular (V3) term. Higher-order harmonic amplitudes rapidly decrease, and in this analysis

are consistent with zero within errors for n > 5. All harmonic amplitudes for non-pion

triggers are found to be larger than those for pions, which is qualitatively consistent with

expectations from thermal quark recombination, as observed previously for identified par-

ticle measurements of elliptic flow [86, 87]. Note that in the considered ptrig
T range, previous

measurements suggest that the anisotropies are largely independent of pT [186].

To test the scaling behavior further, the ratios of the two dominant terms for dif-

ferent types of triggers were examined. In this test, the measured Fourier coefficients

are assumed to factorize into Vn = 〈vtrig
n 〉〈vassc

n 〉, where vtrig
n and vassc

n measure azimuthal

anisotropies of trigger and associated hadrons, respectively [75] (see also the derivation in

Section 2.2.1.1.2). Since the selection of associated particles is identical for all correlations

in this analysis, the anisotropy contributions from associated hadrons should therefore

cancel in the ratios of Vn coefficients.

Figure 73 (c) shows the ratio V3/V2 extracted from long-range correlations versus the

number of constituent quarks (nq) for pion and non-pion triggers. The ratio of triangular

and elliptic flow is found to be 0.546±0.025(stat.)±0.018(sys.) for pion triggers and 0.681±

0.025(stat.)±0.015(sys.) for non-pions. If the measured final-state azimuthal anisotropies

are indeed of collective partonic origin, transformed into final-state hadronic observables

through coalescence/recombination of constituent (thermal) quarks, the same dependence
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of all vtrig
n on constituent quark number should be expected. By contrast, even though the

non-pion measurement has a significant meson contribution (about 40% kaons), the ratios

give a strong indication of a breaking of the nq scaling behavior between the second and

third Fourier harmonics. Assuming that kaons, as mesons, follow the pion scaling trend,

an estimate for “pure protons” can then be computed: The kaon and proton fractions,

fK , fP with fK +fP = 1, in the non-pion set can be determined using the known P/π ratio

reported in [187, 179]. Then:

Vn(meson) ≡ Vn(K) = Vn(π) (5.7)

Vn(baryon) ≡ Vn(P) =
1

fP
(Vn(non-π)− fKVn(π)) . (5.8)

This estimated V3/V2 ratio for pure protons is shown as well in Figure 73 (c), to better illus-

trate variation from the nq scaling behavior. The systematic uncertainty in the estimated

pure-proton V3/V2 value of 0.736± 0.038(stat.)±0.032(sys.) includes an additional 1% un-

certainty from PID. At the moment, only recombination/coalescence models are able to

provide a physical description of the constituent quark scaling behavior observed in elliptic

flow of multiple identified hadron species. The V3 scaling behavior shown in Figure 73 c)

is therefore unexpected within the context of just hydrodynamics and recombination, and

suggests the need for other physics contributions to explain the data. The phenomenolog-

ical Vn ∼ n
n/2
q scaling proposed in [96], also shown in Figure 73, describes the measured

V3/V2 ratios better, but still under-predicts the enhancement for non-pion triggers.
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The deviation from nq scaling is demonstrated in a different visualization in Figure 74:

Vn(baryon)/Vn(meson) should be equal to 3/2 if the nq-scaling assumption holds true. For

the elliptic flow, this assumption is fulfilled very well, but triangular flow shows significant

deviation. Again, Vn ∼ n
n/2
q describes the data better, yet still under-predicts it. To

quantify the scaling deviation, V3/V2 is nevertheless the preferable quantity since it can be

considered without pure proton calculations, and because some systematic uncertainties

cancel out.

Within the mini-jet approach, the away-side structure is for the most part described by

the V1 term. Consequently, the V1 amplitude is significantly larger for leading non-pions

than for pions. If V1 is to be associated with back-to-back jets, its increase would require

both the jet-like peak and the ridge to be part of the leading jet, because the jet-like peak

alone decreases for non-pion trigger particles. An understanding of the behavior of the

V2 term in the mini-jet model fits is challenging: the V2 amplitude, while consistent with

zero for pions similar to what was previously seen in charged hadron measurements [188],

is significantly negative for non-pions. This negative value for V2, which is conventionally

associated with elliptic flow, is not expected from any known source and calls into question

the applicability of the assumed parameterization for the centrality and pT range studied

here, the validity of the mini-jet + V2 physics scenario, or both.



150

R
at

io

1

1.5

2

) π(
n

) / Vπ(non-nV

(meson) 
n

(baryon) / VnV

 q ~ nnV

  n/2 )
q 

 ~ (nnV

2V 3V

Figure 74. Data points show Vn(non-π)/Vn(π) for V2 and V3. Statistical errors shown as

lines and systematic uncertainties as gray boxes. Green boxes show calculated

Vn(baryon)/Vn(meson) (see text) with uncertainties added in quadrature. Also shown are

scaling curves anchored at the V2 value assuming perfect nq scaling and the Vn ∼ nn/2q

scaling proposed in [96], corresponding to V3/V2 ∼ n1/2
q .
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5.3 Summary

A statistical separation of pion and non-pion (proton plus kaon) triggers was per-

formed to study the systematic behavior of di-hadron correlations from central Au+Au

and minimum-bias d+Au collisions at 200 GeV with the STAR experiment. The mea-

sured correlations are decomposed into short-range (jet-like), and long-range (ridge and

away-side) parts and studied separately for trigger type dependencies.

At small relative angles, the jet-like associated charged hadron yields in the momen-

tum range of 1.5–4 GeV/c is enhanced compared to a reference d+Au measurement before

trigger identification. Such a near-side enhancement (without trigger identification) is con-

sistent with the jet-quenching effect and/or medium-induced change of the fragmentation

function. The relative reductions of yields for non-pion vs. pion triggers in central Au+Au

collisions, contrary to pQCD-based expectations, suggests that trigger pool dilution from

recombination/coalescence mechanisms plays a significant role; the new measurements pro-

vided here are well suited for future quantitative model comparisons.

The pseudorapidity-independent parts of the correlations show a significantly larger

ridge-like yield and away-side correlation strength for non-pion triggers than for pions.

Further analysis was carried out using two fit models which are mathematically similar

and lead to statistically equivalent descriptions of the data, but which represent quite

different physical models. Both describe the correlations within uncertainties and with
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featureless residuals. However, in both cases, some of the fitting parameters attain values

which are problematic for the assumed physical scenarios.

In a higher-flow-harmonics description, the different V3/V2 ratios observed for the two

trigger types imply that the explanation of the ridge and away-side modifications as re-

sulting only from hydrodynamic flow of a partonic medium with constituent quark degrees

of freedom at hadronization is incomplete. On the other hand, the negative V2 result for

the mini-jet based model for leading non-pions indicates that for the data reported here

either the assumed scenario or the mathematical parameterization for jets and dijets is

inadequate, or both.
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Appendix A

SOURCES OF SYSTEMATIC UNCERTAINTY IN THE PURE CONE

The following sources of systematic uncertainty were considered for Figure 69 and the

calculated yields:

Tracking Efficiency A standard value of 5% overall yield uncertainty was applied to ac-

count for uncertainty in the single particle efficiency correction. This affects yield

comparison between Au+Au and d+Au, but it is not relevant for correlation com-

parison of different trigger types within the same data set.

Pair Acceptance Uncertainty due to pair acceptance would stem from the normalization

uncertainty. It was estimated by varying the bin used to determine the maximum of

the ∆η-projected mixing background and found to be less than 1%.

Track Splitting By varying the size of the correction cell, the uncertainty was estimated

to 1.3% in the jet-like cone yield.

pT Resolution As shown in Figure 75, the pT resolution above 4 GeV/c is better than

2%, and even better in the associate pT range. The effect of trigger pT uncertainty

was tested by smearing the trigger pT with an appropriate pT -dependent gaussian.

The effect on the jet-like yield is 3.2% (Au+Au) and 2.5% (d+Au), respectively.

PID In addition to repeating the analysis with values from Table IX and Table X, a PID-

related uncertainty was obtained by varying the nπσ cut position between -0.2 and
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Appendix A (Continued)

0.5, then using the standard deviation of measured quantities. The effect on cone

yield is 1-3%, the effect on the double ratio is 4%.

Ridge Region The “pure ridge” region to be subtracted was defined as 0.9 < |∆η| < 1.5.

This region was varied in ten steps from 0.8 < |∆η| < 1.4 to 1.0 < |∆η| < 1.6.

The standard deviation of these values was used as the associated uncertainty for

the pure cone yield. Effect on the yield is 1-2% except for non-pion-triggered d+Au

where statistical fluctuations led to a larger uncertainty of 5%. The effect on non-π/π

ratios is 2.4% in Au+Au, 6.8% in d+Au, and 7.2% in the double ratio.

Jet-like Yield Extrapolation The scale factor is so close to unity that second order

effects from jet cone shape uncertainty are insignificant.

Numerical values of systematic uncertainty are the quadrature sum of the above com-

ponents. In Figure 69, the uncertainty in the background level determination is shown

separately.
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Appendix A (Continued)

Figure 75. Left to right: pT resolution σ
(
pT−pT,MC

pT,MC

)
from embedding data as a function

of pT for pions, protons, and kaons with trigger cuts, from embedding.
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Appendix B

SOURCES OF SYSTEMATIC UNCERTAINTY IN THE FIT

COEFFICIENTS

Many of the systematic uncertainties in yields do not affect Vn values. The following

sources of systematic uncertainty were considered for Figure 73, Figure 74, and calculated

ratios:

PID Using the same variations as for the yield, PID-related uncertainty on the Vn and

ratios is similar to or smaller than statistical errors. Pure proton calculations have

an additional 1% uncertainty, as noted.

Vn Fit Range To properly distinguish jet cone from ∆η-independent terms, the fitter

needs a good amount of cone and ridge, and the uncertainty was therefore determined

by the standard deviation when varying the fit range from |∆η| < 1.3 to |∆η| < 1.7.

Figure 76 demonstrates the dependence of V2, V3, and V3/V2. Figure 77 shows the

same for V1, V4, and V5. The relative uncertainty in V1—V5, and V3/V2 is shown

in Table XV. In some Vn, there seems to be a slight downward trend for pion triggers,

but it affects V2 and V3 in the same way and all but cancels out in V3/V2. For V2 and

V3 the source was nevertheless investigated as a sanity check, and found to be due

to the fitter being better able to separate jet-like cone from ∆η-independent terms

with larger fitting ranges. Figure 78 shows overlaid dashed lines where the jet cone
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Figure 76. Left to right: ∆η range dependence of V2, V3, and V3/V2 from “Vn” fit.

Figure 77. Left to right: ∆η range dependence of V1, V4, and V5 from “Vn” fit.

generalized gaussian parameters were fixed to the values from the standard fitting

range. As a result, the fitting range dependency all but vanishes. With the trend

understood, the full standard deviation without fixing jet cone parameters for the

systematic uncertainty was used. The same assessment for the “mini-jet” fit model

is shown in Table Table XVI and Figure Figure 79.
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Figure 78. ∆η range dependence of V2 and V3 from “Vn” fit. Dashed curves indicate

fixed jet cone gaussian values.

Figure 79. ∆η range dependence of V1 and V2 from “mini-jet” fit.
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Trigger σ(V1)/〈V1〉 σ(V2)/〈V2〉 σ(V3)/〈V3〉 σ(V4)/〈V4〉 σ(V5)/〈V5〉 〈V3/V2〉 σ(V3/V2)/〈V3/V2〉

π 15% 1.8% 2.1% 3.0% 9.6% 0.548 0.7%

P+K 1.8% 0.5% 0.7% 1.3% 7.2% 0.680 0.4%

All 4.1% 0.9% 1.1% 1.4% 4.6% 0.621 0.2%

TABLE XV

Uncertainty on Fourier coefficients and V3/V2 from “Vn” fits due to variation of the ∆η fit

range.

Trigger σ(V1)/〈V1〉 σ(V2)/〈V2〉

π 1.2% 28%

P+K 1.9% 3.9%

All 0.9% 2.4%

TABLE XVI

Uncertainty on V1 and V2 from “mini-jet” fits due to variation of the ∆η fit range. The

large relative uncertainty on V2 for π triggers is a consequence of the almost vanishing

value.
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Appendix C

FEED-DOWN ESTIMATE

Trigger contamination from neutral decays cannot be subtracted. However, the effect

can be estimated. Due to decay kinematics, only protons from Λ→ pπ can have a potential

effect, KS
0 decays to pions in the trigger range would require a much higher KS

0 pT which

is strongly suppressed by the steeply falling spectrum.

Using a two-body decay simulation, the proton is found to carry on average about

90% of the Λ momentum and closely preserves the original direction, see Figure 80. This

simulation was primed with published Λ + Λ̄ and p + p̄ spectra [8, 189], taking care to

scale protons to the same reference multiplicity, and reducing the Λ spectra by 35% to

account for the branching ratio to neutral products. In the trigger pT range, about 9.5%

of protons come from Λ decays; this is reduced further by about 10% due to the tight DCA

cut, and by the presence of kaons in the non-pion sample. Ultimately, we estimate about

5% contamination of decay protons in the non-pion triggers.

Effect

Jet-like yield Λ-h correlations show, within large uncertainties, that jet-like yield corre-

lated with Λ is comparable to h-h [190]. The decay protons correspond to a “true”

average leading particle pT of 4.9 GeV/c instead of 4.36 GeV/c found for inclusive

triggers. As shown below in Figure 58, one would expect about 20% yield increase
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due to this shift. Combined with the low contamination, the effect on jet-like yield

is estimated to be less than 1%.

Ridge While the expected effect is model-dependent, the almost non-existent axis shift

and the expected pT -independence of vn in the trigger range make any measurable

effect on the ∆η-independent terms unlikely. Furthermore, no difference between

protons and Λ would be expected within the nq scaling assumption.
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Figure 80. From two-body decay simulation. Left: pT distribution of Λ decaying to

protons in the trigger range 4-5 GeV/c. Middle and right: Difference between Λ and

proton axis in φ and η. Scaled pure cone is shown for comparison.
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71. Gyulassy, M., Frankel, K., and Stöcker, H.: Do nuclei flow at high energies? Phys.
Lett. B, 110(3-4):185–188, April 1982.

72. Ollitrault, J.-Y.: Anisotropy as a signature of transverse collective flow. Phys. Rev.
D, 46(1):229–245, Jul 1992.

73. Voloshin, S. A., Poskanzer, A. M., and Snellings, R.: Collective phenomena in non-
central nuclear collisions. arXiv:0809.2949 [nucl-ex], September 2008. e-Print.

74. Poskanzer, A. M. and Voloshin, S. A.: Methods for analyzing anisotropic flow in
relativistic nuclear collisions. Phys. Rev. C, 58(3):1671–1678, September 1998.

75. Luzum, M.: Collective flow and long-range correlations in relativistic heavy ion
collisions. Phys. Lett. B, 696(5):499–504, February 2011.

76. Wang, S., Jiang, Y., Liu, Y., et al.: Measurement of collective flow in heavy-ion colli-
sions using particle-pair correlations. Phys. Rev. C, 44(3):1091–1095, Septem-
ber 1991.

77. Borghini, N., Dinh, P. M., and Ollitrault, J.-y.: Flow analysis from cumulants: a
practical guide. arXiv:nucl-ex/0110016, October 2001. e-Print.

78. Bhalerao, R., Borghini, N., and Ollitrault, J.-Y.: Analysis of anisotropic flow with
Lee–Yang zeroes. Nucl. Phys. A, 727(3-4):373–426, November 2003.



171

79. Lin, Z.-W., Ko, C. M., Li, B.-A., Zhang, B., and Pal, S.: Multiphase transport model
for relativistic heavy ion collisions. Phys. Rev. C, 72(6):064901, December
2005.

80. Ackermann, K., Adams, N., Adler, C., et al.: Elliptic Flow in Au+Au Collisions at√
sNN = 130 GeV. Phys. Rev. Lett., 86(3):402–407, January 2001.
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