## Complex dynamics:

## Schwarzian derivatives and measures of maximal entropy

## BY

Hexi Ye<br>B.S. (University of Science and Technology of China) 2007<br>M.S. (University of Illinois at Chicago) 2009<br>THESIS<br>Submitted in partial fulfillment of the requirements for the degree of Doctor of Philosophy in Mathematics in the Graduate College of the<br>University of Illinois at Chicago, 2013

Chicago, Illinois

Defense Committee:
Laura DeMarco, Chair and Advisor
Alex Furman
David Dumas
Natalie McGathey, Prairie State College
Xiaoguang Wang, Zhejiang University

Copyright by

Hexi Ye

2013

To my family:
My parents

Brother and sisters

## ACKNOWLEDGMENTS

I am heartily thankful to my advisor, Laura DeMarco, whose encouragement, guidance and support from the initial to the final level enabled me to develop an understanding of the subject. Professor DeMarco has supported me partially Research Assistant Scholarship for the last a few years. She helped me in studying and doing research during my whole study career in UIC. Her sharp mind and enthusiasm in mathematics are qualities for me to work toward.

I appreciate Professor Alex Furman, Professor Steven Hurder, Professor David Dumas, Professor Mihnea Popa, Professor Marc Culler, Professor Daniel Groves, and Professor Stefan Wenger for their great assistance. Their teaching has had an important influence on graduate studies. Also I need to thank Professors Kevin Pilgrim, Curt McMullen, Chong Gyu Lee, Adam Epstein, Michael Zieve for lots of helpful comments and suggestions. I appreciate Professors Natalie McGathey and Xiaoguang Wang for being my committee members. I also want to give appreciation to my friends and colleagues Ms. Holly Krieger, Mr. Paul Reschke, Dr. Fei Ye, Dr. Yang Jiao, Dr. Chenglong Yu, Mr. Hao Liang, Mr. Zheng Fang, and so on.

Also, I need to thank my brother and sisters for their consistent supports. The staffs (especially Kari and Maureen) in the UIC Mathematics Department did a lot of helpful things for me, providing a very nice environment for the graduate students. I offer my regards and blessings to all of those who supported me in any respect during the completion of this thesis.

## TABLE OF CONTENTS

CHAPTER PAGE
1 INTRODUCTION ..... 1
1.1 Schwarzian derivatives ..... 1
1.2 Measures of maximal entropy ..... 6
2 THE SCHWARZIAN DERIVATIVE AND POLYNOMIAL ITERATION ..... 14
2.1 Basic properties of Schwarzian derivatives ..... 14
2.1.1 Basic formula for the Schwarzian derivative of $f^{n}$ ..... 14
2.1.2 The Schwarzian derivative as a quadratic differential ..... 15
2.1.3 Conformal metric of quadratic differential. ..... 20
2.1.4 $L_{l o c}^{\frac{1}{2}}$ integrability of quadratic differential. ..... 21
$2.2 \quad$ Local Convergence of $S_{f}$ ..... 21
2.2.1 Bounded Fatou components ..... 21
2.2.2 Basin of infinity. ..... 24
2.2.3 Global convergence on the Fatou set. ..... 28
2.3 Geometric Limit of Metric Spaces ..... 29
2.3.1 Ultrafilter and ultralimit ..... 29
2.3.2 The ultralimit of the Schwarzian metrics ..... 30
2.3.3 The flat metric on the basin of infinity ..... 31
2.3.4 Real rays attached to $C$ ..... 40
3 RATIONAL FUNCTIONS WITH IDENTICAL MEASURE OF MAXIMAL ENTROPY ..... 45
$3.1 \quad$ Graph of the multi-valued functions $G^{-1} \circ G$ ..... 45
3.1.1 Multi-valued functions $G^{-1} \circ G$ ..... 45
3.1.2 Genus zero components of the graph $V_{G}$ ..... 48
3.1.3 Functions $G$ without nontrivial genus zero components of $V_{G}$ ..... 49
3.2 Rational functions with common measure of maximal entropy ..... 52
3.3 Generic rational function with identical measure ..... 60
3.4 Rational functions with common iterates ..... 67
CITED LITERATURE ..... 72
VITA ..... 76

## LIST OF FIGURES

## FIGURE

1.1.1 Level set structure of $G_{f}$ for a cubic polynomial and flat metric structure on the basin of infinity ..... 4
3.2.1 $\quad$ The parameter space of $f_{a}$ ..... 59
3.2.2 Julia set of $f_{a}$ with $a=0.4843+0.07776 i$ ..... 59

## LIST OF ABBREVIATIONS

| Crit | The set of critical points |
| :--- | :--- |
| Precrit | The set of critical points and backward orbits of the |
| PrePer | The set of preperiodic points |
| Per | The set of periodic points |
| Rat $_{d}$ | The set of rational functions with degree $d$ |

## SUMMARY

We investigate the Schwarzian derivatives of a polynomial and its iterates, where the polynomial is defined over the field of complex numbers. The escape-rate function of the polynomial play an important role in the study of polynomial dynamics. The study of the sequence of Schwarzian derivatives $\left\{S_{f^{n}}\right\}$ leads to a connection with the escape-rate function. By using the cocycle property of the Schwarzian derivative, we show that $S_{f^{n}} / d^{2 n}$ converge locally uniformly to $-2\left(\partial G_{f}\right)^{2}$ on the complement of some compact subset of $\mathbb{C}$, where $G_{f}$ is the escape-rate function of $f$.

The polynomial basin of infinity admits a natural metric, which keeps a lot of polynomial dynamics information; see [11] and [12]. The quadratic differential $S_{f^{n}} d z^{2} / d^{2 n}$ determines a Riemannian metric on the complement of $f^{n}$ 's critical points. As $n \rightarrow \infty$, this sequence of metric spaces has an ultralimit, which is a complete geodesic space with non-positive curvature. And by the properties inherited from the the dynamics of the polynomial, we can naturally embed the basin of infinity isometrically to the ultralimit.

We also investigate rational functions with identical measure of maximal entropy. For a given rational function $f: \mathbb{C} P^{1} \rightarrow \mathbb{C} P^{1}$ with degree $d \geq 2$, there is a unique probability measure $\mu_{f}$ associated with it, which achieves maximal entropy $\log d$ among all the $f$-invariant probability measures. From the work of Beardon, Levin, Baker-Eremenko, Schmidt-Steinmetz, etc (1980s-90s), the set of polynomials with identical measure of maximal entropy has been characterized. We construct examples of non-exceptional rational functions with common measure of maximal entropy, and they won't share an iterate up to precomposition by any Möbius transformation. Following from Levin-Przytycki's

## SUMMARY (Continued)

result [29] (1997), we characterize the general sets of rational functions with identical measures of maximal entropy. Finally, we sum up some known results related to the set of preperiodic points and maximal entropy measure, and then provide some necessary and sufficient conditions for two rational functions sharing an iterate.

## CHAPTER 1

## INTRODUCTION

The study of the dynamics of rational functions on the Riemann sphere started in the early 20th century; see [17], [18], [19] and [25]. In the last three decades, it became popular partly due to the development of the modern computer graphics. In this thesis, we focus on the study of Schwarzian derivatives of polynomial iterates, and characterizing the set of rational functions with identical measure of maximal entropy. The contents of this thesis are contained in the papers [41] and [42].

### 1.1 Schwarzian derivatives

Recall that the Schwarzian derivative of a holomorphic function $f$ on the complex plane is defined as

$$
S_{f}(z)=\frac{f^{\prime \prime \prime}}{f^{\prime}}-\frac{3}{2}\left(\frac{f^{\prime \prime}}{f^{\prime}}\right)^{2}
$$

It is well known that $S_{f} \equiv 0$ if and only if $f$ is a Möbius transformation. We can view the Schwarzian derivative as a measure of the complexity of a nonconstant holomorphic function.

Let $f: \mathbb{C} \rightarrow \mathbb{C}$ be a complex polynomial with degree $d \geq 2$. In this thesis we examine the sequence of Schwarzian derivatives of the iterates $f^{n}$ ( $f$ composed with itself $n$ times) of $f$. Specifically, we look at the sequence

$$
\left\{\frac{S_{f^{n}( }(z)}{d^{2 n}}\right\}_{n \geq 1}
$$

and view it as a sequence of meromorphic functions or quadratic differentials on the Riemann sphere. We are interested in understanding the limit as $n \rightarrow \infty$.

Before we address any statement of this sequence, let's take a look at one of the simplest examples.

Example 1. Let $f(z)=z^{d}$ with $d \geq 2$, then we get

$$
\begin{aligned}
S_{f^{n}}(z) & =\frac{2\left(d^{n}-1\right)\left(d^{n}-2\right)-3\left(d^{n}-1\right)^{2}}{2 z^{2}} \\
& =\frac{1-d^{2 n}}{2 z^{2}}
\end{aligned}
$$

Since $d \geq 2$, the sequence of normalized Schwarzians converges,

$$
\lim _{n \rightarrow \infty} \frac{S_{f^{n}}}{d^{2 n}}=\lim _{n \rightarrow \infty} \frac{1-d^{2 n}}{2 d^{2 n} z^{2}}=-\frac{1}{2 z^{2}}
$$

locally uniformly on $\mathbb{C} \backslash\{0\}$.
The normalized Schwarzians as quadratic differentials $\left\{\frac{S_{f n}}{d^{2 n}} d z^{2}\right\}$ converge to $-\frac{1}{2 z^{2}} d z^{2}$. The associated conformal metric $d s=\frac{|d z|}{|\sqrt{2} z|}$ makes $\mathbb{C} \backslash\{0\}$ isometric to an infinite cylinder of radius $\frac{1}{\sqrt{2}}$. The cylinder's closed geodesics are the horizontal trajectories of the quadratic differential $-\frac{1}{2 z^{2}} d z^{2}$.

Local convergence. Let $G_{f}$ be the escape-rate function of $f$, which is defined as

$$
G_{f}=\lim _{n \rightarrow \infty} \frac{\log ^{+}\left|f^{n}\right|}{d^{n}}
$$

where $\log ^{+}|x|=\max (\log |x|, 0)$. Let $\operatorname{Precrit}(f)=\cup_{n>0}\left\{c \in \mathbb{C} \mid\left(f^{n}\right)^{\prime}(c)=0\right\}$ be the union of the critical points of $f$ and their backward orbits. Note that its closure $\overline{\operatorname{Precrit}(f)}$ contains the Julia set $J(f)$ when $f$ is not conjugate to $z^{d}$.

Theorem 1.1.1. Let $f$ be a polynomial with degree $d \geq 2$ and not conformally conjugate to $z^{d}$. Then the sequence of Schwarzian derivatives $S_{f^{n}}$ satisfies

$$
\lim _{n \rightarrow \infty} \frac{S_{f^{n}}(z)}{d^{2 n}}=-2\left(\frac{\partial G_{f}(z)}{\partial z}\right)^{2}
$$

locally uniformly on $\mathbb{C} \backslash \overline{\operatorname{Precrit}(f)}$.

Remark. The choice of normalization $\frac{1}{d^{2 n}}$ allows us to focus on the basin of infinity. Other normalizations might detect interesting properties of $J(f)$. In Corollary 2.2 .4 , we show that $\left\{\frac{S_{f n}}{d^{2 n}} d z^{2}\right\}$ converge on the entire Fatou set, in the sense of $L_{l o c}^{\frac{1}{2}}$ convergence.

Sometimes, people are also interested in the nonlinearity of a nonconstant holomorphic function on $\mathbb{C}$. Similar with Theorem 1.1.1, we have $\lim _{n \rightarrow \infty} \frac{N_{f^{n}} d z}{d^{n}}=\partial G_{f}$ locally uniformly on $\mathbb{C} \backslash \overline{\operatorname{Precrit}(f)}$, where $N_{f}=f^{\prime} / f^{\prime \prime}$; see Theorem 2.2.3.

Metric space convergence. Let $f$ be a polynomial with degree $d \geq 2$. Each $S_{f^{n}}$ determines a conformal geodesic metric $d_{n}$ on the complement of the critical points of $f^{n}$, given by $d s=\sqrt{\left|-\frac{S_{f} n}{d^{2 n}} d z^{2}\right|}$. From this sequence of geodesic spaces, we obtain an ultralimit ( $X_{\omega}, d_{\omega}, a_{\omega}$ ); see Chapter I §5 [8] for more details about the ultralimit. The limit space is a complete geodesic space.

The escape-rate function $G_{f}$ also determines a conformal metric on the basin of infinity $X_{o}=\{z \in$ $\left.\mathbb{C} \mid f^{n}(z) \rightarrow \infty\right\}$ of $f$, given by $d s=\sqrt{2}\left|\partial G_{f}\right|$. Given a choice of base point $a \in X_{o} \backslash \operatorname{Precrit}(f)$, we denote this pointed metric space by $\left(X_{o}, d_{o}, a\right)$; compare [11] or [12] where this metric already appeared.

When the Julia set is not connected, the ultralimit $X_{\omega}$ can be described as a "hairy" version of $X_{o}$.


Figure 1.1.1. Level set structure of $G_{f}$ for a cubic polynomial and flat metric structure on the basin of infinity

Theorem 1.1.2. Let $f$ be a polynomial with degree $d \geq 2$ and disconnected Julia set. There exists $a$ natural embedding from $X_{o}(f) \backslash \operatorname{Precrit}(f)$ to $X_{\omega}$ which extends to the metric completion $\left(\bar{X}_{o}, d_{o}\right.$, a) as an isometric embedding.

The metric space $X_{\omega}$ is obtained by attaching a real ray to $\bar{X}_{o}$ at each point in $\operatorname{Precrit}(f)$, and attaching some non trivial space (containing infinitely many real rays) to each connected component of $\bar{X}_{o} \backslash X_{o}$.

Remark. For $J(f)$ disconnected, we use the tree structure on the basin of infinity to show the embedding is an isometry. For $J(f)$ connected, we also have a locally isometric embedding of $X_{o}$ to $X_{\omega}$; this
follows easily from the argument in the proof of the above theorem. But we do not expect the embedding to be a global isometry. The reason we use the ultralimit to study the limiting space is that the spaces are not compact and the metrics $d_{n}$ are not uniformly proper, so more classical notions of convergence like Gromov-Hausdorff convergence won't work. We are not quite sure whether the ultralimit $X_{\omega}$ depends on the ultrafilter $\omega$ or not. But from the above theorem, the only things that might depend on the ultrafilter are the spaces attached to $\bar{X}_{o} \backslash X_{o}$.

Conjugacy classes. The study of $\left\{S_{f^{n}}\right\}$ has grown out of an attempt to better understand the moduli space $\mathrm{M}_{d}$ of polynomials (the space of conformal conjugacy classes). The geometric structure ( $f, X_{o},\left|\partial G_{f}\right|$ ) has been studied in [12] and used to classify topological conjugacy classes. We can also use the Schwarzian derivative to classify polynomials with the same degree. We define an equivalence relation on the set of polynomials with degree $d \geq 2$ as: $f \sim g$ if $S_{f} d z^{2}=A^{*}\left(S_{g} d z^{2}\right)$, for $A(z)=a z+b$ some affine transformation. From this definition, polynomials $f$ and $g$ are equivalent to each other if and only if $f=B \circ g \circ A$ with $A$ and $B$ affine transformations, and if and only if $f$ and $g$ have the same critical set (counted with multiplicities) up to some affine transformation, i.e. $A(\operatorname{Crit}(f))=\operatorname{Crit}(g)$ for some affine transformation $A$. See Lemma 2.1.2 for details. Note that affine conjugate polynomials are equivalent in this sense.

Theorem 1.1.3. Let $f$ and $g$ be polynomials with the same degree $d \geq 2$. Then the following are equivalent:

- $f^{n} \sim g^{n}$ for infinitely many $n \in \mathbb{N}^{*}$.
- $f^{n} \sim g^{n}$ for all $n \in \mathbb{N}^{*}$.
- $f$ and $g$ have the same Julia set up to some affine transformation $(A(J(g))=J(f)$ with A affine transformation).

Polynomials $f$ and $g$ which satisfy the above conditions are called strongly equivalent. Each such strong equivalence class consists of finitely many affine conjugacy classes (no more than the order of the symmetry group of the Julia set).

Notes: the above theorem relies on the classification of polynomials with the same Julia set, and the proof uses the main result of [6] (see §2.1.2 for other references and historical context).

### 1.2 Measures of maximal entropy

Let $f: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be a rational function with degree $d \geq 2$. For each $z_{o} \in \mathbb{P}^{1}$, we can define a probability measure for $n \geq 1$,

$$
\mu_{n, z_{o}}=\frac{1}{d^{n}} \sum_{f(z)=z_{o}} \delta_{z}
$$

here the sum is taken over all the roots of $f(z)=z_{o}$, counted with multiplicity. In 1965, Brolin [9] showed that for each polynomial $f$, with at most two exceptions for $z_{o}, \mu_{n, z_{o}}$ converges to some probability measure $\mu_{f}$ independent of the choice of $z_{o}$. Actually, when $f$ is a polynomial, $\mu_{f}$ is the equilibrium measure of the filled Julia set of $f$ (the set of points with bounded orbits under the iteration of $f$ ). In 1983, Lyubich [30] and independently Freire-Lopez-Mañé [21] generated this result to the the case of rational functions. They showed that this $\mu_{f}$ is the unique one supported on the Julia set, achieving the maximal entropy $\log d$ among all the $f$-invariant probability measures; this maximal measure is also discussed in [23].

We focus on characterizing the set of rational functions with identical measure of maximal entropy. It is well known that $\mu_{f}=\mu_{f^{n}}$ for all iterates $f^{n}$ of $f$, and commuting rational functions have common measure of maximal entropy. For case of polynomials, having the same measure of maximal entropy is equivalent to having the same Julia set. During the 1980s and 90s, pairs of polynomials with identical Julia set were characterized; see [37], [7], [6] and [4]. The strongest result is: given any Julia set $J$ of some non-exceptional polynomial, there is a polynomial $p$, such that the set of all polynomials with Julia set $J$ is

$$
\begin{equation*}
\left\{\sigma \circ p^{n} \mid n \geq 1 \text { and } \sigma \in \Sigma_{J}\right\} \tag{1.2.1}
\end{equation*}
$$

where $\Sigma_{J}$ is the set of complex affine maps on $\mathbb{C}$ preserving $J$. By definition, a rational function is exceptional if it is conformally conjugate to either a power map, $\pm$ Chebyshev polynomial, or a Lattès map. From (1.2.1), if $f$ and $g$ are two non-exceptional polynomials with $\mu_{f}=\mu_{g}$, then there exists $\sigma(z)=a z+b$ preserving $\mu_{f}$ with

$$
\begin{equation*}
f^{n}=\sigma \circ g^{m} \text { for some } m, n \geq 2 . \tag{1.2.2}
\end{equation*}
$$

However, unlike the polynomial case, there exist non-exceptional rational functions with the same maximal measure but not related by the formula (1.2.2).

Theorem 1.2.1. There exist non-exceptional rational functions $f$ and $g$ with degrees $\geq 2$ and $\mu_{f}=\mu_{g}$, but

$$
\begin{equation*}
f^{n} \neq \sigma \circ g^{m} \text { for any } \sigma \in P S L_{2}(\mathbb{C}) \text { and } n, m \geq 1 . \tag{1.2.3}
\end{equation*}
$$

Specifically, for $R, S$, $T$ being rational functions with degrees $\geq 2$ such that

- For any $\sigma \in P S L_{2}(\mathbb{C})$, we have $R \neq \sigma \circ S$.
- $T \circ R=T \circ S$.
we set $f=R \circ T$ and $g=S \circ T$, then $\mu_{f}=\mu_{g}$ and they satisfy (1.2.3).

The existence of the triples $(R, S, T)$ in Theorem 1.2.1 is equivalent to the existence of an irreducible component of

$$
V_{T}=\{(x, y): T(x)=T(y)\} \subset \mathbb{P}^{1} \times \mathbb{P}^{1}
$$

with bidegree $(r, r), r \geq 2$, whose normalization is of genus 0 . Explicit examples for such triples $(R, S, T)$ are provided later in Chapter 3.

Let $\operatorname{Rat}_{d}$ be the set of all rational functions with degree $d \geq 2$. The space Rat ${ }_{d}$ sits inside $\mathbb{P}^{2 d-1}(\mathbb{C})$, and it is the complement of the zero locus of an irreducible homogenous polynomial (the resultant) on $\mathbb{P}^{2 d-1}$; therefore $\operatorname{Rat}_{d}$ is an affine variety. For any rational function $f \in \operatorname{Rat}_{d}$, denote by $M_{f}$ the set of all rational functions with the same maximal entropy measure as $f$. As we discussed before, when $f$ is non-exceptional and conjugate to some polynomial, $M_{f}$ has very simple expression as in (1.2.1) by Corollary 3.2.2. However, from Theorem 1.2.1, we do not have the conclusion of (1.2.2) for all non-exceptional rational functions $f$ and $g$ with $\mu_{f}=\mu_{g}$, even we replace $\sigma$ by any Möbius transformation. Levin [27], [28] showed $M_{f} \cap \operatorname{Rat}_{n}$ is a finite set unless $f$ is conjugate to the power function $z^{ \pm d}$.

For convenience, in the rest of this thesis, generic means with the exception of at most countably many proper Zariski closed subsets; general means with the exception of some proper Zariski closed subset.

We will show:

Theorem 1.2.2. Let $\operatorname{Rat}_{d}$ be the set of all rational functions with degree $d \geq 2$. For generic rational functions $f \in \operatorname{Rat}_{d}$, we have

- $M_{f}=\left\{f, f^{2}, f^{3}, \cdots\right\}$, when $d \geq 3$,
- $M_{f}=\left\{f, \sigma_{f} \circ f, f^{2}, \sigma_{f} \circ f^{2}, f^{3}, \sigma_{f} \circ f^{3}, \cdots\right\}$, when $d=2$,
where $\sigma_{f}$ is the unique Möbius transformation permuting the fibers off.

The proof of Theorem 1.2.2 is mainly based on the next two theorems. The first, Theorem 1.2.3, asserts that for general rational functions with degree $d \geq 3$, having the same measure of maximal entropy is the same as sharing an iterate. We will say a critical value of $f \in \operatorname{Rat}_{d}$ is simple if its preimage contains exactly one critical point counted with multiplicity.

Theorem 1.2.3. Let $f$ be a rational function with degree $d_{f} \geq 3$, and $f$ has at least three simple critical values. Then for any rational function $g$ with degree $d_{g} \geq 2$ and $\mu_{f}=\mu_{g}$, we have

$$
f^{n}=g^{m}
$$

for some integers $n, m \geq 1$.

Theorem 1.2.3 only works for rational functions with degree $d \geq 3$. This is because that for degree $d=2$ case, there is a special nontrivial symmetry $\sigma_{f} \in P S L_{2}(\mathbb{C})$ for each $f \in$ Rat $_{2}$. The symmetry $\sigma_{f}$ is the unique Möbius transformation permuting the fibers of $f$ with $\sigma_{f}^{2}=I d$. As $\sigma_{f}$ permutes the points in the fiber of $f$, we have $f \circ \sigma_{f}=f$ and then $\sigma_{f}$ preserves $\mu_{f}$. Hence it has $\mu_{\sigma_{f} \circ f}=\mu_{f}$. For any $f \in \operatorname{Rat}_{2}$, let $g=\sigma_{f} \circ f$. It satisfies $\mu_{g}=\mu_{f}$ and $g^{n}=\sigma_{f} \circ f^{n} \neq f^{n}$ for any $n \geq 1$. In other words, $f$ and $g$ have the same maximal measure but they never share an iterate. In all, for any $f \in \operatorname{Rat}_{d}$, we have obvious relations: $\left\{f, f^{2}, f^{3}, \cdots\right\} \subset M_{f}$, and when $d=2,\left\{f, \sigma_{f} \circ f, f^{2}, \sigma_{f} \circ f^{2}, f^{3}, \sigma_{f} \circ f^{3}, \cdots\right\} \subset$ $M_{f}$. Theorem 1.2.2 asserts that, generically, there is no other rational function in $M_{f}$. However, it is still not known whether we can replace "generic" in Theorem 1.2 .2 by "general", which will greatly improve the result; at least it is clear from (1.2.1) that the statements in Theorem 1.2.2 are satisfied for general polynomials.

Let $d \geq 2$ and $n \geq 1$ be integers. There is a regular map between affine varieties:

$$
\varphi_{d, n}: \operatorname{Rat}_{d} \rightarrow \operatorname{Rat}_{d^{n}}
$$

defined by $\varphi_{d, n}(f)=f^{n}$. We call it the iteration map of rational functions.

The next result, Theorem 1.2.4, states that the iteration map is one-to-one for general points.

Theorem 1.2.4. Let $\varphi_{d, n}: \operatorname{Rat}_{d} \rightarrow \operatorname{Rat}_{d^{n}}$ be the iteration map with $d \geq 2$ and $n \geq 2$. There is a Zariski closed set $A \subset \operatorname{Rat}_{d}$, which is the preimage of the singularities of the variety $\varphi_{d, n}\left(\operatorname{Rat}_{d}\right)$, such that

$$
\varphi_{d, n}: \operatorname{Rat}_{d} \backslash A \rightarrow \operatorname{Rat}_{d^{n}}
$$

is injective. Moreover, $A$ is a proper nonempty subset of Rat ${ }_{d}$.

Finally, we characterize the condition that two non-exceptional rational functions share an iterate. Let $\operatorname{PrePer}(f)=\left\{x \in \mathbb{P}^{1} \mid f^{n}(x)=f^{m}(x), n>m \in \mathbb{N}\right\}$ be the set of preperiodic points of rational function $f$ and $\operatorname{Per}(f)=\left\{x \in \mathbb{P}^{1} \mid f^{n}(x)=x, n \in \mathbb{N}^{*}\right\}$ be the set of periodic points of $f$.

Theorem 1.2.5. Let $f$ and $g$ be non-exceptional rational functions with degrees $\geq 2$. The following statements are equivalent:

- $f$ and $g$ share an iterate, i.e. $f^{n}=g^{m}$ for some $n, m \in \mathbb{N}^{*}$.
- There is some $\varphi$ with degree $\geq 2$, such that $f \circ \varphi=\varphi \circ f$ and $g \circ \varphi=\varphi \circ g$.
- $\mu_{f}=\mu_{g}$, and $J \cap \operatorname{Per}(f) \cap \operatorname{Per}(g) \neq \varnothing$.
- $\operatorname{PrePer}(f)=\operatorname{PrePer}(g)$ and $J \cap \operatorname{Per}(f) \cap \operatorname{Per}(g) \neq \varnothing$.
- $\operatorname{Per}(f)=\operatorname{Per}(g)$.

The proof of Theorem 1.2.5 uses the following results: for non-exceptional rational functions, Levin-Przytycki [29] showed that two rational functions having the same maximal measure should have the same set of preperiodic points. And conversely, Yuan and Zhang [40] showed, via arithmetic methods, that rational functions having the same set of preperiodic points should have the same maximal measure.

A bit more historical background and related results. As a general question, what can we conclude from two rational functions with the same maximal measure? For any non-exceptional polynomial $f$, it is easy to read the symmetry group $\Sigma_{J_{f}}$ from the expression of $f$. After changing coordinates,
we can assume that $f$ is a monic and centered polynomial $\left(f(z)=z^{d}+a z^{d-2}+\cdots\right)$. So we can write $f(z)=z^{l} g\left(z^{n}\right)$ with $g(0) \neq 0$ and maximal possible $n$. Then, whenever $f$ is non-exceptional, we have $\Sigma_{J_{f}}=\left\{\sigma(z)=\zeta z \mid \zeta^{n}=1\right\}$. From (1.2.1), the expression of $M_{f}$ is clear for non-exceptional polynomials $f$.

For any rational function $f$, let $g \in M_{f}$ and $\sigma \in \Sigma_{\mu_{f}}$, it is clear that $\sigma \circ g$ and $g \circ \sigma$ are both in $M_{f}$. So from Levin's result that $M_{f} \cap \operatorname{Rat}_{n}$ is a finite set, $\Sigma_{\mu_{f}}$ has finite elements whenever $f$ is not conjugate to $z^{ \pm d}$. However, for rational function $f$, it is still not known how to get the symmetry group $\Sigma_{\mu_{f}}$ or $\Sigma_{J_{f}}$ (the subgroup of $P S L_{2}(\mathbb{C})$ preserving $J_{f}$ ) from the expression of $f$; see Levin's paper [27] [28], and some other related results in [13] and [39]. And for rational functions, in 1997, Levin and Przytycki's paper [29] has the following result:

Theorem 1.2.6 (Levin-Przytycki [29]). Let $f$ and $g$ be two non-exceptional rational functions. The following two are equivalent:

- $\mu_{f}=\mu_{g}$;
- There exist iterates $F$ of $f$ and $G$ of $g$, integers $M, N \geq 1$, and locally defined branches of $G^{-1} \circ G$ and $F^{-1} \circ F$ such that

$$
\begin{equation*}
\left(G^{-1} \circ G\right) \circ G^{M}=\left(F^{-1} \circ F\right) \circ F^{N} \tag{1.2.4}
\end{equation*}
$$

By analytic continuity, locally defined $G^{-1} \circ G$ and $F^{-1} \circ F$ can be extended to multi-valued functions, acting by permuting the fibers of $G$ and $F$. Equation (1.2.4) implies that $f$ and $g$ have the same set of preperiodic points. Then as a consequence of Theorem 3 in Levin's paper [27] and LevinPrzytycki's theorem Theorem 1.2.6, we have the following theorem:

Theorem 1.2.7 (Levin-Przytycki). Let f and g be two non-exceptional rational functions with degrees $\geq$
2. Then $\mu_{f}=\mu_{g}$ if and only if there are some iterates $F$ and $G$ of $f$ and $g$ such that

$$
\begin{equation*}
F \circ F=F \circ G \text { and } G \circ F=G \circ G . \tag{1.2.5}
\end{equation*}
$$

Although the above theorem comes directly from Theorem 3 in [27] and Theorem 1.2.6, we will provide an easy proof later in Chapter 3 by just using Levin-Przytycki's theorem Theorem 1.2.6.

So far as we know, (1.2.5) is the strongest algebraic relation satisfied for all non-exceptional rational functions $f$ and $g$ with $\mu_{f}=\mu_{g}$.

In the writing of the paper [42], we learned of two related articles in preparation. Related to Theorem 1.2.4, Adam Epstein has shown that the iteration map $\varphi_{d, n}$ is an immersion for all $d$ and $n \geq 2$; see Proposition 3.3.1. Related to Theorem 1.2.1, when $T$ is assumed to be a polynomial, Avanzi, Zannier, Carney, Hortsch and Zieve has provided a complete list of such examples; See [2] and [10].

## CHAPTER 2

## THE SCHWARZIAN DERIVATIVE AND POLYNOMIAL ITERATION

### 2.1 Basic properties of Schwarzian derivatives

In this section, we give useful formulas for $S_{f^{n}}$ and also basic definitions that we are going to use later in this chapter.

### 2.1.1 Basic formula for the Schwarzian derivative of $f^{n}$

In order to find the limit of $\frac{S_{f} n}{d^{2 n}}$ for a general polynomial with degree $d \geq 2$, we need to rewrite $S_{f^{n}}$ in terms of $S_{f}$ and then evaluate the limit. To do this, we use the formula for the Schwarzian derivative of the composition of two functions $f$ and $g$. An easy calculation shows that (cocycle property)

$$
\begin{equation*}
S_{f \circ g}(z)=S_{f}(g(z))\left(g^{\prime}(z)\right)^{2}+S_{g}(z) \tag{2.1.1}
\end{equation*}
$$

From this relation we derive the following important formula:

$$
\begin{align*}
S_{f^{n}}(z) & =S_{f}\left(f^{n-1}(z)\right)\left(\left(f^{n-1}(z)\right)^{\prime}\right)^{2}+S_{f^{n-1}}(z) \\
& =S_{f}\left(f^{n-1}(z)\right)\left(\left(f^{n-1}(z)\right)^{\prime}\right)^{2}+S_{f}\left(f^{n-2}(z)\right)\left(\left(f^{n-2}(z)\right)^{\prime}\right)^{2}+S_{f^{n-2}}(z)  \tag{2.1.2}\\
& =\sum_{i=1}^{n-1} S_{f} \circ f^{i}(z)\left(\left(f^{i}(z)\right)^{\prime}\right)^{2}+S_{f}(z)
\end{align*}
$$

Proposition 2.1.1. Let $f$ be a polynomial with degree $d \geq 2$. For any point $z \in \mathbb{C} \backslash \operatorname{Precrit}(f)$ and any
 converge, diverge to infinity or diverge.

Moreover, if both of them converge, then

$$
d^{2} \lim _{i \rightarrow \infty} \frac{S_{f^{n_{i}}(z)}}{d^{2 n_{i}}}=\left(f^{\prime}(z)\right)^{2} \lim _{i \rightarrow \infty} \frac{S_{f^{n_{i}-1}}(f(z))}{d^{2\left(n_{i}-1\right)}}
$$

Proof. From (2.1.1), we have:

$$
\begin{aligned}
\frac{S_{f^{n_{i}}}(z)}{d^{2 n_{i}}} & =\frac{S_{f^{n_{i}-1}}(f(z))\left(f^{\prime}(z)\right)^{2}+S_{f}(z)}{d^{2 n_{i}}} \\
& =\frac{S_{f^{n_{i}-1}}(f(z))\left(f^{\prime}(z)\right)^{2}}{d^{2} d^{2\left(n_{i}-1\right)}}+\frac{S_{f}(z)}{d^{2 n_{i}}}
\end{aligned}
$$

By the assumption that $z$ is not a critical point of $f$ and $d \geq 2$, it is easy to see that this proposition is satisfied since $f^{\prime}(z)$ is not equal to zero and $S_{f}(z)$ is finite.

### 2.1.2 The Schwarzian derivative as a quadratic differential

In this subsection, we are not only considering polynomials, but also rational maps with degree $d \geq 2$.

Meromorphic quadratic differentials. For any Riemann surface $S$, a meromorphic quadratic differential $Q$ on $S$ is a section of the second tensor power of the cotangent bundle. In local coordinate, $Q=Q_{1}(z) d z^{2}$, where $Q_{1}(z)$ is a meromorphic function. And under changing of coordinate $w=w(z)$,

$$
Q=Q_{2}(w)(d w)^{2}=Q_{2}(w(z))\left(w^{\prime}(z)\right)^{2} d z^{2}
$$

i.e., $Q_{2}(w(z))\left(w^{\prime}(z)\right)^{2}=Q_{1}(z)$.

Consider a non constant holomorphic map $f: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$. This is a rational map with finite degree. Let's look at the Schwarzian derivative of this rational map $f$, and view it as quadratic differential, i.e.

$$
S_{f} d z^{2} \text { instead of } S_{f}(z)
$$

From the definition of the Schwarzian derivative, it is not hard to show $S_{g} \equiv 0$ if and only if $g$ is a Möbius transformation; see [14]. From the following identity

$$
S_{f \circ g}(z) d z^{2}=S_{f}(g(z))(d g)^{2}+S_{g}(z) d z^{2},
$$

for any two Möbius transformations $g_{\circ}, g_{1}$, we have

$$
S_{g_{1} \circ f \circ g_{\circ}} d z^{2}=S_{f} \circ g_{\circ}\left(d g_{\circ}\right)^{2}
$$

So the Schwarzian derivative $S_{f} d z^{2}$ as a quadratic differential is well defined on $\mathbb{P}^{1}$. More generally, for any non constant holomorphic map from some projective Riemann surface to another projective

Riemann surface, there is an unique quadratic differential (named as Schwarzian derivative) associated to it; see [14].

Recall that in the last part of the introduction, we defined an equivalence relation of polynomials: $f \sim g$ if the Schwarzian derivative of $f$ is the same as the Schwarzian derivative of $g$ up to some affine transformation. The Schwarzian derivative of a polynomial is determined by the locations and multiplicities of the critical points:

Lemma 2.1.2. Let $f$ and $g$ be polynomials with degree $d \geq 2$. Then $f \sim g$ if and only if they have the same critical set (critical points are counted with multiplicity) up to some affine transformation $(A(\operatorname{Crit}(f))=\operatorname{Crit}(g)$ with $A$ some affine transformation $)$.

Proof. Assume $f \sim g$, then $S_{f} d z^{2}=A^{*}\left(S_{g} d z^{2}\right)$, which means $f=B \circ g \circ A$ for some affine transformations $A$ and $B$. Indeed, by the cocycle property, $A^{*}\left(S_{g} d z^{2}\right)=S_{g \circ A} d z^{2}$ and then $S_{f \circ(g \circ A)^{-1}} \equiv 0$ on some open subset of $\mathbb{C}$. So $B=f \circ(g \circ A)^{-1}$ is a Möbius transformation on some open subset of $\mathbb{C}$. By continuity, $f=B \circ g \circ A$ in $\mathbb{C}$, and so $B$ is an affine transformation. This implies that $A$ transforms the critical set of $f$ to the critical set of $g$.

Conversely, assume that there is an affine transformation $A$ that transforms the critical set of $f$ to the critical set of $g$. Since $g \sim g \circ A$, it suffices to show that $f \sim g \circ A$. Because $f$ and $g \circ A$ have the same critical set, so we can let the critical set be $\left\{c_{i}\right\}_{i=1}^{d-1}$. Then $f=a h(z)+b$ and $g \circ A=c h(z)+d$ with $a, c \neq 0$ and $h(z)=\int_{0}^{z} \prod_{i=1}^{d-1}\left(t-c_{i}\right) d t$. Which means $S_{f}=S_{h}=S_{g \circ A}$, i.e. $f \sim g \circ A \sim g$.

Proof of Theorem 1.1.3. Let $\simeq$ be the notion of strong equivalence. Assume that the polynomial $f$ with degree $d \geq 2$ is not conjugate to $z^{d}$, and there is a subsequence $\left\{n_{i}\right\}_{i=1}^{\infty} \subset \mathbb{N}^{*}$ such that $f^{n_{i}} \sim g^{n_{i}}$.

By Lemma 2.1.2, there are affine transformations $\left\{A_{i}=a_{i} z+b_{i}\right\}$ such that $A_{i}\left(\operatorname{Crit}\left(f^{n_{i}}\right)\right)=\operatorname{Crit}\left(g^{n_{i}}\right)$. Since $f$ is not conjugate to $z^{d}$, so $g$ is not conjugate to $z^{d}$. Indeed, for $n \geq 2$, $\operatorname{Crit}\left(f^{n}\right)$ has at least two distinct points, however, $\operatorname{Crit}\left(z^{d^{n}}\right)$ has only one point. Set $M_{1}=\operatorname{Diam}\left(\operatorname{Crit}\left(f^{2}\right)\right)>0, M_{1}^{\prime}=\operatorname{Diam}\left(\operatorname{Crit}\left(g^{2}\right)\right)>$ $0, M_{2}=\operatorname{Diam}(\operatorname{Precrit}(f))$ and $M_{2}^{\prime}=\operatorname{Diam}(\operatorname{Precrit}(g))$. Because $f(\mathbb{C} \backslash D(0, R)) \subset \mathbb{C} \backslash D(0, R)$ for $R$ sufficiently large, so $\operatorname{Precrit}(f)$ is bounded and then $M_{2}<\infty$. Similarly, $M_{2}^{\prime}<\infty$. Moreover, since $f^{n+m}=$ $f^{n} \circ f^{m}$, then $\operatorname{Crit}\left(f^{m}\right) \subset \operatorname{Crit}\left(f^{n+m}\right)$. So for the $\operatorname{diameters} \operatorname{Diam}\left(\operatorname{Crit}\left(f^{n_{i}}\right)\right)$ and $\operatorname{Diam}\left(\operatorname{Crit}\left(g_{i}^{n}\right)\right)$ of the critical sets, we have

$$
0<M_{1} \leq \operatorname{Diam}\left(\operatorname{Crit}\left(f^{n_{i}}\right)\right) \leq M_{2}<\infty, 0<M_{1}^{\prime} \leq \operatorname{Diam}\left(\operatorname{Crit}\left(g^{n_{i}}\right)\right) \leq M_{2}^{\prime}<\infty
$$

for any $n_{i} \geq 2$. Consequently,

$$
0<M_{3} \leq\left|a_{i}\right| \leq M_{4} \leq \infty,\left|b_{i}\right| \leq M_{5}<\infty
$$

So after passing to a subsequence and without loss of generality, we can assume $A_{i} \rightarrow A$ as $i \rightarrow \infty$, where $A$ is an affine transformation. Then it is easy to know $A(J(f))=J(g)$. Indeed, for any $c \in$ $\operatorname{Crit}\left(f^{j}\right) \subset \operatorname{Crit}\left(f^{i}\right), A_{i}(c) \in \operatorname{Crit}\left(g^{i}\right) \subset \operatorname{Precrit}(g)$ with $j \leq i$. It indicates that $A(c) \in \overline{\operatorname{Precrit}(g)}$ and then $A(\overline{\operatorname{Precrit}(f)}) \subset \overline{\operatorname{Precrit}(g)}$. Similarly, by taking $A_{i}^{-1}$ instead of $A_{i}$, we get $A^{-1}(\overline{\operatorname{Precrit}(g)}) \subset \overline{\operatorname{Precrit}(f)}$. Because $f$ is not conjugate to $z^{d}$, the set of accumulating points of $\overline{\operatorname{Precrit}(f)}$ (respt. $\left.\overline{\operatorname{Precrit}(g)}\right)$ is $J(f)($ respt. $J(g))$, which means that $A(J(f))=J(g)$.

If $f$ is conjugate to $z^{d}$, then by the above argument, $g$ should also be conjugate to $z^{d}$. So there is an affine map $A$ such that $A(J(f))=J(g)$.

Conversely, assume $f$ and $g$ have the same degree $d \geq 2$ and $A(J(f))=J(g)$ for some affine transformation $A$. Since $g_{1}=A^{-1} \circ g \circ A \simeq g$ and $A\left(J\left(g_{1}\right)\right)=J(g)=A(J(f))$, so it is enough to prove that $g_{1} \simeq f$ with the condition that they have the same Julia set. First, if the Julia set is a circle, then both of them are conjugate to $z^{d}$. Indeed, we can assume $J(f)$ is the closed unit disk. Let $\varphi$ be the Boettcher function of $f$, such that $\varphi \circ f \circ \varphi^{-1}=z^{d}$ on the basin of infinity. Since the basin of infinity is the complement of the unit disk and $\varphi$ is a conformal map that fixes the infinity, so $\varphi$ should be a rotation. Then $f$ is conjugate to $z^{d}$. So $f^{n} \sim z^{d^{n}} \sim g_{1}^{n}$ for any $n \in \mathbb{N}^{*}$. Second, since both $f^{n}$ and $g_{1}^{n}$ have the same degree and the same Julia set which is not a circle, then $f^{n}=\sigma_{n} \circ g_{1}^{n}$ with $\sigma_{n}$ an affine transformation in the symmetry group of the Julia set; see [6] for details. So $S_{f^{n}}=S_{g_{1}^{n}}$ for any $n \in \mathbb{N}^{*}$. And moreover, when Julia set is not a circle, the order of symmetry group of the Julia set is finite; see Lemma 4 in [7]. Thus there are only finitely many conjugacy classes which belongs to a strong equivalence class.

Notes: the proof of Theorem 1.1.3 relies on the classification of polynomials with the same Julia set. When do two polynomials have the same Julia set? Historically, commuting polynomials have the same Julia set, as observed by by Julia in 1922 [24]. Later in 1987, Baker and Eremenko showed when the symmetric group of the Julia set is trivial, polynomials with this Julia set commute; see [4]. In 1989, Fernández showed there is at most one polynomial with given degree, leading coefficient and Julia set; see [20]. Finally in 1992, Beardon showed $\{g \mid \operatorname{deg}(f)=\operatorname{deg}(g), J(f)=J(g)\}=\{\sigma \circ f \mid \sigma \in$ symmetric group of $J(f)$ \}; see [6].

### 2.1.3 Conformal metric of quadratic differential.

For meromorphic quadratic differential $Q$ on $S$, it determines a flat metric $d s^{2}=|Q|$, with singularities at zeros and poles of $Q$.

Trajectories as a foliation. For any meromorphic quadratic differential $Q$ on $S$, it determines a foliation structure on $S$ with singularities at zeros and poles of $Q$. A smooth curve on $S$ is a (horizontal) trajectory of $Q$, if it does not pass though any zero or pole of $Q$, and for any point $p$ in the curve, the non zero vector $d z$ tangent to this curve satisfy:

$$
\arg \left(Q(p) d z^{2}\right)=0
$$

i.e $Q(p) d z^{2}$ is a positive real number. By a trajectory, we usually mean the trajectory that is not properly contained in another trajectory, i.e. a maximal trajectory.

Lemma 2.1.3. Let $f: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be a rational map with degree $d \geq 2$. Then $S_{f} d z^{2}$ is a meromorphic quadratic differential with poles of order two at the critical points of $f$. For any critical point $p$ of $f$ with order $k$, near $p$

$$
S_{f}(z)=\frac{1-k^{2}}{2(z-p)^{2}}+O\left(\frac{1}{|z-p|}\right)
$$

i.e., a neighborhood of $p$ is an infinite cylinder with closed geodesics as trajectories of length $2 \pi \sqrt{\frac{k^{2}-1}{2}}$.

Proof. The only thing we need to show here is that the coefficient of $\frac{1}{(z-p)^{2}}$ at $p$ is $\frac{1-k^{2}}{2}$, and for other details of this lemma, please refer to the $\$ 6.3$ [38]. The coefficient can be verified by a direct computation.

### 2.1.4 $\quad L_{l o c}^{\frac{1}{2}}$ integrability of quadratic differential.

For any Riemann surface $S$, we consider the space $M Q(S)$ of meromorphic quadratic differentials on $S$. For any $\alpha \in M Q(S)$, we say that it is $L_{l o c}^{\frac{1}{2}}$ integrable, if for any point $q \in S$, there is a local coordinate at $q$, and write $\alpha$ as $h(z) d z^{2}$ in this coordinate, such that the integration $\iint \sqrt{|h(z)|} d x d y$ over some neighborhood of $p$ is finite. We say that $\left\{\alpha_{n}\right\} \subset M Q(S) L_{l o c}^{\frac{1}{2}}$-converge to $\alpha \in M Q(S)$, if both $\alpha$ and $\alpha_{n}$ are $L_{l o c}^{\frac{1}{2}}$ integrable, and for any point $p$, there is some local coordinate at $q$, and write $\alpha$ and $\alpha_{n}$ as $h(z) d z^{2}$ and $h_{n}(z) d z^{2}$ in this local coordinate, such that the integral $\iint \sqrt{\left|h_{n}(z)-h(z)\right|} d x d y$ over some neighborhood of $p$ converges to 0 . Actually, the $L_{l o c}^{\frac{1}{2}}$ integrable subset of $M Q(S)$ is a vector space.

Any meromorphic quadratic differential $\alpha \in M Q(S)$ with poles of order at most two is $L_{l o c}^{\frac{1}{2}}$ integrable.

Lemma 2.1.4. For any rational function $f$ with degree $d \geq 2, S_{f^{n}} d z^{2}$ is $L_{l o c}^{\frac{1}{2}}$ integrable.

Proof. Since for any rational map $f$, the Schwarzian derivative $S_{f} d z^{2}$ has poles of order at most two, then $S_{f} d z^{2}$ is $L_{l o c}^{\frac{1}{2}}$ integrable, and also $S_{f^{n}} d z^{2}$ is $L_{l o c}^{\frac{1}{2}}$ integrable.

### 2.2 Local Convergence of $S_{f^{n}}$

In this section, our main goal is to prove Theorem 1.1.1, the local convergence of the normalized $S_{f^{n}}$.

### 2.2.1 Bounded Fatou components

In this subsection, we are trying to show that $\lim _{n \rightarrow \infty} \frac{S_{f} n}{d^{2 n}}=0$ on the bounded Fatou components for any degree $d \geq 2$ polynomial $f$, which is not conformally conjugate to $z^{d}$.

Theorem 2.2.1. For any $z \notin \operatorname{Precrit}(f)$ in a bounded Fatou component of a polynomial $f$ with degree $d \geq 2$, which is not conformally conjugate to $z^{d}$, then we have:

$$
\lim _{n \rightarrow \infty} \frac{S_{f^{n}}(z)}{d^{2 n}}=0
$$

Moreover, this is a local uniform convergence.

Proof. First, assume that $z$ is attracted to some fix point $z_{1}$ (attracting or parabolic fix point), and $z_{1}$ is not a critical point. Then,

$$
0<\lambda=\left|f^{\prime}\left(z_{1}\right)\right| \leq 1
$$

For any fixed $0<\epsilon<1$, since we have $f^{n}(z)$ converges to $z_{1}$, there exists $N_{o} \in \mathbb{N}$ and $M<\infty$, such that for any $n>N_{o}$, we have:

$$
\left|f^{\prime}\left(f^{n}(z)\right)\right| \leq 1+\epsilon \text { and }\left|S_{f}\left(f^{n}(z)\right)\right|<M
$$

By (2.1.2),

$$
\begin{aligned}
\left|S_{f^{n}}(z)\right| & =\left|\sum_{i=1}^{n-1} S_{f} \circ f^{i}(z) \cdot\left(\left(f^{i}\right)^{\prime}(z)\right)^{2}+S_{f}(z)\right| \\
& \leq \sum_{i=1}^{n-1}\left|S_{f} \circ f^{i}(z) \cdot\left(\left(f^{i}\right)^{\prime}(z)\right)^{2}\right|+\left|S_{f}(z)\right|
\end{aligned}
$$

Since we have

$$
\left|S_{f}\left(f^{n}(z)\right)\left(\left(f^{n}\right)^{\prime}(z)\right)^{2}\right|<M \cdot M_{1} \cdot(1+\epsilon)^{2 n}, \text { for any } n>N_{o}
$$

where $M_{1}=\left|\left(f^{N_{o}}\right)^{\prime}(z)\right|$, by the fact that $1+\epsilon<d$ for $d \geq 2$ and $\epsilon<1$, it is obvious that $\lim _{n \rightarrow \infty} \frac{S_{f n}(z)}{d^{2 n}}=0$ is satisfied.

Second assume $z$ is attracted to a critical fix point $z_{1}$. Without loss of generality, we can assume $z_{1}=0$, so $f=a z^{r}+b z^{r+1}+\cdots$, with $a \neq 0$ and $2 \leq r \leq d-1$. By Prop. 2.1.1, we can study the Schwarzian limit at forward iterate of $z$ instead of the Swhwarzian limit at $z$. Then we can assume that $z$ is close to 0 . Let's conjugate $f$ to $z^{r}$ near 0 by a conformal map $\varphi$, such that $\varphi(0)=0$ and $\varphi^{\prime}(0) \neq 0$,

$$
\varphi \circ f \circ \varphi^{-1}=z^{r}
$$

By the cocycle property of Schwarzian and Example 1,

$$
\begin{aligned}
S_{f^{n}}(z)= & S_{\varphi^{-1} \circ z^{r^{n} \circ \varphi}}(z) \\
= & S_{\varphi^{-1}}\left((\varphi(z))^{r^{n}}\right) \cdot\left(\left(\varphi^{-1}\right)^{\prime}\left(\varphi(z)^{r^{n}}\right) \cdot\left(r^{n}-1\right) \varphi(z)^{r^{n}-1} \varphi^{\prime}(z)\right)^{2} \\
& +\frac{1-r^{2 n}}{2 \varphi(z)^{2}} \cdot\left(\varphi^{\prime}(z)\right)^{2}+S_{\varphi}(z)
\end{aligned}
$$

Since $z$ is close to 0 and $2 \leq r \leq d-1$, then $\lim _{n \rightarrow \infty} \frac{S_{f_{n}(z)}}{d^{2 n}}=0$ is obviously true in this case by the above formula.

Third, assume that $z$ is in some Siegel disc $\mathbb{D}_{o}$ fixed by $f$. Similar with the previous case, we can move the center of $\mathbb{D}_{o}$ to 0 , and conjugate $f$ by $\varphi$ on this Siegel disc to a rotation map, i.e.

$$
\varphi \circ f=\lambda \cdot \varphi, \text { with }|\lambda|=1
$$

where we have $\varphi(0)=0$ and $\varphi^{\prime}(0)=1$. And by (2.1.1),

$$
\begin{aligned}
S_{f^{n}}(z) & =S_{\varphi^{-1}\left(\lambda^{n} \varphi\right)}(z) \\
& =S_{\varphi^{-1}}\left(\lambda^{n} \varphi(z)\right) \cdot\left(\left(\varphi^{-1}\right)^{\prime}\left(\lambda^{n} \varphi(z)\right)\right)^{2}+S_{\varphi}(z)
\end{aligned}
$$

Since $\lambda^{n} \varphi(z)$ is in $\varphi$ 's image of some compact subset of $\mathbb{D}_{o}$ for any $n$, then $S_{\varphi^{-1}}\left(\lambda^{n} \varphi(z)\right)$ is uniformly bounded. So $\lim _{n \rightarrow \infty} \frac{S_{f}(z)}{d^{2 n}}=0$ is obviously satisfied in this case by the above formula.

From above arguments, it is not hard to see the convergence is local uniform. For points in the periodic bounded Fatou components and not in $\operatorname{Precrit}(f)$, we can use similar arguments to show that the result of this theorem is satisfied. And for points attracted to periodic bounded Fatou components, Prop. 2.1.1 shows that the result is satisfied too.

### 2.2.2 Basin of infinity.

In this subsection, we are going to prove the local convergence of $S_{f^{n}}$ on the basin of infinity.
Consider the following escape-rate function of a polynomial $f$ with degree $d \geq 2$ :

$$
G_{f}(z)=\lim _{n \rightarrow \infty} \frac{1}{d^{n}} \log ^{+}\left|f^{n}(z)\right|
$$

where $\log ^{+}|x|=\max (\log |x|, 0)$. The escape-rate function $G_{f}(z)$ is the Green function of the basin of infinity. So it is harmonic on the basin of infinity. Actually, it is a subharmonic function on $\mathbb{C}$. By taking the partial derivative of $G_{f}(z)$, we get $g(z)=\frac{\partial G_{f}(z)}{\partial z}$ is a holomorphic function on the basin of infinity; the zeros of $g(z)$ are exactly the points in $\operatorname{Precrit}(f)$. Moreover, from the definition of $G_{f}(z)$,
it is a limit of harmonic functions converging locally uniformly. The derivatives of these harmonic functions converge. Then we know that the partial derivative commutes with the limit, i.e.

$$
\begin{align*}
g(z) & =\frac{\partial G_{f}(z)}{\partial z}=\lim _{n \rightarrow \infty} \frac{\partial \frac{1}{d^{n}} \log \left|f^{n}(z)\right|}{\partial z}  \tag{2.2.1}\\
& =\lim _{n \rightarrow \infty} \frac{1}{2 d^{n}} \frac{\partial \log \left(f^{n}(z) \bar{f}^{n}(z)\right)}{\partial z}=\lim _{n \rightarrow \infty} \frac{1}{2} \frac{\left(f^{n}(z)\right)^{\prime}}{d^{n} f^{n}(z)}
\end{align*}
$$

Theorem 2.2.2. For any $z_{o} \notin \operatorname{Precrit}(f)$ in the basin of infinity of a polynomial $f$ with degree $d \geq 2$, we have:

$$
\lim _{n \rightarrow \infty} \frac{S_{f^{n}}\left(z_{o}\right)}{d^{2 n}}=-2\left(g\left(z_{o}\right)\right)^{2}=-2\left(\frac{\partial G_{f}\left(z_{o}\right)}{\partial z}\right)^{2}
$$

Moreover, this is a local uniform convergence.

Proof. Since $g(z)=0$ if and only if $z \in \operatorname{Precrit}(f)$, then we have $g\left(z_{o}\right) \neq 0$, because $z_{0} \notin \operatorname{Precrit}(f)$.
Let $r_{n}=\frac{\left(f^{n}\left(z_{o}\right)\right)^{\prime}}{2 g\left(z_{o}\right) d^{n} f^{n}\left(z_{o}\right)}$, by (2.2.1), we get

$$
\lim _{n \rightarrow \infty} r_{n}=1
$$

Moreover, let $f(z)=a_{d} z^{d}+a_{d-1} z^{d-1}+\cdots+a_{0}$ with $a_{d} \neq 0$, and an easy calculation shows that

$$
S_{f}(z)=\frac{1-d^{2}}{2 z^{2}} h(z), \text { and } \lim _{z \rightarrow \infty} h(z)=1
$$

where $h(z)$ is a rational function. Let $s_{n}=h\left(f^{n}\left(z_{o}\right)\right)$, since $\lim _{n \rightarrow \infty} f^{n}\left(z_{o}\right)=\infty$, so we get $\lim _{n \rightarrow \infty} s_{n}=$

1. Then

$$
\begin{aligned}
S_{f}\left(f^{n}\left(z_{o}\right)\right)\left(\left(f^{n}\right)^{\prime}\left(z_{o}\right)\right)^{2} & =\frac{\left(1-d^{2}\right) s_{n}\left(\left(f^{n}\right)\left(z_{o}\right)\right)^{2}}{2\left(f^{n}\left(z_{o}\right)\right)^{2}} \\
& =2\left(1-d^{2}\right) s_{n} r_{n}^{2}\left(g\left(z_{o}\right)\right)^{2} d^{2 n}
\end{aligned}
$$

Substituting the above formula into (2.1.2), we get

$$
\begin{aligned}
\frac{S_{f^{n}\left(z_{o}\right)}}{d^{2 n}} & =\frac{\sum_{i=1}^{n-1} S_{f}\left(f^{i}\left(z_{o}\right)\right)\left(\left(f^{i}\right)^{\prime}\left(z_{o}\right)\right)^{2}+S_{f}\left(z_{o}\right)}{d^{2 n}} \\
& =2\left(g\left(z_{o}\right)\right)^{2}\left(1-d^{2}\right) \frac{\sum_{i=0}^{n-1} s_{i} r_{n}^{2} d^{2 i}}{d^{2 n}}
\end{aligned}
$$

Because both $r_{n}$ and $s_{n}$ converge to 1 as n tends to $\infty$, it follows that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{S_{f^{n}}\left(z_{o}\right)}{d^{2 n}} & =2\left(g\left(z_{o}\right)\right)^{2}\left(1-d^{2}\right) \lim _{n \rightarrow \infty} \frac{1-d^{2 n}}{\left(1-d^{2}\right) d^{2 n}} \\
& =-2\left(g\left(z_{o}\right)\right)^{2}=-2\left(\frac{\partial G_{f}\left(z_{o}\right)}{\partial z}\right)^{2}
\end{aligned}
$$

The fact that this convergence is local uniform can be deduced from the fact that both $r_{n}(z)$ and $s_{n}(z)$ converge locally uniformly.

Remark. Alternately, the result of Theorem 2.2.2 can be seen in the language of "Schwarzian between conformal metrics". On the complex plane $\mathbb{C}$, we define:

$$
\widehat{S}\left(e^{\sigma_{1}}|d z|^{2}, e^{\sigma_{2}}|d z|^{2}\right)=\left(\sigma_{1 z z}-\frac{1}{2} \sigma_{1 z}^{2}-\left(\sigma_{2 z z}-\frac{1}{2} \sigma_{2 z}^{2}\right)\right) d z^{2}
$$

where $\sigma_{z}=\frac{\partial \sigma}{\partial z}$. Easy to know, we have

- $S_{f} d z^{2}=\widehat{S}\left(f^{*}|d z|^{2},|d z|^{2}\right)$, for any non constant holomorphic map $f$.
- $\widehat{S}\left(c_{1} \rho_{1}|d z|^{2}, c_{2} \rho_{2}|d z|^{2}\right)=\widehat{S}\left(\rho_{1}|d z|^{2}, \rho_{2}|d z|^{2}\right)$, for any positive constant numbers $c_{1}$ and $c_{2}$.
- $\widehat{S}\left(\rho_{1}|d z|^{2}, \rho_{3}|d z|^{2}\right)=\widehat{S}\left(\rho_{1}|d z|^{2}, \rho_{2}|d z|^{2}\right)+\widehat{S}\left(\rho_{2}|d z|^{2}, \rho_{3}|d z|^{2}\right)$.

Then we have

$$
\begin{gathered}
\frac{1}{d^{2 n}}(\widehat{S}\left(f^{n *}|d z|^{2},|d z|^{2}\right)+\widehat{S}\left(|d z|^{2}, f^{n *}\left|\frac{d z}{z}\right|^{2}\right)=\frac{1}{d^{2 n}} \underbrace{S_{f^{n}} d z^{2}+\frac{1}{d^{2 n}} \widehat{S}\left(|d z|^{2}, \frac{1}{\substack{2^{2 n}}} f^{n *}\left|\frac{d z}{\left.\right|^{2}}\right|^{2}\right)}_{n \rightarrow \infty} \\
\frac{1}{d^{2 n}} \widehat{S}\left(f^{n *}|d z|^{2}, f^{n *}\left|\frac{d z}{z}\right|^{2}\right)=\frac{1}{d^{2 n}} f^{n *} \widehat{S}\left(|d z|^{2},\left|\frac{d z}{z}\right|^{2}\right)=\frac{1}{d^{2 n}} f^{n *}\left(\frac{-d z^{2}}{2 z^{2}}\right) \longrightarrow-2\left(\frac{\partial G_{f}(z)}{\partial z}\right)^{2} d z^{2}
\end{gathered}
$$

For more properties about the Schwarzian of conformally equivalent Riemannian metrics, please refer to [35].

Nonlinearity. Similar with the Scharzian derivative, we can define nonlinearity $N_{f}$ of a nonconstant holomorphic function $f$ on the complex plane.

$$
N_{f}=\frac{f^{\prime \prime}}{f^{\prime}}
$$

Nonlinearity $N_{f} \equiv 0$ if and only if $f$ is an affine transformation. Sometimes we can view $N_{f}$ as a one form $N_{f} d z$. We have the following cocycle property:

$$
N_{f \circ g} d z=g^{*}\left(N_{f} d z\right)+N_{g} d z
$$

Moreover, $N_{f} d z$ has a pole of order one at critical point of $f$. Using the same argument in Theorem 1.1.1, we have

Theorem 2.2.3. Let $f$ be an polynomial with degree $d \geq 2$ and not conformally conjugate to $z^{d}$, and $X_{o}$ be its basin of infinity. Then we have:

- $\lim _{n \rightarrow \infty} \frac{\left(f^{n}\right)^{\prime} d z}{d^{n} f^{n}}=\partial G_{f}$, on $X_{o}$.
- $\lim _{n \rightarrow \infty} \frac{N_{f} n d z}{d^{n}}=\partial G_{f}$, on $\mathbb{C} \backslash \overline{\operatorname{Precrit}(f)}$.
- $\lim _{n \rightarrow \infty} \frac{\left(f^{n}\right)^{\prime \prime \prime} d z^{2}}{d^{2 n}\left(f^{n}\right)^{\prime}}=-\frac{\left(\partial G_{f}\right)^{2}}{2}$, on $\mathbb{C} \backslash \overline{\operatorname{Precrit}(f)}$.

In each case, the convergence is locally uniform.
Proof of Theorem 1.1.1. Since we have $G_{f} \equiv 0$ on the bounded Fatou components of $f$, then this theorem is an easy consequence of Theorem 2.2.1 and Theorem 2.2.2.

### 2.2.3 Global convergence on the Fatou set.

Recall the definition of $L_{l o c}^{\frac{1}{2}}$ integrability and $L_{l o c}^{\frac{1}{2}}$ convergence of meromorphic quadratic differentials on the Riemann surface in $\$ 2.1 .2$. For any rational function $f$ with degree $d \geq 2$, by Lemma 2.1.4, $S_{f^{n}} d z^{2}$ is $L_{l o c}^{\frac{1}{2}}$ integrable.

Corollary 2.2.4. Let $S_{f^{n}} d z^{2}$ be the meromorphic quadratic differential on $\mathbb{P}^{1}$ determined by the Schwarzian derivative of $f^{n}$, where $f$ is a polynomial with degree $d \geq 2$ and not conformally conjugate to $z^{d}$. Then

$$
\lim _{n \rightarrow \infty} \frac{S_{f^{n}}(z)}{d^{2 n}} d z^{2}=-2\left(\frac{\partial G_{f}(z)}{\partial z}\right)^{2} d z^{2}
$$

on the Fatou set (including $\infty$ ) of f, converging in the sense of $L_{l o c}^{\frac{1}{2}}$.

Proof. The proof of this corollary follows easily from the arguments in the proof of Theorem 1.1.1, together with the triangle inequality. So we omit the details here.

### 2.3 Geometric Limit of Metric Spaces

In this section, we discuss the possible limit of metric spaces coming from Schwarzian derivatives.

### 2.3.1 Ultrafilter and ultralimit

A non-principal ultrafilter $\omega$ is a set consisting of a collection of subsets of $\mathbb{N}$, satisfying

- If $A \subset B \subset \mathbb{N}$ and $A \in \omega$, then $B \in \omega$.
- For any disjoint union $\mathbb{N}=A_{1} \cup A_{2} \cdots \cup A_{n}$, there exists one and only one $A_{i} \in \omega$.
- For any finite set $A \subset \mathbb{N}, A \notin \omega$,

We can view a non-principal ultrafilter $\omega$ as a finitely additive measure on $\mathbb{N}$, only taking values in $\{0,1\}$, where any finite subset of $\mathbb{N}$ has measure zero and $\mathbb{N}$ has measure 1 . By Zorn's lemma there exists some non-principal ultrafilter, and non-principal ultrafilter on $\mathbb{N}$ is not unique. Hereafter, we fix a non-principal ultrafilter $\omega$. For more details about the ultrafilter, please refer to Chapter I §5 [8].

Let $Y$ be a compact Hausdorff space. For any sequence of points $\left\{y_{i}\right\}_{i=1}^{\infty} \subset Y$, there is an unique point $y_{o} \in Y$ such that $\left\{i \mid y_{i} \in U\right\} \in \omega$ for any open set $U$ containing $y_{o}$. This $y_{o}=\lim _{\omega} y_{i}$ is denoted as the ultralimit of $\left\{y_{i}\right\}_{i=1}^{\infty}$.

Let $\left\{\left(Y_{n}, d_{n}, b_{n}\right)\right\}_{n=1}^{\infty}$ be a sequence of pointed metric spaces. Let $\widetilde{Y}_{\omega}$ be the set of all the sequences $\left(y_{n}\right)$ with $y_{n} \in Y_{n}$ satisfying:

$$
\lim _{\omega} d_{n}\left(y_{n}, b_{n}\right)<\infty
$$

here, the ultralimit is taken in the space of $[0,+\infty]$. Set

$$
\widetilde{d}_{\omega}\left(\left(x_{n}\right),\left(y_{n}\right)\right):=\lim _{\omega} d_{n}\left(x_{n}, y_{n}\right)<\infty,
$$

with $\left(x_{n}\right)$ and $\left(y_{n}\right) \in \widetilde{Y}_{\omega}$. This is a pseudo-distance on $\widetilde{Y}_{\omega}$. Let $\left(Y_{\omega}, d_{\omega}, b_{\omega}\right):=\left(\widetilde{Y}_{\omega}, \widetilde{d}_{\omega},\left(b_{n}\right)\right) / \sim$, where we identify points with zero $\widetilde{d}_{\omega}$-distance. The point metric space $\left(Y_{\omega}, d_{\omega}, b_{\omega}\right)$ is called the ultralimit of $\left\{\left(Y_{n}, d_{n}, b_{n}\right)\right\}_{n=1}^{\infty}$; see Chapter I §5 [8].

### 2.3.2 The ultralimit of the Schwarzian metrics

Let $f$ be a polynomial with degree $d \geq 2$. The Schwarzian derivative $S_{f^{n}}$ determines a metric space $\left(X_{n}, d_{n}\right)$, where $X_{n}=\mathbb{C} \backslash \operatorname{Crit}\left(f^{n}\right)$ and $d_{n}$ is the arc length metric $d s=\sqrt{\left|\frac{S_{f} n}{d^{2 n}}\right|}|d z|$. This is a complete geodesic space with non positive curvature. Fix a point $a \notin \operatorname{Precrit}(f)$ on the basin of infinity. In this section we are considering the ultralimit $\left(X_{\omega}, d_{\omega}, a_{\omega}\right)$ of the pointed metric spaces $\left(X_{n}, d_{n}, a\right)$. Proposition 2.3.1. $\left(X_{\omega}, d_{\omega}, a_{\omega}\right)$ is a complete geodesic space.

Proof. The metric space $\left(X_{\omega}, d_{\omega}, a_{\omega}\right)$ is complete, since the ultralimit of any sequence of pointed metric spaces is complete; see $\S 1$ Lemma 5.53 [8]. Moreover, the geodesic property is also preserved by passing to the ultralimit. The pointed metric space ( $X_{\omega}, d_{\omega}, a_{\omega}$ ) is a geodesic space. Indeed, $\left\{\left(X_{n}, d_{n}, a\right)\right\}$ are pointed geodesic spaces. For any two points $x_{\omega}=\left(x_{i}\right)$ and $y_{\omega}=\left(y_{i}\right)$ in $X_{\omega}$, there is $\left(z_{i}\right)$ such that $d_{i}\left(x_{i}, z_{i}\right)=d_{i}\left(z_{i}, y_{i}\right)=\frac{1}{2} d_{i}\left(x_{i}, y_{i}\right)$. From this fact, we know that $z_{\omega}=\left(z_{i}\right) \in X_{\omega}$ and also

$$
\lim _{\omega} \frac{1}{2} d_{i}\left(x_{i}, y_{i}\right)=\lim _{\omega} d_{i}\left(x_{i}, z_{i}\right)=\lim _{\omega} d_{i}\left(z_{i}, y_{i}\right),
$$

i.e., $d_{\omega}\left(x_{\omega}, z_{\omega}\right)=d_{\omega}\left(z_{\omega}, y_{\omega}\right)=\frac{1}{2} d_{\omega}\left(x_{\omega}, y_{\omega}\right)$. So $x_{\omega}$ and $y_{\omega}$ have a midpoint in $X_{\omega}$. Which means $X_{\omega}$ is a geodesic space, since it is complete.

### 2.3.3 The flat metric on the basin of infinity

Let $X_{o}$ be the basin of infinity of $f$ and $d_{o}$ be the arc length metric from $d s=\sqrt{2}\left|\frac{\partial G_{f}}{\partial z}\right||d z|$; see Figure Figure 1.1.1. The metric space $\left(X_{o}, d_{o}\right)$ is not complete. If the filled Julia set $K(f)$ of $f$ is disconnected, then we can complete $X_{o}$ as follows

Lemma 2.3.2. For polynomial $f$ with degree $d \geq 2$ and $K(f)$ disconnected, the metric completion $\left(\bar{X}_{o}, d_{o}\right)$ of $\left(X_{o}, d_{o}\right)$ is a quotient of $\mathbb{C}$, obtained by collapsing each connected component of $K(f)$ to a point. The completion $\bar{X}_{o}$ is homeomorphic to $\mathbb{R}^{2}$. Moreover, $\left(\bar{X}_{o}, d_{o}\right)$ is a geodesic space.

Proof. Since $K(f)$ is disconnected, the first two conclusions of this lemma follow immediately from the flat structure of the metric $d_{o}$; compare [11]. A complete metric space is geodesic if there exists a midpoint for any two points on this metric space. It is obvious that $\left(\bar{X}_{o}, d_{0}\right)$ has this property. So it is a geodesic space.

Let $E$ be the set of $\bar{X}_{o} \backslash X_{o}$. The set $E$ is totally disconnected. So we call $E$ the ends of $X_{o}$. Each point $e \in E$ corresponds to a connected component of $K(f)$. Let $C=X_{o} \cap \operatorname{Precrit}(f)$. For any end in $E$, there is a sequence of annuli on $X_{o} \backslash C$ such that they nest down to this $e n d$ with $d_{o}$-diameters tending to zero; see the flat metric structure of $X_{o}$ in [11]. The following lemma follows easily from Theorem 1.1.1.

Lemma 2.3.3. For any piece wise smooth and compact curve $\gamma \subset X_{o} \backslash C$, the $d_{n}$-length $d_{n}(\gamma)$ converge to the $d_{o}$-length $d_{o}(\gamma)$. Moreover, for any point $p \in X_{o} \backslash C$, there is a small neighborhood $U \subset X_{o} \backslash C$ of $p$, such that $\lim _{n \rightarrow \infty} d_{n}(x, y)=d_{o}(x, y)$, uniformly for $x, y \in U$.

The following proposition is an essential ingredient in the proof of Theorem 1.1.1.

Proposition 2.3.4. Let $f$ be a polynomial with degree $d \geq 2$ and $J(f)$ disconnected. For any geodesic metric $\tilde{d}$ on $\bar{X}_{o}$ with $\left(X_{o}, \tilde{d}\right)$ locally isometric to $\left(X_{o}, d_{o}\right)$ under the identity map, we have $\tilde{d}=d_{o}$ on $\bar{X}_{o}$.

To prove this lemma, we need the tree structure of $\left(X_{o}, d_{o}\right)$; see [11]. Specifically, this is a quotient $\pi: X_{o} \longrightarrow T(f)$, defined by collapsing each connected component of the level set of $G_{f}(z)$ to a point. There is a canonical map $F$ on $T(f)$ induced from $f$.


The space $T(f)$ has a simplicial structure, and is equipped with a metric from $G_{f}$. The set of vertices is $V=\cup_{n, m \in \mathbb{Z}} F^{m}\left(F^{n}\right.$ (branch points)). The distance between two points in the same edge is given by the difference of their $G_{f}$ values. Let $S=\pi^{-1}(V)$. Then $X_{o} \backslash S$ consists of countably many connected components. Each of them is an annulus. So we view $X_{o} \backslash S$ as a set of annuli. The map $\pi$ is a one to one map from the annuli to the edges of $T(f)$. For any annulus $A \in X_{o} \backslash S$, it is a cylinder with finite height in the $d_{o}$-metric.

The height of $A$, denoted as $H(A)$, is equal to the length of the edge $\pi(A)$. Also, we define the level of $A$ as $L(A)$ to be the $G_{f}$ value of the middle point of $\pi(A)$. The closed geodesics of $A$ are the level sets of $G_{f}$. They have the same arc length in the $d_{o}$-metric, denoted as $C(A)$.

The map $f$ sends annulus in $X_{o} \backslash S$ to annulus. For each annulus $A \in X_{o} \backslash S$, there is a well defined local degree $d_{A}$, defined as the topological degree of $\left.f\right|_{A}$. Moreover, let $N(f)=\max \left\{G_{f}(c) \mid c\right.$ is a critical point of $\left.f\right\}$. We have the following properties:

$$
\begin{equation*}
\sum_{B \in X_{o} \backslash S, L(B)=L(A)} C(B)=\sqrt{2} \pi \tag{2.3.1}
\end{equation*}
$$

$$
\begin{equation*}
L(f(A))=d \cdot L(A), H(f(A))=d \cdot H(A), C(f(A))=\frac{d_{A}}{d} C(A) \tag{2.3.2}
\end{equation*}
$$

- $d_{A}$ is equal to one plus the number of critical points (counted with multiplicity) enclosed in $A$.
- The points enclosed in $A$ should have $G_{f}$ value less than $L(A)$. If $L(A)<N(f)$, then the annulus $A$ can not enclose the critical point(s) with $G_{f}$ value equals $N(f)$. And because $f$ has $d-1$ critical points counted with multiplicity, then $d_{A} \leq d-1$ when $L(A)<N(f)$. From (2.3.1) and (2.3.2), for any annulus $A$ satisfying $d^{n} L(A)<N(f)$, we have $L\left(f^{i}(A)\right)=d^{i} L(A)<N(f)$, i.e. $d_{f^{i}(A)} \leq d-1$ for any $1 \leq i \leq n$. Consequently,

$$
\begin{equation*}
C(A) \leq\left(\frac{d-1}{d}\right)^{n} \cdot C\left(f^{n}(A)\right) \leq\left(\frac{d-1}{d}\right)^{n} \cdot \sqrt{2} \pi \tag{2.3.3}
\end{equation*}
$$

- Let $\left|f^{-1}(A)\right|$ be the number of annuli in the set $f^{-1}(A)$. We have $\left|f^{-1}(A)\right|$ equals to $d$ minus the total number of critical points (counted with multiplicity) enclosed in the annuli in $f^{-1}(A)$.
- Let $A \in X_{o} \backslash S$. Any point $x \in \overline{X_{o}}$ with $G_{f}(x) \leq L(A) / d$ is enclosed in one of the annulus $B \in X_{o} \backslash S$ with $L(B)=L(A)$.
- Any two annuli $A, B \in X_{o} \backslash S$ with $L(A)=L(B)$ have the same height.

For more details about these annuli and the tree structure of the basin of infinity, please see [11].
Proof of Proposition 2.3.4. Since $X_{o}$ is dense in $\bar{X}_{o}$ for both the metrics $\widetilde{d}$ and $d_{o}$, then it suffices to prove that $d_{o}(x, y)=\widetilde{d}(x, y)$ for any two points $x, y \in X_{o}$.

One direction: $d_{o}(x, y) \geq \widetilde{d}(x, y)$. From the definition of $d_{o}$, for any $\epsilon>0$, there is an $\operatorname{arc} \gamma \subset X_{o}$ connecting $x$ and $y$ with $d_{o}$ length $d_{o}(\gamma)<d_{o}(x, y)+\epsilon$. Since these two metrics are locally isometric on $X_{o}$, for the length $\widetilde{d}(\gamma)$ of $\gamma$ in the $\widetilde{d}$-metric, we have

$$
\widetilde{d}(x, y) \leq \widetilde{d}(\gamma)=d_{o}(\gamma)<d_{o}(x, y)+\epsilon
$$

Let $\varepsilon \rightarrow 0$, then we get $\widetilde{d}(x, y) \leq d_{o}(x, y)$.

The other direction: $d_{o}(x, y) \leq \widetilde{d}(x, y)$. Choose a geodesic $\widetilde{g}:[0, r] \mapsto \bar{X}_{o}$ in the $\widetilde{d}$-metric, with $\tilde{g}(0)=x$ and $\widetilde{g}(r)=y$. Our goal is to construct an arc $\gamma \subset X_{o}$ from $\tilde{g}$, connecting $x$ and $y$ with $d_{o}$ length $d_{o}(\gamma)<r+\epsilon$ for any fixed $\epsilon>0$.

From (2.3.3), there is some small level $l>0$ such that the set of annuli $T=\left\{A \in X_{o} \backslash S \mid L(A)=l\right\}$ is not empty and $C(A)<\frac{\epsilon}{3}$ for any $A \in T$. Since all the annuli with the same level have the same height,
so $h=H(A)$ for $A \in T$ is well defined. We order the elements of $T$ as $A_{1}, A_{2}, \cdots, A_{k}$, with $C\left(A_{i}\right) \leq C\left(A_{j}\right)$ for any $1 \leq i<j \leq k$. Let $T_{s}=f^{-s}(T)$ and decompose $T_{s}$ into $T_{s}^{-}$and $T_{s}^{+}$, with $T_{s}^{+}$the set of annuli crossed by $\widetilde{g}$. So the length of $\tilde{g}$ in each annulus belonging to $T_{s}^{+}$is at least the height of this annulus. Let $|\cdot|$ be the number of elements of a set. Then we have:

$$
\sum_{s \in \mathbb{N}}\left|T_{s}^{+}\right| \cdot \frac{h}{d^{s}} \leq \widetilde{d} \text {-length of } \widetilde{g}=r<\infty
$$

Form the above formula, there is some big $n$, such that $\left|T_{n}^{+}\right| \cdot \frac{h}{d^{n}}<h$, i.e., $\left|T_{n}^{+}\right|<d^{n}$. As $\left|f^{-1}(A)\right|$ is equal to $d$ minus the total number of critical points (counted with multiplicity) enclosed in the annuli belonging to $f^{-1}(A)$, and $f$ has $d-1$ critical points, then

$$
\left|T_{s+1}\right|=\left|f^{-1}\left(T_{s}\right)\right|>d \cdot\left|T_{s}\right|-d,\left|f^{-n}(A)\right| \leq d^{n}
$$

since any two annuli with the same level won't enclose each other, i.e., they won't share a common critical point inside. Consequently,

$$
\left.\left.\left|T_{n}\right|\right\rangle d^{n} \cdot|T|-d^{n}-d^{n-1}-\cdots-d\right\rangle d^{n} \cdot k-2 d^{n}
$$

Combining the above formula with $\left|T_{n}^{+}\right|<d^{n}$, we have $\left|T_{n}^{-}\right|=\left|T_{n}\right|-\left|T_{n}^{+}\right|>d^{n} \cdot(k-3)$. From (2.3.2), for any $1 \leq i \leq k$,

$$
\left|f^{-n}\left(A_{i}\right)\right| \leq d^{n}, \frac{C\left(A_{i}\right)}{d^{n}} \leq C(B) \text { any } B \in f^{-n}\left(A_{i}\right)
$$

We order $T_{n}$ as $B_{1}, B_{2}, \cdots, B_{\left|T_{n}\right|}$, such that $\beta_{j}=C\left(B_{j}\right) \leq \beta_{j+1}=C\left(B_{j+1}\right)$ for any $1 \leq j \leq\left|T_{n}\right|-1$. From the above formula, we have

$$
\beta_{d^{n} \cdot(i-1)+j} \geq \frac{C\left(A_{i}\right)}{d^{n}}, 1 \leq i \leq k-3 \text { and } 1 \leq j \leq d^{n}
$$

Then we get,

$$
\begin{aligned}
\sum_{B \in T_{n}^{+}} C(B) & =\sum_{B \in T_{n}} C(B)-\sum_{B \in T_{n}^{-}} C(B) \\
& \leq \sqrt{2} \pi-\sum_{i=1}^{k-3} \sum_{j=1}^{d^{n}} \beta_{d^{n} \cdot(i-1)+j} \\
& \leq \sum_{i=1}^{k} C\left(A_{i}\right)-\sum_{i=1}^{k-3} d^{n} \cdot \frac{C\left(A_{i}\right)}{d^{n}} \\
& =C\left(A_{k-2}\right)+C\left(A_{k-1}\right)+C\left(A_{k}\right) \\
& <\epsilon
\end{aligned}
$$

Now, we can construct an arc $\gamma \subset X_{o}$ from $\widetilde{g}$ as follows (without loss of generality, we can always assume that both $G_{f}(x)$ and $G_{f}(y)$ are greater than $l$, and $\left.n>1\right)$ :

- Choose a minimal $r_{1} \in[0, r]$ such that $\widetilde{g}\left(r_{1}\right)$ lying on the outer boundary of some annulus $B^{1} \in$ $T_{n}^{+}$.
- Choose a maximal $r_{1}^{\prime} \in[0, r]$ such that $\widetilde{g}\left(r_{1}^{\prime}\right)$ lying on the outer boundary of the annulus $B^{1}$.
- Replace the arc $\widetilde{g}\left(\left[r_{1}, r_{1}^{\prime}\right]\right) \subset \widetilde{g}$ with a shortest curve $\gamma_{1}$ on the outer boundary of $B^{1}$ connecting $\widetilde{g}\left(r_{1}\right)$ and $\widetilde{g}\left(r_{1}^{\prime}\right)$.
- Do the same thing as the previous three steps, we can find a minimal $r_{2}$ and maximal $r_{2}^{\prime}$ in $\left[r_{1}^{\prime}, r\right]$, such that $\widetilde{g}\left(r_{2}\right)$ and $\widetilde{g}\left(r_{2}^{\prime}\right)$ lying on the outer boundary of some $B^{2} \in T_{n}^{+}$and $r_{2}^{\prime}-r_{2}>0$.

Replace $\widetilde{g}\left(\left[r_{2}, r_{2}^{\prime}\right]\right) \subset \widetilde{g}$ with a shortest curve $\gamma_{2}$ on the outer boundary of $B^{2}$ connecting $\widetilde{g}\left(r_{2}\right)$ and $\widetilde{g}\left(r_{2}^{\prime}\right)$.

- Keep doing the same thing as previous step by step, we can replace sub-arcs of $\widetilde{g}$ by $\operatorname{arcs} \gamma_{i}$ on the boundary of $B^{i} \in T_{n}^{+}$. This process will stop under finite steps, since $B^{i} \neq B^{j}$ for any $i<j$ and $\left|T_{n}^{+}\right|<\infty$.

From the above construction, we get a new arc $\gamma$ from $\tilde{g}$. We have $\gamma \subset X_{o}$. In fact, for any point $p \in \gamma$, $p$ is not enclosed by any annulus $B \in T_{n}$. So we have $G_{f}(p)>\frac{h}{d^{n+1}}$. And

$$
\begin{aligned}
d_{o}(x, y) & \leq d_{o}(\gamma) \leq r+d_{o}\left(\gamma_{1}\right)+d_{o}\left(\gamma_{2}\right)+\cdots \\
& \leq r+C\left(B^{1}\right)+C\left(B^{2}\right)+\cdots \\
& \leq r+\sum_{B \in T_{n}^{+}} C(B)<r+\epsilon
\end{aligned}
$$

Let $\epsilon \rightarrow 0$, we get $d_{o}(x, y) \leq r=\widetilde{d}(x, y)$.

Proof of Theorem 1.1.2. First, we construct a natural map $\rho$

$$
\rho: X_{o} \backslash C \mapsto X_{\omega},
$$

as: for any $p \in X_{o} \backslash C, \rho(p)=p_{\omega}=\left(p_{n}=p\right) \in X_{\omega}$. This map is well defined, since $\left\{d_{n}(p, a)\right\}$ is uniformly bounded by Lemma 2.3.3. Let $p, q$ be two points in $X_{o} \backslash C$, and $p_{\omega}, q_{\omega}$ the $\rho$ image of $p, q$ in $X_{\omega}$. We want to show that $d_{\omega}\left(p_{\omega}, q_{\omega}\right) \leq d_{o}(p, q)$. For any $\epsilon>0$, we can choose a smooth curve on the basin of infinity with $d_{o}$-length less than $d_{o}(p, q)+\epsilon$. By a small perturbation, we can assume this curve does
not pass any point in $C$, and this curve is also on the basin of infinity. Since this curve is compact, by Lemma 2.3.3, the $d_{n}$-length of this curve converges to the $d_{o}$-length of this curve. So for $n$ big enough, the $d_{n}$-length of this curve is less than $d_{o}(p, q)+2 \epsilon$. Then $d_{\omega}\left(p_{\omega}, q_{\omega}\right) \leq d_{o}(p, q)+2 \epsilon$. Let $\epsilon \rightarrow 0$, we get $d_{\omega}\left(p_{\omega}, q_{\omega}\right) \leq d_{o}(p, q)$. Also, from Lemma 2.3.3, this is a locally isometric and distance non-increasing embedding. Then we can extend the map $\rho$ from $X_{o} \backslash C$ to $\overline{X_{o}}$ :

$$
\rho: \overline{X_{o}} \longrightarrow X_{\omega}
$$

For any end $e \in E$, let $K_{e}$ be the corresponding connected component of $K(f)$ and $X_{\omega}^{e}=\left\{\left(x_{i}\right) \in\right.$ $\left.X_{\omega} \mid \lim _{\omega} x_{i} \in K_{e}\right\}$. And for any $c \in C$, let $X_{\omega}^{c}=\left\{\left(x_{i}\right) \in X_{\omega} \mid \lim _{\omega} x_{i}=c\right\}$. Obviously, the set

$$
X_{\omega}=\left(\cup_{\alpha \in C \cup E} X_{\omega}^{\alpha}\right) \cup \rho\left(X_{o} \backslash C\right)
$$

is a disjoint union, i.e.

$$
X_{\omega}^{\alpha_{1}} \cap X_{\omega}^{\alpha_{2}}=\varnothing \text { and } X_{\omega}^{\alpha_{1}} \cap \rho\left(X_{o} \backslash C\right)=\varnothing, \text { for any } \alpha_{1} \neq \alpha_{2} \in C \cup E
$$

Indeed, there is a closed annulus $A$ in $X_{o} \backslash C$ with the corresponding parts of $\alpha_{1}$ and $\alpha_{2}$ in the two different components of $\mathbb{C} \backslash A$. Let $h$ be the distance between the two boundaries of $A$ in the $d_{o^{-}}$ metric. we have $h>0$. Since any arc connecting two points in distinct components of $\mathbb{C} \backslash A$ should across $A$. By Lemma 2.3.3, the $d_{n}$-distance of the two boundaries of $A$ converge to $h$. So we have
$d_{\omega}\left(X_{\omega}^{\alpha_{1}}, X_{\omega}^{\alpha_{2}}\right) \geq h>0$. Consequently, $X_{\omega}^{\alpha_{1}} \cap X_{\omega}^{\alpha_{2}}=\varnothing$. Similarly, any point $x_{\omega} \in \rho\left(X_{o} \backslash C\right)$, we have $d_{\omega}\left(X_{\omega}^{\alpha_{1}}, x_{\omega}\right)>0$, then $X_{\omega}^{\alpha_{1}} \cap \rho\left(X_{o} \backslash C\right)=\varnothing$.

From above, for any two distinct points $\alpha, \beta$ in $C \cup E$ and $p_{\omega} \in \rho\left(X_{o} \backslash C\right)$, we have $d_{\omega}\left(\rho(\alpha), X_{\omega}^{\beta}\right)>0$ and $d_{\omega}\left(\rho(\alpha), p_{\omega}\right)>0$. Moveover, since $\bar{X}_{o}$ is homeomorphic to $\mathbb{R}^{2}$ by Lemma 2.3.2, so $\rho: \bar{X}_{o} \mapsto \rho\left(\bar{X}_{o}\right)$ is a distance non-increasing homeomorphism. We want to show ( $\rho\left(\bar{X}_{o}\right), d_{\omega}$ ) is a geodesic space and $\rho$ is locally isometric at the points in $C$. Then by Proposition 2.3 .4 , we may conclude that $\rho$ is an isometric embedding.

For any $x_{\omega} \in X_{\omega}^{\alpha}$ and $y_{\omega} \notin X_{\omega}^{\alpha}$, with $\alpha \in C \cup E$, we want to show any geodesic $g_{\omega}$ connecting $x_{\omega}$ and $y_{\omega}$ should pass through $\rho(\alpha)$. For any closed annulus $A \subset X_{o} \backslash C$ with the points $\lim _{\omega}\left(x_{i}\right)$ and $\lim _{\omega}\left(y_{i}\right)$ lying in the different components of $\mathbb{C} \backslash A$, as previous, $X_{\omega} \backslash \rho(A)$ consists two connected components, with distance at least the distance of the two boundaries of $A$ in the $d_{o}$-metric. And since $x_{\omega}$ and $y_{\omega}$ are in different components of $X_{\omega} \backslash \rho(A)$, the geodesic connecting them should intersect $\rho(A)$. Let $\left\{A_{i}\right\}_{i=1}^{\infty}$ be a sequence of such annuli, and they nest down to $\alpha$ in the sense that $\lim _{i \rightarrow \infty} \operatorname{diameter}\left(\alpha \cup A_{i}\right)=0$ in the $d_{o}$-metric. Choose some $x_{\omega}^{i}$ in $\rho\left(A_{i}\right) \cap g_{\omega}$. Since $\left\{A_{i}\right\}_{i=1}^{\infty}$ nest down to $\alpha$ and the map $\rho$ does not increase the distance, then we have that $\left\{x_{\omega}^{i}\right\}$ converges to $\rho(\alpha)$. As the geodesic is compact, we know that $\rho(\alpha)$ should in the geodesic $g_{\omega}$.

If there is a geodesic $g_{\omega} \subset X_{\omega}$ with two end points in $\rho\left(\bar{X}_{o}\right)$ such that it has some point $p_{\omega} \in$ $g_{\omega} \cap\left(X_{\omega} \backslash \rho\left(\bar{X}_{o}\right)\right.$ ). Assume $p_{\omega}$ belongs to $X_{\omega}^{\alpha}$ with $\alpha \in C \cup E$. Then $p_{\omega}$ divides $g_{\omega}$ in to two parts. Each of these two parts should pass though $\rho(\alpha)$. Which means $g_{\omega}$ can not be the shortest curve connecting the two end points. In all, any geodesic with two ends in $\rho\left(\bar{X}_{o}\right)$ should be contained in
$\rho\left(\bar{X}_{o}\right)$. So $\left(\rho\left(\bar{X}_{o}\right), d_{\omega}\right)$ is a geodesic space, since $X_{\omega}$ is a geodesic space. Plus $\left.\rho\right|_{X_{o} \backslash C}$ is locally isometric and distance non-increasing embedding, we get $\left.\rho\right|_{X_{o}}$ is locally isometric.

For any $\alpha \in E \cup C$, since there always exists a sequence of $\left\{c_{i}\right\}_{i=1}^{\infty} \subset C$ converging to $\alpha$, then for any $l>0$ big enough, we can always choose a sequence of points $\left\{x_{i}\right\}_{i=1}^{\infty} \subset X_{o} \backslash C$, such that $d_{i}\left(x_{i}, a_{i}\right)=l$ and $\lim _{\omega} x_{i}$ in $\alpha$ 's corresponding subset of $\mathbb{C}$. Then we have $x_{\omega}=\left(x_{i}\right) \in X_{\omega}^{\alpha}$ and $d_{\omega}\left(x_{\omega}, a_{\omega}\right)=l$.

For any $c \in C$, to prove that $X_{\omega}^{c}$ is a real ray, it suffices to prove that for any two sequence $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ converging to $c$, with

$$
\lim _{n \rightarrow \infty}\left[d_{n}\left(x_{n}, a\right)=d_{n}\left(y_{n}, a\right)\right]=l>l_{o}=d_{o}(a, c)
$$

then, we have $\lim _{n \rightarrow \infty} d_{n}\left(x_{n}, y_{n}\right)=0$. This follows easily from Lemma 2.3.7 proved below.

### 2.3.4 Real rays attached to $C$

In this subsection, we are going to complete the proof of Theorem 1.1.2 by showing Lemma 2.3.7. What remains is to show that the extra pieces of $X_{\omega}$ are real rays attached to $X_{o}$. The basic idea is to show that $X_{n}$ has no "bulb" near the critical points of $f^{n}$. For doing this, we need to use the fact that $X_{n}$ is a metric space with non-positive curvature.

Let $S$ be a closed Riemann surface with genus $g \geq 2$ and $Q$ be a holomorphic quadratic differential on $S$. Then $Q$ determines a flat metric $d s^{2}=|Q|$ with finite singularities on $S$ at zeros of $Q$. At nonsingular points, it is flat, so it has curvature 0 ; at singular points, it's a cone with angle $k \pi$ for $3 \leq k \in \mathbb{N}$. So at the singular points, it has negative curvature. Then in this metric, $S$ is a complete arc length metric space with non-positive curvature. For the definition and properties of the curvature, please
refer to p. 159 [8]. Lift this metric to the universal cover $\widetilde{S}$ of $S$, we also get a metric on $\widetilde{S}$ with nonpositive curvature.

Lemma 2.3.5. $\widetilde{S}$ is a complete $C A T(0)$ unique geodesic space, any geodesic locally is a straight line at non singular point.

Proof. By [1], $\widetilde{S}$ is an unique geodesic space (any two points are connected by an unique geodesic) with geodesic locally straight line, and $\widetilde{S}$ is also complete. Moreover, since it is a complete and simply connected metric space with non positive curvature, by Cartan-Hadamard Theorem, such space is a CAT(0) space; see p. 193 [8].

Fix a point $c \in C$ and some very small $\epsilon>0$. Let $c_{\epsilon} \subset X_{o} \backslash C$ be the closed curve at $\epsilon$-distance from $c$ in the $d_{o}$-metric. For each $n$, choose some closed geodesic (in the $d_{n}$-metric) $c_{n} \subset X_{n}$ such that $c_{n}$ is sufficiently close to $c$; see Lemma 2.1.3. By Lemma 2.3.3 and Lemma 2.1.3, there is some $M<\infty$, such that the $d_{n}$-length of $c_{\epsilon} d_{n}\left(c_{\epsilon}\right)<M \cdot \epsilon$ and $d_{n}\left(c_{n}\right)<M / d^{n}$. Choose $x_{n} \in c_{\epsilon}$ and $y_{n} \in c_{n}$, such that $r_{n}=d_{n}\left(x_{n}, y_{n}\right)=d_{n}\left(c_{\epsilon}, c_{n}\right)$. We can do this is because both $c_{\epsilon}$ and $c_{n}$ are compact. Choose a geodesic $g_{n}:\left[0, r_{n}\right] \mapsto X_{n}$ with $g_{n}(0)=x_{n}$ and $g_{n}\left(r_{n}\right)=y_{n}$. Let $A_{n}$ be the open annulus bounded by $c_{\epsilon}$ and $c_{n}$. We have that $g_{n}\left(\left(0, r_{n}\right)\right) \subset A_{n}$. Otherwise it won't be the shortest curve connecting the two boundaries of $A_{n}$.

We can construct closed Riemann surface $S_{n}$ with genus $g \geq 2$ from $X_{n}$. The metric space ( $X_{n}, d_{n}$ ) has finitely many infinite cylinders (cylinder with infinite height). Each such infinite cylinder lying in some neighborhood of a critical point (including $\{\infty\}$ ) of $f^{n}$. So cut the infinite cylinders off $X_{n}$ along some of the closed geodesics inside the cylinders, such that the closed geodesic is much closer than
$c_{n}$ to the critical point. Then we get $X_{n}^{\prime}$. Double $X_{n}^{\prime}$, and glue them together along the corresponding boundaries to get a closed surface $S_{n}$. The metric on $S_{n}$ is the obvious metric induced from $X_{n}^{\prime}$. Consider the universal cover $\widetilde{S}_{n}$ of $S_{n}$ with the induced metric $\widetilde{d}_{n}$ from $S_{n}$. Topologically, $\widetilde{S}_{n}$ is a unit disk. Let $\widetilde{A}_{n} \subset \widetilde{S}_{n}$ be one of the connected components of the preimage of $A_{n} \subset X_{n}^{\prime}$. Then $\widetilde{A}_{n}$ is a strip on $\widetilde{S}_{n}$ separating $\widetilde{S}_{n}$ into two connected components. Since the projection of any curve connecting this two components should be some curve across $A_{n} \subset X_{n}^{\prime}$, the distance of these two components is $d_{n}\left(x_{n}, y_{n}\right)$ obtained by some lift $\widetilde{g}_{n}$ of $g_{n}$ connecting these two components.

The boundaries $\partial \widetilde{A}_{n}$ of $\widetilde{A}_{n}$ are two curves in the preimages of $c_{\epsilon}, c_{n} \subset X_{n}^{\prime}$. The preimage of $g_{n}$ on $\widetilde{A}_{n}$ cuts $\widetilde{A}_{n}$ into quadrilaterals. All of them can be mapped into each other by some isometry of $\widetilde{S}_{n}$. Pick one of these quadrilateral $\widetilde{B}_{n}$ with $\widetilde{g}_{n} \subset \partial \widetilde{B}_{n}$. Then $\widetilde{B}_{n}$ is a copy of the lift of $A_{n} \backslash g_{n}$. Denote $\widetilde{c}_{\epsilon}$ and $\widetilde{c}_{n}$ as the lift of $c_{\epsilon}$ and $c_{n}$ on $\partial \widetilde{B}_{n}$, and $\widetilde{g}_{n}^{o}$ the other lift of $g_{n}$ on $\partial \widetilde{B}_{n}$.

Lemma 2.3.6. For any two points $\widetilde{z}_{1} \in \widetilde{c}_{\epsilon}$ and $\widetilde{z}_{2} \in \widetilde{c}_{n}$, there is an unique geodesic $\widetilde{g}$ connecting these two points, and if we varies $\widetilde{z}_{1}$ and $\widetilde{z}_{2}$ continuously, then $\widetilde{g}$ varies continuously. In particular, any point $\widetilde{q} \in \widetilde{B}_{n}$, there is some geodesic $\widetilde{g}_{q}$ passing though $\widetilde{q}$ with two ends in $\widetilde{c}_{\epsilon}$ and $\widetilde{c}_{n}$.

Proof. By Lemma 2.3.5, there is an unique geodesic $\widetilde{g}$ connecting $\widetilde{z}_{1}$ and $\widetilde{z}_{2}$. Because $\widetilde{S}_{n}$ is a complete and simply connected CAT(0) metric space, by Cartan-Hadamard theorem in p. 193 [8], geodesic varies continually with respect to the two end points.

Assume there is some point $\widetilde{q} \in \widetilde{B}_{n}$ such that any geodesic with two ends in $\widetilde{c}_{\epsilon}$ and $\widetilde{c}_{n}$ won't pass though it. Choose $\widetilde{z}_{1}(t) \in \widetilde{c}_{\epsilon}$ and $\widetilde{z}_{2}(t) \in \widetilde{c}_{n}$ varies from the ends of $\widetilde{g}_{n}$ to the ends of $\widetilde{g}_{n}^{o}$. Then the corresponding geodesics varies from $\widetilde{g}_{n}$ to $\widetilde{g}_{n}^{o}$ without touching $\widetilde{q}$. From this we get that, in $\widetilde{S}_{n} \backslash \widetilde{q}$, $\partial \widetilde{B}_{n}$ is homotopic to a point. This is impossible since $\widetilde{S}_{n}$ is topologically a disc.

Lemma 2.3.7. Let $\widetilde{q}_{1}$ and $\widetilde{q}_{2}$ be two points in $\overline{\widetilde{B}}_{n} \backslash\left(\widetilde{c}_{n} \cup \widetilde{c}_{\epsilon}\right)$, with $l_{1}=\widetilde{d}_{n}\left(\widetilde{q}_{1}, \widetilde{c}_{\epsilon}\right)$ and $l_{2}=\widetilde{d}_{n}\left(\widetilde{q}_{2}, \widetilde{c}_{\epsilon}\right)$. Then $\widetilde{d}_{n}\left(\widetilde{q}_{1}, \widetilde{q}_{2}\right) \leq\left|l_{1}-l_{2}\right|+9 r_{3}+7 r_{4}$, where $r_{3}$ and $r_{4}$ are $\widetilde{d}_{n}$-lengths of $\widetilde{c}_{\varepsilon}$ and $\widetilde{c}_{n}$.

Proof. As in Lemma 2.3.6, we can choose geodesics $\widetilde{g}_{i}:\left[0, r_{i}\right] \rightarrow \widetilde{S}_{n}$ of length $r_{i}$ passing though $\widetilde{q}_{i}$, with $\widetilde{g}_{i}(0) \in \widetilde{c}_{\epsilon}$ and $\widetilde{g}_{i}\left(r_{i}\right) \in \widetilde{c}_{n}$ for $i=1,2$. Also, we have geodesic $\widetilde{g}_{o}:\left[0, r_{o}\right] \rightarrow \widetilde{S}_{n}$ with $\widetilde{g}_{o}(0)=\widetilde{g}_{1}(0)$ and $\widetilde{g}_{o}\left(r_{o}\right)=\widetilde{g}_{2}\left(r_{2}\right)$.

For $1 \leq i \leq 2$, there is $r_{i}^{\prime}$ such that $\widetilde{q}_{i}=\widetilde{g}_{s_{i}}\left(r_{i}^{\prime}\right)$ with $0<r_{i}^{\prime}<r_{i}$. And since $l_{i}=\widetilde{d}_{n}\left(\widetilde{p}_{i}, \widetilde{c}_{\epsilon}\right)$ and $r_{i}^{\prime}=\widetilde{d}_{n}\left(\widetilde{g}_{i}(0), \widetilde{p}_{i}\right)$, then $l_{i} \leq r_{i}^{\prime} \leq l_{i}+r_{3}$.

First, assume that we have $r_{o} \leq r_{1} \leq r_{2}$. In the isosceles triangle with three vertices $\widetilde{\mathrm{g}}_{1}(0), \widetilde{\widetilde{g}}_{2}\left(r_{2}\right)$ and $\widetilde{g}_{1}\left(r_{o}\right)$, since $r_{1}^{\prime}=\widetilde{d}_{n}\left(\widetilde{q}_{1}, \widetilde{g}_{1}(0)\right)=\widetilde{d}_{n}\left(\widetilde{g}_{o}\left(r_{1}^{\prime}\right), \widetilde{g}_{1}(0)\right)$, by CAT $(0)$ property of $\widetilde{S}_{n}$, we have

$$
\begin{gathered}
\tilde{d}_{n}\left(\widetilde{q}_{1}, \widetilde{g}_{o}\left(r_{1}^{\prime}\right)\right) \leq \widetilde{d}_{n}\left(\widetilde{g}_{1}\left(r_{o}\right), \widetilde{g}_{2}\left(r_{2}\right)\right) \\
\leq \widetilde{d}_{n}\left(\widetilde{g}_{1}\left(r_{o}\right), \widetilde{g}_{1}\left(r_{1}\right)\right)+\widetilde{d}_{n}\left(\widetilde{g}_{1}\left(r_{1}\right), \widetilde{g}_{2}\left(r_{2}\right)\right) \leq\left(r_{1}-r_{o}\right)+r_{4}
\end{gathered}
$$

In the isosceles triangle with three vertices $\widetilde{g}_{2}\left(r_{2}\right), \widetilde{g}_{1}(0)$ and $\widetilde{g}_{2}\left(r_{2}-r_{o}\right)$, since $r_{2}^{\prime}-\left(r_{2}-r_{o}\right)=\widetilde{d}_{n}\left(\widetilde{q}_{2}, \widetilde{g}_{2}\left(r_{2}-\right.\right.$ $\left.\left.r_{o}\right)\right)=\widetilde{d}_{n}\left(\widetilde{g}_{o}\left(r_{2}^{\prime}-\left(r_{2}-r_{o}\right)\right), \widetilde{g}_{1}(0)\right)$, by CAT $(0)$ property of $\widetilde{S}_{n}$, we have

$$
\begin{gathered}
\widetilde{d}_{n}\left(\widetilde{g}_{2}, \widetilde{g}_{o}\left(r_{2}^{\prime}-\left(r_{2}-r_{o}\right)\right)\right) \leq \widetilde{d}_{n}\left(\widetilde{g}_{1}(0), \widetilde{g}_{2}\left(r_{2}-r_{o}\right)\right) \\
\leq \widetilde{d}_{n}\left(\widetilde{g}_{1}(0), \widetilde{g}_{2}(0)\right)+\widetilde{d}_{n}\left(\widetilde{g}_{2}(0), \widetilde{g}_{2}\left(r_{2}-r_{o}\right)\right) \leq r_{3}+\left(r_{2}-r_{o}\right)
\end{gathered}
$$

Moreover, since $r_{3}$ and $r_{4}$ are $\widetilde{d}_{n}$-lengths of $\widetilde{c}_{\epsilon}$ and $\widetilde{c}_{n}$, so we have

$$
\left|r_{1}-r_{o}\right| \leq r_{3}+r_{4} \text { and }\left|r_{2}-r_{o}\right| \leq r_{3}+r_{4}
$$

Consequently,

$$
\begin{aligned}
\widetilde{d}_{n}\left(\widetilde{q}_{1}, \widetilde{q}_{2}\right) & \leq \widetilde{d}_{n}\left(\widetilde{q}_{1}, \widetilde{g}_{o}\left(r_{1}^{\prime}\right)\right)+\widetilde{d}_{n}\left(\widetilde{g}_{o}\left(r_{1}^{\prime}\right), \widetilde{g}_{o}\left(r_{2}^{\prime}-\left(r_{2}-r_{o}\right)\right)\right)+\widetilde{d}_{n}\left(\widetilde{g}_{o}\left(r_{2}^{\prime}-\left(r_{2}-r_{o}\right)\right), \widetilde{q}_{2}\right) \\
& \leq\left(\left(r_{1}-r_{o}\right)+r_{4}\right)+\left|\left(r_{2}^{\prime}-\left(r_{2}-r_{o}\right)\right)-r_{1}^{\prime}\right|+\left(r_{3}+\left(r_{2}-r_{o}\right)\right) \\
& \leq\left|r_{1}-r_{o}\right|+\left|r_{2}^{\prime}-r_{1}^{\prime}\right|+2\left|r_{2}-r_{o}\right|+r_{3}+r_{4} \\
& \leq 2\left(r_{3}+r_{4}\right)+\left(2 r_{3}+\left|l_{1}-l_{2}\right|\right)+2 \cdot 2\left(r_{3}+r_{4}\right)+r_{3}+r_{4} \\
& =\left|l_{1}-l_{2}\right|+9 r_{3}+7 r_{4},
\end{aligned}
$$

Second, for all other cases, similarly, we can always get:

$$
\widetilde{d}_{n}\left(\widetilde{q}_{1}, \widetilde{q}_{2}\right) \leq\left|l_{1}-l_{2}\right|+9 r_{3}+7 r_{4} .
$$

## CHAPTER 3

## RATIONAL FUNCTIONS WITH IDENTICAL MEASURE OF MAXIMAL ENTROPY

### 3.1 Graph of the multi-valued functions $G^{-1} \circ G$

In this section, we study the geometry of the algebraic curves defined by

$$
V_{G}=\left\{(x, y) \in \mathbb{P}^{1} \times \mathbb{P}^{1} \mid G(x)=G(y)\right\} \subset \mathbb{P}^{1} \times \mathbb{P}^{1}
$$

for rational functions $G$. The irreducible components of $V_{G}$ correspond to multi-valued functions $G^{-1} \circ G$, as appearing in equation (1.2.4). We prove Theorem 3.1.2, 3.1.3 and 3.1.4 allowing us to estimate the genus of the irreducible components of $V$.

### 3.1.1 Multi-valued functions $G^{-1} \circ G$

For a rational function $G$ with degree $d \geq 2$, we consider the correspondence $V_{G}=\{(x, y) \in$ $\left.\mathbb{P}^{1} \times \mathbb{P}^{1} \mid G(x)=G(y)\right\} \subset \mathbb{P}^{1} \times \mathbb{P}^{1}$ of function $G$. Obviously, $V_{G}$ is a projective variety of bidegree $(d, d)$, consisting of finitely many irreducible curves. Let $V_{o}$ be an irreducible component of $V_{G}$ with bidegree $\left(r_{1}, r_{2}\right)$. Geometrically, for $i=1$ and $2, r_{2-i}$ is the topological degree of the coordinate projection map $\pi_{i}: V_{o} \rightarrow \mathbb{P}^{1}$. The diagonal $\Delta \subset \mathbb{P}^{1} \times \mathbb{P}^{1}$ is an irreducible component of $V_{G}$ with bidegree $(1,1)$.

For any two distinct and noncritical points $z_{1}, z_{2}$ with $G\left(z_{1}\right)=G\left(z_{2}\right)$, there is a unique holomorphic germ $b(z)$ locally defined at $z_{1}$, such that $b\left(z_{1}\right)=z_{2}$ and $G \circ b=G$. By analytic continuity, we can extend this germ $b(z)$ to a multi-valued function from the function on all of $\mathbb{P}^{1}$, denoted as $G^{-1} \circ G$. To be clear, throughout this chapter, $G^{-1} \circ G$ will refer to a particular multi-valued functions defined
in this way. Any such multi-valued function $G^{-1} \circ G$ corresponds to an irreducible component $V_{o}$ of $V_{G}$. Conversely, each irreducible component $V_{o}$ corresponds to exactly one multi-valued function $G^{-1} \circ G$. We call $V_{o}$ the graph of its corresponding multi-valued function $G^{-1} \circ G$. And then $V_{G}$ is the union of the graphes for all the multi-valued functions $G^{-1} \circ G$.

Let $\operatorname{Crit}(G) \subset \mathbb{P}^{1}$ be the set of critical points of $G$ and $\widetilde{\operatorname{Crit}}(G)$ be the preimage of the set of critical values of $G$. Let $S_{G}=\mathbb{P}^{1} \backslash \widetilde{\operatorname{Crit}}(G)$ and $\widetilde{S}_{G}$ be the universal cover of $S_{G}$, i.e. we have the covering map

$$
\begin{equation*}
\widetilde{S}_{G} \longrightarrow S_{G}=\widetilde{S}_{G} / H, \tag{3.1.1}
\end{equation*}
$$

where $H$ is a subgroup of the automorphism group of $\widetilde{S}_{G}$, and $H$ is isomorphic to the fundamental group of $S_{G}$.

Fix a non-diagonal irreducible component $V_{o}$ of $V_{G}$ and its corresponding multi-valued function $G^{-1} \circ G$. Let $\left(r_{1}, r_{2}\right)$ be the bidegree of $V_{o}$ in $\mathbb{P}^{1} \times \mathbb{P}^{1} . G^{-1} \circ G$ is a multi-valued function from $S_{G}$ to $S_{G}$. Although it may not be single-valued, we can lift it to the universal cover, and get a single valued function $h_{o}$ from $\widetilde{S}_{G}$ to $\widetilde{S}_{G}$. $h_{o}$ is an automorphism of $\widetilde{S}_{G}$ without fixed point, since $V_{o}$ is not the diagonal. Moreover, we have $h_{o} \notin H$, otherwise $G^{-1} \circ G$ would be identity map, here $H$ is the group in (3.1.1). Now, we can use the index of the fundamental groups to interpret $r_{1}$ and $r_{2}$. For any $\widetilde{x} \in \widetilde{S}_{G}$, $H \tilde{x} \in S_{G}=\widetilde{S}_{G} / H$. For any $h_{i}, h_{j} \in H, H h_{o} h_{i} \tilde{x}=H h_{o} h_{j} \tilde{x}$ if and only if $H h_{o} h_{i}=H h_{o} h_{j}$, if and only if $h_{i} h_{j}^{-1} \in h_{o}^{-1} H h_{o}$. Since $V_{o}$ is of bidegree ( $r_{1}, r_{2}$ ), each coset $H \widetilde{x}$ splits into $\left\{H_{i} \widetilde{x}\right\}$, where $H_{i}$ are the cosets of $H \cap h_{o}^{-1} H h_{o}$ in $H$, for $i=1,2, \cdots, r_{2}$. As a consequence, we can write $r_{2}=\left[H: H \cap h_{o}^{-1} H h_{o}\right]$. In order to find $r_{1}$, we can use $h_{o}^{-1}$ instead of $h_{o}$. Similarly, we have $r_{1}=\left[H: H \cap h_{o} H h_{o}^{-1}\right]$. The map
$G: S_{G} \rightarrow \mathbb{P}^{\mathbf{l}} \backslash C V(G)$ is a covering map of degree $d$, where $d$ is the degree of $G$ and $C V(G)$ is the set of critical values of $G$.

$$
\tilde{S}_{G} \longrightarrow S_{G}=\tilde{S}_{G} / H \longrightarrow \mathbb{P}^{1} \backslash C V(G)=\tilde{S}_{G} / \tilde{H}
$$

Because $G^{-1} \circ G$ permutes the points in each fiber of $G$, we have $h_{o} \in \widetilde{H}$ and $[\widetilde{H}: H]=d$.

$$
\begin{aligned}
r_{1} d & =\left[\widetilde{H}: H \cap h_{o} H h_{o}^{-1}\right] \\
& =\left[h_{o}^{-1} \widetilde{H} h_{0}: h_{o}^{-1}\left(H \cap h_{o} H h_{o}^{-1}\right) h_{o}\right] \\
& =\left[\widetilde{H}: h_{o}^{-1} H h_{o} \cap H\right] \\
& =r_{2} d
\end{aligned}
$$

Then we have $r_{1}=r_{2}$.

Proposition 3.1.1. Let $G$ be a rational function with degree $d \geq 2, V_{G}=\left\{(x, y) \in \mathbb{P}^{1} \times \mathbb{P}^{1} \mid G(x)=G(y)\right\}$. The graph $V_{G}$ is of bidegree $(d, d)$, and any irreducible component (as a variety) of $V_{G}$ is of bidegree $(r, r)$ with $1 \leq r \leq d-1$. Moreover, the sum of bidegrees $r$ of the irreducible components of $V_{G}$ is $d$.

Let $V_{o}$ be an irreducible component of $V_{G}$ with bidegree $(r, r)$. It may contain singularities, but we can normalize it and get a smooth curve $\widetilde{V}_{o}$ as its normalization. Then we have the following natural projections:

$$
\tilde{V}_{o} \xrightarrow{\pi} V_{o} \xrightarrow{\pi_{i}} \mathbb{P}^{1},
$$

where, $\pi_{i}$ is the coordinate projection, for $i=1,2$.

We use $d_{h, x}$ to denote the local degree of a holomorphic map $h(z)$ at point $x$. For any $(\widetilde{x}, \widetilde{y}) \in \widetilde{V}_{o}$ with $\pi((\widetilde{x}, \widetilde{y}))=(x, y) \in V_{o}$, we can express the local degree of the map $\pi_{1} \circ \pi$ at $(\widetilde{x}, \widetilde{y})$ in terms of $d_{G, x}$ and $d_{G, y}$. From the local behavior of $G$ at points $x$ and $y$, it has

$$
\begin{equation*}
d_{\pi_{1} \circ \pi,(\widetilde{x}, \tilde{y})}=\frac{d_{G, y}}{\operatorname{gcd}\left(d_{G, x}, d_{G, y}\right)} \tag{3.1.2}
\end{equation*}
$$

### 3.1.2 Genus zero components of the graph $V_{G}$

Theorem 3.1.2. Let $G^{-1} \circ G$ be a multi-valued function with corresponding irreducible component $V_{o} \subset V_{G}$. The following two are equivalent:

- The normalization $\widetilde{V}_{o}$ of $V_{o}$ has genus zero.
- There exist rational functions $\widetilde{G}$ and $\widetilde{F}$ such that $\left(G^{-1} \circ G\right) \circ \widetilde{G}=\widetilde{F}$.

Proof: Assume that there are rational functions $\widetilde{G}$ and $\widetilde{F}$, such that $\left(G^{-1} \circ G\right) \circ \widetilde{G}=\widetilde{F}$. Then we have a well defined map

$$
\rho: \mathbb{P}^{1} \rightarrow V_{o}
$$

with $\rho(z)=(\widetilde{G}(z), \widetilde{F}(z))$. The map $\rho$ can be lifted to $V_{o}$ 's normalization $\widetilde{V}_{o}$, and denote the lifting map as $\widetilde{\rho}$,

$$
\widetilde{\rho}: \mathbb{P}^{1} \rightarrow \widetilde{V}_{o}
$$

The lifting map $\widetilde{\rho}$ is holomorphic from $\mathbb{P}^{1}$ to the smooth curve $\widetilde{V}_{o}$. And by Riemann-Hurwitz formula, there is no nonconstant holomorphic map from $\mathbb{P}^{1}$ to a curve with genus greater than zero. Then the genus of $\widetilde{V}_{o}$ should be zero.

Conversely, if the genus of the smooth curve $\widetilde{V}_{o}$ is zero. We can parameterize $\widetilde{V}_{o}$ by $\mathbb{P}^{1}$ using some parametrization $\widetilde{\rho}$,

$$
\widetilde{\rho}: \mathbb{P}^{1} \rightarrow \widetilde{V}_{o}
$$

After projecting it down to $V_{o}$, we get the following map:

$$
\rho=\tilde{\rho} \circ \pi: \mathbb{P}^{1} \rightarrow V_{o},
$$

where $\rho(z)=(\widetilde{G}(z), \widetilde{F}(z))$ with $\widetilde{G}$ and $\widetilde{F}$ being rational functions of degree $r$. From this parametrization, it is clear that

$$
\left(G^{-1} \circ G\right) \circ \widetilde{G}=\widetilde{F}
$$

Example. Let $T(z)=z^{3}-3 z$ be a degree 3 polynomial. It is easy to check that the graph $V_{T}$ has two irreducible components. One of them is the diagonal of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ with bidegree $(1,1)$ corresponding to the identity map, and the other one $V_{o}$ is of bidegree (2,2). From Riemann-Hurwitz formula, it can be computed that the genus of $V_{o}$ 's normalization $\widetilde{V}_{o}$ is zero.

### 3.1.3 Functions $G$ without nontrivial genus zero components of $V_{G}$

Theorem 3.1.3. Let $G$ be a rational function with degree $d_{G} \geq 3$. Assume that there are at least three simple critical values of $G$. Then for any irreducible component $V_{o} \subset V_{G}$ with bidegree ( $r, r \geq 2$ ), its normalization $\widetilde{V}_{o}$ has genus $\geq 1$.

Proof. By assumption, $V_{o} \subset V_{G}$ is an irreducible component of $V_{G}$ with bidegree ( $r, r \geq 2$ ), corresponding to some multi-valued function $G^{-1} \circ G$. Let $\left\{y_{1}, y_{2}, y_{3}\right\}$ be three simple critical values of the rational function $G$. Consider the sets:

$$
\left\{x_{i, 1}, x_{i, 2}, \cdots, x_{i, d_{G}-1}\right\}=G^{-1}\left(y_{i}\right),
$$

where $x_{i, d_{G}-1}$ is a critical point of $G$ and $i=1,2,3$. Since $V_{o}$ has bidegree $(r, r)$, there are at least $r-1$ noncritical points in $G^{-1}\left(y_{i}\right)$, which can be assumed to be $\left\{x_{i, 1}, x_{i, 2}, \cdots, x_{i, r-1}\right\}$, such that

$$
\left(x_{i, j}, x_{i, d_{G}-1}\right) \in V_{o}, \text { for } j=1,2, \cdots, r-1 .
$$

For each such point $\left(x_{i, j}, x_{i, d_{G}-1}\right) \in V_{o}$, by equation (3.1.2), any point in $\pi^{-1}\left(\left(x_{i, j}, x_{i, d_{G}-1}\right)\right) \subset \widetilde{V}_{o}$ is a critical point of the projection map $\pi_{1} \circ \pi$ :

$$
\tilde{V}_{o} \xrightarrow{\pi} V_{o} \xrightarrow{\pi_{1}} \mathbb{P}^{1} .
$$

So we have at least $3 *(r-1)$ critical points for the map $\pi_{1} \circ \pi$. By Riemann-Hurwitz formula, we have

$$
\begin{aligned}
2-2 \operatorname{genus}\left(\widetilde{V}_{o}\right) & =2 r-\# \text { of critical points of } \widetilde{V}_{o} \\
& \leq 2 r-3 *(r-1) \\
& \leq 3-r .
\end{aligned}
$$

Since $r \geq 2$, we have

$$
\operatorname{genus}\left(\widetilde{V}_{o}\right) \geq(r-1) / 2>0
$$

For degree 2 case, we have the following:

Theorem 3.1.4. Let g be a degree two rational function with two critical orbits and none of them is preperiodic. Let $G=g^{n}$ for some $n \geq 1$. Assume $V_{o}$ is an irreducible component of $V_{G}$ such that the corresponding $G^{-1} \circ G$ is not the identity map or $\sigma_{f}$. Then its normalization $\widetilde{V}_{o}$ has genus $\geq 1$.

Proof. Let $(r, r)$ be the bidegree of $V_{o} \subset V_{G}$. Let $x_{1,1}, x_{2,1}$ be the two critical points of $f$ and

$$
\left\{x_{i, 1}, x_{i, 2}, \cdots, x_{i, d_{G}-1}\right\}=G^{-1}\left(G\left(x_{i, 1}\right)\right), \text { for } i=1,2 .
$$

As the multi-valued function $G^{-1} \circ G$ does not correspond to the identity map or $\sigma_{f}$, there are $r$ noncritical points in $\left\{x_{i, 2}, \cdots, x_{i, d_{G}-1}\right\}$, which can be assumed to be $\left\{x_{i, 2}, x_{i, 3}, \cdots, x_{i, r+1}\right\}$, such that

$$
\left(x_{i, j}, x_{i, 1}\right) \in V_{o}, \text { for } j=2,3, \cdots, r+1
$$

For each such point $\left(x_{i, j}, x_{i, 1}\right) \in V_{o}$, by equation (3.1.2), any point in $\pi^{-1}\left(\left(x_{i, j}, x_{i, d_{G}-1}\right)\right) \subset \widetilde{V}_{o}$ is a critical point of the projection map $\pi_{1} \circ \pi$ :

$$
\tilde{V}_{o} \xrightarrow{\pi} V_{o} \xrightarrow{\pi_{1}} \mathbb{P}^{1} .
$$

So we have at least $2 r$ critical points for the map $\pi_{1} \circ \pi$. By Riemann-Hurwitz formula, we have

$$
\begin{aligned}
2-2 \operatorname{genus}\left(\widetilde{V}_{o}\right) & =2 r-\# \text { of critical points of } \widetilde{V}_{o} \\
& \leq 2 r-2 r \\
& =0
\end{aligned}
$$

Then we have

$$
\operatorname{genus}\left(\widetilde{V}_{o}\right) \geq 1
$$

### 3.2 Rational functions with common measure of maximal entropy

In this section, we study the relation of two rational functions $f$ and $g$ with $\mu_{f}=\mu_{g}$, and then prove Theorem 1.2.3, 1.2.1 and 1.2.7. Moreover, we give examples of non-exceptional functions $f$ and $g$ with $\mu_{f}=\mu_{g}$ and they do not satisfy (1.2.2).

Theorem 3.2.1. Assume $f$ and $g$ are rational functions with degrees $\geq 2$, satisfying

$$
\begin{equation*}
\left(g^{-1} \circ g\right) \circ g=\left(f^{-1} \circ f\right) \circ f \tag{3.2.1}
\end{equation*}
$$

for some multi-valued functions $g^{-1} \circ g$ and $f^{-1} \circ f$. Then there are some iterates $F$ and $G$ of $f$ and $g$, such that:

$$
F \circ F=F \circ G, G \circ F=G \circ G .
$$

Proof. Choose a point $a_{0} \in \mathbb{P}^{1}$ such that $a_{0}$ is neither in $f$ 's critical orbits nor in $g$ 's critical orbits. Let $a_{0}, a_{1}, a_{2}, \cdots$ be a sequence of points such that $g\left(a_{i}\right)=a_{i-1}$. From equation (3.2.1), for any $i \geq 1$, after composing each side $i$ times with themself, we have

$$
\begin{equation*}
\left(g^{-1} \circ g\right) \circ g^{i}=\left(f^{-1} \circ f\right) \circ f^{i} \text { or } f \circ\left(g^{-1} \circ g\right) \circ g^{i}=f \circ f^{i} \tag{3.2.2}
\end{equation*}
$$

Then for each $i \geq 1$, there is function germ $\left(g^{-1} \circ g\right)_{i}$ of $g^{-1} \circ g$, locally defined at $a_{0}$, such that functions germs

$$
\left.f \circ\left(g^{-1} \circ g\right)_{i} \circ g^{i}\right|_{\text {near } a_{i}}=\left.f \circ f^{i}\right|_{\text {near } a_{i}}
$$

which are locally defined near $a_{i}$. Let $b_{i}=\left(g^{-1} \circ g\right)_{i}\left(a_{0}\right)$. Since $g\left(b_{i}\right)=g\left(a_{0}\right)$ for any $i \geq 1$, there are only finitely many distinct $b_{i}$. Choose some $j>2 i_{1}>2$ such that $b_{i_{1}}=b_{j}$. Then we have germs $\left(g^{-1} \circ g\right)_{i_{1}}=\left(g^{-1} \circ g\right)_{j}$ locally defined near $a_{0}$. From equation (3.2.2), we have locally defined germs

$$
\begin{aligned}
& \left.f \circ\left(g^{-1} \circ g\right)_{i_{1}} \circ g^{i_{1}}\right|_{\text {near } a_{i_{1}}}=\left.f \circ f^{i_{1}}\right|_{\text {near } a_{i_{1}}} \\
& \left.f \circ\left(g^{-1} \circ g\right)_{j} \circ g^{j}\right|_{\text {near } a_{j}}=\left.f \circ f^{j}\right|_{\text {near } a_{j}}
\end{aligned}
$$

As $\left(g^{-1} \circ g\right)_{i_{1}}=\left(g^{-1} \circ g\right)_{j}$, combining above two equations, it follows

$$
\left.f \circ f^{i_{1}} \circ g^{j-i_{1}}\right|_{\text {near } a_{j}}=\left.f \circ\left(g^{-1} \circ g\right)_{i_{1}} \circ g^{i_{1}} \circ g^{j-i_{1}}\right|_{\text {near } a_{j}}=\left.f \circ f^{j}\right|_{\text {near } a_{j}}
$$

Because both sides of the above equation are germs of rational functions, we have

$$
f \circ f^{i_{1}} \circ g^{j-i_{1}}=f \circ f^{j}
$$

Since $j \geq 2 i_{1} \geq 2$, we can post compose some iterate of $f$ to both sides of the above equation:

$$
f^{j-i_{1}} \circ g^{j-i_{1}}=f^{j-i_{1}} \circ f^{j-i_{1}}
$$

Let $f_{o}=f^{j-i_{1}}$ and $g_{o}=g^{j-i_{1}}$. The above equation shows $\left(f_{o}^{-1} \circ f_{o}\right) \circ f_{o}=g_{o}$. Consequently, $\left(f_{o}^{-1} \circ f_{o}\right) \circ$ $f_{o}^{i}=g_{o}^{i}$ and $f_{o}^{i} \circ f_{o}^{i}=f_{o}^{i} \circ g_{o}^{i}$ for any $i \geq 1$.

Since we have $\left(f_{o}^{-1} \circ f_{o}\right) \circ f_{o}=g_{o}$, repeating the same process of the above proof, there is some $i_{o} \geq 1$ such that $g_{o}^{i_{o}} \circ f_{o}^{i_{o}}=g_{o}^{i_{o}} \circ g_{o}^{i_{o}}$.

Let $F=f_{o}^{i_{o}}$ and $G=g_{o}^{i_{o}}$. Then we have $F \circ F=F \circ G, G \circ F=G \circ G$.

As a consequence of Theorem 3.2.2, we can easily prove Theorem 1.2.7 by just using Theorem 1.2.6.

Proof of Theorem 1.2.7. From Theorem 1.2.6, there are some iterates $f_{o}$ and $g_{o}$ of $f$ and $g$ and $M, N \geq 1$, such that

$$
\left(g_{o}^{-1} \circ g_{o}\right) \circ g_{o}^{M}=\left(f_{o}^{-1} \circ f_{o}\right) \circ f_{o}^{N}
$$

Since for any multi-valued function $\left(g_{o}^{-1} \circ g_{o}\right)$, we can choose a multi-valued function $\left(g_{o}^{-M} \circ g_{o}^{M}\right)$ which the same as $\left(g_{o}^{-1} \circ g_{o}\right)$, from above equation, we have

$$
\left(g_{o}^{-M} \circ g_{o}^{M}\right) \circ g_{o}^{M}=\left(f_{o}^{-N} \circ f_{o}^{N}\right) \circ f_{o}^{N} .
$$

By Theorem 3.2.1, there are iterates $F$ and $G$ of $f_{o}^{N}$ and $g_{o}^{M}$, such that

$$
F \circ F=F \circ G, G \circ F=G \circ G .
$$

Given any non-exceptional polynomial $g$ with degree $\geq 2$, for any rational function $f$ with $\mu_{g}=$ $\mu_{f}$, it was known that $f$ should also be a polynomial; see [34]. As a corollary of Theorem 1.2.7, here we give an easy proof of this result.

Corollary 3.2.2. Let $g$ be a non-exceptional polynomial with degree $d \geq 2$. Then any rational function $f$ with $\mu_{f}=\mu_{g}$ should be a polynomial. Consequently, there exist some $m, n \geq 1$, s.t.

$$
f^{n}=\sigma \circ g^{m}
$$

where $\sigma(z)=a z+b$ is an affine transformation preserving $\mu_{g}=\mu_{f}$.

Proof. From Theorem 1.2.7, there are some iterates $F$ and $G$ of $f$ and $g$, such that

$$
G \circ F=G \circ G .
$$

Exception set of a rational function $h$ is the maximal finite set, which is invariant under $h$. Exception set can only be an empty, one point or two points set. If the exception set is one point, then $h$ is conjugate to a polynomial. Since $G$ is a non-exceptional polynomial, its exception set is $\{\infty\}$. Then $\{\infty\}$ is also an invariant set of $F$, which means that $F$ is a polynomial. If the exceptional set of $F$ contains two points, then $F$ is conjugate to polynomial $z^{d_{F}}$, which means $F$ is an exceptional polynomial. And because $\mu_{F}=\mu_{G}, G$ is exceptional. This contradicts to the assumption. Consequently, $\{\infty\}$ is the exceptional set of $F$. Since $F$ is some iterate of $f$, they should have the same exceptional set. Then $f$ should be a polynomial. The last statement comes from the main theorem of [37].

Proof of Theorem 1.2.3. Because any exceptional rational function has at most two simple critical values, $f$ is non-exceptional. As $\mu_{g}=\mu_{f}$, then by Theorem 1.2.7, there are some integers $m, n \geq 1$, such that for $F=f^{n}$ and $G=g^{m}$,

$$
\begin{equation*}
F \circ F=F \circ G \text {, or }\left(F^{-1} \circ F\right) \circ F=F \circ G \tag{3.2.3}
\end{equation*}
$$

If $F=G, f$ and $g$ has a common iterate. Then the statement is satisfied. So we can assume that $F \neq G$. Let $k \geq 0$ be the smallest integer such that $f^{k} \circ F \neq f^{k} \circ G$ and $f^{k+1} \circ F=f^{k+1} \circ G$. Since

$$
\begin{equation*}
\left(f^{-1} \circ f\right) \circ f^{k} \circ F=f^{k} \circ G \tag{3.2.4}
\end{equation*}
$$

by Theorem 3.1.2 and 3.1.3, the corresponding irreducible component of the multi-valued function $\left(f^{-1} \circ f\right)$ in (3.2.4) should have bidegree $(1,1)$. It means the multi-valued function $\sigma=\left(f^{-1} \circ f\right)$ is a Möbius transformation and $f \circ \sigma=f$.

Under changing of coordinates, we can assume that $\sigma(z)=\zeta z$ where $\zeta$ is a $k$ 's primitive root of unit. If $k \geq 2$, then we can decompose $f(z)$ into

$$
f(z)=f_{o}\left(z^{k}\right)
$$

Since $k \geq 2$, from the above decomposition, $f$ cannot have three simple critical values. This is a contradiction. So we have

$$
\sigma(z)=\left(f^{-1} \circ f\right)(z)=z
$$

And by (3.2.4), finally we get $f^{k} \circ F=f^{k} \circ G$, which is a contradiction to the assumption that $f^{k} \circ F \neq$ $f^{k} \circ G$. In all, it has $F=G$, i.e. $f$ and $g$ share an iterate.

Remark. Theorem 1.2.3 asserts that for general $f \in \operatorname{Rat}_{d}$ with degree $d \geq 3, \mu_{f}=\mu_{g}$ implies that $f$ and $g$ share an iterate. And as we discussed in the introduction, the existence of the special symmetry $\sigma_{f}$ for any $f \in$ Rat $_{2}$ prevents the same conclusion as in Theorem 1.2.3. Precisely, for any $f \in \operatorname{Rat}_{2}$ and $g=\sigma_{f} \circ f$, we have $\mu_{f}=\mu_{g}$, but they never share an iterate. However, we can modify it a bit, and show that for generic $f \in \operatorname{Rat}_{2}$ (see Theorem 3.1.4), $\mu_{f}=\mu_{g}$ implies that $g^{m}=\sigma_{f} \circ f^{n}$ or $f^{n}$; for details see the proof of Theorem 1.2.2.

However, $\mu_{f}=\mu_{g}$ does not always imply that $f$ and $g$ share an iterate. Even worse, Theorem 1.2.1 asserts that $f$ and $g$ may not even satisfy (1.2.2) for any Möbius transformation $\sigma$.

Proof Theorem 1.2.1. Since $T \circ R=T \circ S$, we have $f \circ f=f \circ g$ and $T \circ f^{i}(z)=T \circ g^{i}(z)$ for any $i \geq 1$.

Consequently,

$$
\left(f^{-1} \circ f\right) \circ f=g
$$

Then from Theorem 1.2.6, $\mu_{f}=\mu_{g}$.
Assume that there exist integers $n, m \geq 1$ and $\sigma \in P S L_{2}(\mathbb{C})$ such that

$$
f^{n}=\sigma \circ g^{m} .
$$

Since $f$ and $g$ have the same degree, we have $n=m$, i.e. $f^{n}=\sigma \circ g^{n}$.

$$
f^{n}(z)=R \circ T \circ f^{n-1}=R \circ T \circ g^{n-1}=\sigma \circ g^{n}=\sigma \circ S \circ T \circ g^{n-1}
$$

So we have $R=\sigma \circ S$, which contradicts to the assumption in this theorem.

For the first statement of this theorem, see the following example.

Example. To illustrate Theorem 1.2.1, let $T(z)=z^{3}-3 z, R(z)=a z+\frac{1}{a z}$ and $S(z)=a \omega z+\frac{1}{a \omega z}$, with $\omega^{2}+\omega+1=0$ and $a \in \mathbb{C}^{*}$. For any $a \in \mathbb{C}^{*}$, it easy to check that $T \circ R=T \circ S$ and there is no $\sigma \in P S L_{2}(\mathbb{C})$ such that $R=\sigma \circ S$. So from Theorem 1.2.1, we know that $f=R \circ T$ and $g=S \circ T$ have the same measure of maximal entropy. And for any $n, m \geq 1, \sigma \in P S L_{2}(\mathbb{C})$, we have

$$
f^{n} \neq \sigma \circ g^{m}
$$

It is not hard to see that neither $f$ nor $g$ is exceptional rational function, since they are not critical finite. There are more such $T, R$ and $S$ satisfying assumptions in Theorem 1.2.1; see [2] and [10].

Remark. In the above example, rational functions $f_{a}(z)=a\left(z^{3}-3 z\right)+\frac{1}{a\left(z^{3}-3 z\right)}$ and $g_{a}(z)=f_{a \omega}(z)$ come from composition of rational functions $T(z)=z^{3}-3 z, R(z)=a z+\frac{1}{a z}$ and $S(z)=a \omega z+\frac{1}{a \omega z}$.


Figure 3.2.1. The parameter space of $f_{a}$

Figure 3.2.2. Julia set of $f_{a}$ with

$$
a=0.4843+0.07776 i
$$

And $T, R, R$ satisfy the assumptions in Theorem 1.2.1. Figure 3.2.1 is the parameter space of $f_{a}$ which indicates that $\mu_{f_{\zeta a}}=\mu_{f_{a}}$ for any $\zeta$ with $\zeta^{6}=1$. Actually, by Theorem 1.2.1, we know that $\mu_{f_{\omega a}}=\mu_{f_{a}}$ for $\omega^{2}+\omega+1=0$ and $f_{a}^{2}=f_{-a}^{2}$. So $\mu_{f_{\zeta a}}=\mu_{f_{a}}$ for any $\zeta$ with $\zeta^{6}=1$. Since $\infty$ is a supper attracting point and $f_{a}$ is not a polynomial, there is a critical point attracted to $\infty$ and it is not periodic. As exceptional functions are all post-critical finite, $f_{a}$ won't be exceptional. By Theorem 1.2.1, $f_{a}$ and $g_{a}$ has the same measure and there is no iterate of $f_{a}$ conjugated to an iterate of $g_{a}$. However, for any non-exceptional polynomials $f$ and $g$ with $\mu_{f}=\mu_{g}$, there always exist iterates of $f$ and $g$ which are in the same conjugacy class.

There are more examples of such rational functions $T, R$ and $S$ as in Theorem 1.2.1. For example, let $t, r, s$ be rational functions satisfying assumptions in Theorem 1.2.1. Then for any rational function $h, T=h \circ t, R=r, S=s$ satisfy the same assumptions. All such rational functions $T, R$ and $S$ have been classified, with the restriction that $T$ is a polynomial. However, when $T$ is not a polynomial, it is still not known how to classify it. For details, please refer to [2] and [10].

### 3.3 Generic rational function with identical measure

In this section, we are going to prove Theorem 1.2.4, which indicates the iteration map is one-to-one for general points. And then get to prove the main theorem, Theorem 1.2.2, which says: for generic rational functions $f \in \operatorname{Rat}_{d}$, we have $M_{f}=\left\{f, f^{2}, f^{3}, \cdots\right\}$ or $\left\{f, \sigma_{f} \circ f, f^{2}, \sigma_{f} \circ f^{2}, \cdots\right\}$, where $M_{f}$ the set of rational functions with the same maximal entropy measure as $f$.

For $d, n \geq 2$, let $x$ be a point in Rat $_{d}$. There is an induced map between the tangent spaces of $x \in \operatorname{Rat}_{d}$ and $\varphi_{d, n}(x) \in \operatorname{Rat}_{d, n}:$

$$
\varphi_{d, n *}: T_{x} \rightarrow T_{\varphi_{d, n}(x)}
$$

The map $\varphi_{d, n}$ is singular at $x \in \operatorname{Rat}_{d}$ if the induced map between the tangent spaces $T_{x}$ and $T_{\varphi_{d, n}(x)}$ is not injective. The map $\varphi_{d, n}$ is nonsingular if it is not singular at any point of Rat ${ }_{d}$. For any $f \in \operatorname{Rat}_{d}$, we can express it as

$$
f(z)=\frac{h(z)}{k(z)}=\frac{a_{d} z^{d}+a_{d-1} z^{d-1}+\cdots+a_{0}}{b_{d} z^{d}+b_{d-1} z^{d-1}+\cdots+b_{0}} .
$$

We can define a holomorphic map from $t \in \mathbb{C}$ to $f_{t} \in \operatorname{Rat}_{d}$ in a neighborhood of $0 \in \mathbb{C}$ :

$$
f_{t}(z)=\frac{\left(a_{d}+t \alpha_{d}\right) z^{d}+\left(a_{d-1}+t \alpha_{d-1}\right) z^{d-1}+\cdots+\left(a_{0}+t \alpha_{0}\right)}{\left(b_{d}+t \beta_{d}\right) z^{d}+\left(b_{d-1}+t \beta_{d-1}\right) z^{d-1}+\cdots+\left(b_{0}+t \beta_{0}\right)}
$$

It can be checked that this parametrization map is singular at $t=0$ iff

$$
\left(\alpha_{d} z^{d}+\alpha_{d-1} z^{d-1}+\cdots+\alpha_{0}\right) k(z)-\left(\beta_{d} z^{d}+\beta_{d-1} z^{d-1}+\cdots+\beta_{0}\right) h(z)=0
$$

Take the derivative of $f_{t}$ with respect to $t$,

$$
\left.\frac{d f_{t}(z)}{d t}\right|_{t=0}=\frac{\left(\alpha_{d} z^{d}+\alpha_{d-1} z^{d-1}+\cdots+\alpha_{0}\right) k(z)-\left(\beta_{d} z^{d}+\beta_{d-1} z^{d-1}+\cdots+\beta_{0}\right) h(z)}{\left(b_{d} z^{d}+b_{d-1} z^{d-1}+\cdots+b_{0}\right)^{2}}
$$

From the above expression, the map $t \rightarrow f_{t}$ is singular at 0 iff $\left.\frac{d f_{t}(z)}{d t}\right|_{t=0}=0$.

More generally, for any holomorphic map $\left(t \rightarrow f_{t}\right)$ from a neighborhood of $0 \in \mathbb{C}$ to Rat $_{d}$, we can express it as

$$
f_{t}(z)=\frac{a_{d}(t) z^{d}+a_{d-1}(t) z^{d-1}+\cdots+a_{0}(t)}{b_{d}(t) z^{d}+b_{d-1}(t) z^{d-1}+\cdots+b_{0}(t)}
$$

where $a_{i}(t)$ and $b_{i}(t)$ are holomorphic. Similar to the special case we discussed above, it can be checked that

$$
\begin{equation*}
f_{t} \text { is singular at } t=\left.0 \Longleftrightarrow \frac{d f_{t}(z)}{d t}\right|_{t=0}=0 \tag{3.3.1}
\end{equation*}
$$

When the map $t \rightarrow f_{t}$ is nonsingular at $t=0$, then $\left.\frac{d f_{t}(z)}{d t}\right|_{t=0}$ is a nonzero rational function with degree at most $2 d$.

The following proposition has been proved by Adam Epstein [15]. For completeness, we will give a proof here.

Proposition 3.3.1. The map $\varphi_{d, n}: \operatorname{Rat}_{d} \rightarrow \operatorname{Rat}_{d^{n}}$ is nonsingular. In particular, $\varphi_{d, n}$ is an immersion from Rat ${ }_{d}$ to $\mathrm{Rat}_{d}{ }^{n}$.

Proof. In order to prove that $\varphi_{d, n}$ is nonsingular, it suffices to prove that if a holomorphic map $t \rightarrow f_{t}$ from a neighborhood of $0 \in \mathbb{C}$ to $\operatorname{Rat}_{d}$ is nonsingular at $t=0$, then the map $t \rightarrow f_{t}^{n}$ is nonsingular at $t=0$.

First assume that the holomorphic map $t \rightarrow f_{t}$ is singular at $t=0$. Let $z_{0} \in \mathbb{P}^{1}$ be a periodic point of $f_{0}$ with period $p \geq 1$ and multiplier $\frac{d f_{0}^{p}}{d z}\left(z_{0}\right) \neq 1$. Then there is a holomorphic motion $z_{t}$ of the periodic point $z_{0}$ in $\mathbb{P}^{1}$ such that

$$
\begin{equation*}
f_{t}^{p}\left(z_{t}\right)=z_{t} . \tag{3.3.2}
\end{equation*}
$$

We claim that $\left.\frac{d z_{t}}{d t}\right|_{t=0}=0$, i.e. the holomorphic motion $z_{t}$ of the periodic point $z_{0}$ is singular at $t=0$. Indeed, let

$$
\psi_{p}\left(z_{1}, z_{2}\right)=f_{z_{2}}^{p}\left(z_{1}\right),
$$

and then $\psi_{p}(z, t)=f_{t}^{p}(z)$. By taking the derivative of $t$ for both sides of the equation (3.3.2),

$$
\begin{equation*}
\frac{d \psi_{p}\left(z_{t}, t\right)}{d t}=\frac{\partial \psi_{p}}{\partial z_{1}} \frac{\partial z_{t}}{\partial t}+\frac{\partial \psi_{p}}{\partial z_{2}}=\frac{d z_{t}}{d t} \tag{3.3.3}
\end{equation*}
$$

Since $t \rightarrow f_{t}$ is singular at $t=0$, the map $t \rightarrow f_{t}^{p}$ is singular at $t=0$. As a consequence of (3.3.1), $\frac{\partial \psi_{p}}{\partial z_{2}}$ is zero at ( $z_{0}, 0$ ). Then from equation (3.3.3):

$$
\left.\frac{d f_{0}^{p}}{d z}\left(z_{0}\right) \frac{\partial z_{t}}{\partial t}\right|_{t=0}=\left.\frac{\partial \psi_{p}}{\partial z_{1}}\left(z_{0}, 0\right) \frac{\partial z_{t}}{\partial t}\right|_{t=0}=\left.\frac{d z_{t}}{d t}\right|_{t=0} .
$$

And by the assumption that $\frac{d f_{0}^{p}}{d z}\left(z_{0}\right) \neq 1$, we have $\left.\frac{d z_{t}}{d t}\right|_{t=0}=0$.

Second, we prove that $\varphi_{d, n}$ is nonsingular by contradiction. Assume that the map $t \rightarrow f_{t}$ is nonsingular at $t=0$, but $t \rightarrow f_{t}^{n}$ is singular at $t=0$. Then for any repelling periodic point $z_{0} \in \mathbb{P}^{1}, f_{0}\left(z_{0}\right)$ is a repelling periodic point of $f_{0}(z)$. Let $z_{t}$ be the holomorphic motion of the periodic point $z_{0}$. Therefore, $f_{t}\left(z_{t}\right)$ is the holomorphic motion of the periodic point $f_{0}\left(z_{0}\right)$. Because $z_{t}$ and $f_{t}\left(z_{t}\right)$ are in the repelling cycle of $f_{t}$ and $t \rightarrow f_{t}^{n}$ is singular at $t=0$. These two motions are singular at $t=0$. Then by taking the derivative of $\psi_{1}\left(z_{t}, t\right)=f_{t}\left(z_{t}\right)$ with respect to $t$,

$$
\left.\frac{d \psi_{1}\left(z_{t}, t\right)}{d t}\right|_{t=0}=\left.\frac{\partial \psi_{1}}{\partial z_{1}}\left(z_{0}, 0\right) \frac{\partial z_{t}}{\partial t}\right|_{t=0}+\frac{\partial \psi_{1}}{\partial z_{2}}\left(z_{0}, 0\right)=\left.\frac{d f_{t}\left(z_{t}\right)}{d t}\right|_{t=0}
$$

Since the motions $z_{t}$ and $f_{t}\left(z_{t}\right)$ are singular at $t=0$, i.e. $\left.\frac{d z_{t}}{d t}\right|_{t=0}=0$ and $\left.\frac{d f_{t}\left(z_{t}\right)}{d t}\right|_{t=0}=0$, we can reduce the above equation to

$$
\frac{\partial \psi_{1}}{\partial z_{2}}\left(z_{0}, 0\right)=0 .
$$

As we know from the previous discussion and the assumption that the map $t \rightarrow f_{t}$ is nonsingular at $t=0, \frac{\partial \psi_{1}}{\partial z_{2}}(z, 0)=\left.\frac{d f_{t}}{d t}\right|_{t=0}(z)$ is a nonzero rational function with degree at most $2 d$. It has finitely many zeros. However, the set of repelling periodic points of degree $\geq 2$ rational functions is infinite. This contradicts to the fact that $\frac{\partial \psi_{1}}{\partial z_{2}}(z, 0)$ vanishes at any repelling periodic points of $f_{0}$.

Proof of Theorem 1.2.4. As we know, any regular map from $\mathbb{P}^{2 d-1}$ to $\mathbb{P}^{2 d^{n}-1}$ is closed, i.e. the image of any Zariski closed set is Zariski closed. And since the map $\varphi_{d, n}: \operatorname{Rat}_{d} \rightarrow \operatorname{Rat}_{d^{n}}$ is the restriction of a regular map from $\mathbb{P}^{2 d-1}$ to $\mathbb{P}^{2 d^{n}-1}$, the image $\varphi_{d, n}\left(\operatorname{Rat}_{d}\right)$ is a subvariety of Rat $d^{n}$. And by Theorem 5.3 in [22], the singularities $\operatorname{Sing}\left(\varphi_{d, n}\left(\operatorname{Rat}_{d}\right)\right)$ of $\varphi_{d, n}\left(\operatorname{Rat}_{d}\right)$ is a proper Zariski closed subset of
$\varphi_{d, n}\left(\operatorname{Rat}_{d}\right)$. Because the map $\varphi_{d, n}$ is regular, we have that the preimage $A=\varphi_{d, n}^{-1}\left(\operatorname{Sing}\left(\varphi_{d, n}\left(\operatorname{Rat} t_{d}\right)\right)\right)$ of $\operatorname{Sing}\left(\varphi_{d, n}\left(\operatorname{Rat}_{d}\right)\right)$ is a proper Zariski closed subset of Rat $d$.

Choose a polynomial $p \in \operatorname{Rat}_{d}$ such that the symmetry group $\Sigma_{J_{p}}$ of its Julia set is trivial. From the main theorem of [37] and Corollary 3.2.2, there is no other $f \in \operatorname{Rat}_{d}$ such that $\varphi_{d, n}(f)=\varphi_{d, n}(p)$. And since $\varphi_{d, n}$ is a proper (preimage of any compact set is compact) regular map and $\varphi_{d, n}$ is an immersion by Proposition 3.3.1, $p$ is not in $A$.

The set $A \subset \operatorname{Rat}_{d}$ is $\varphi_{d, n}$ 's preimage of some Zariski closed subset of Rat $d^{n}$. After throwing away the singularities of $\varphi_{d, n}\left(\operatorname{Rat}_{d}\right), \varphi_{d, n}\left(\operatorname{Rat}_{d} \backslash A\right)$ is a connected smooth submanifold of Rat ${ }_{d, n}$. Moreover, since $\varphi_{d, n}$ is a proper nonsingular map, the $\operatorname{map} \varphi_{d, n}$ is a covering map with restricted to the following sets:

$$
\varphi_{d, n}: \operatorname{Rat}_{d} \backslash A \rightarrow \varphi_{d, n}\left(\operatorname{Rat}_{d} \backslash A\right) .
$$

Because $p \notin A$ and there is no other $f \in \operatorname{Rat}_{d}$ such that $\varphi_{d, n}(f)=\varphi_{d, n}(p)$. The degree of the covering map should be 1, i.e. $\varphi_{d, n}: \operatorname{Rat}_{d} \backslash A \rightarrow \varphi_{d, n}\left(\operatorname{Rat}_{d} \backslash A\right)$ is injective.

Finally, since $\varphi_{d, n}\left(z^{d}\right)=\varphi_{d, n}\left(\zeta z^{d}\right)$ for any $\zeta$ with $\zeta d^{d^{n-1}+d^{n-2}+\cdots+d^{0}}=1, \varphi_{d, n}$ is not injective in Rat ${ }_{d}$. Consequently, $A$ is nonempty.

Theorem 1.2.4 states that $\varphi_{d, n}$ is injective at general points $f \in \operatorname{Rat}_{d}$. The next theorem indicates that for generic rational functions $f \in \operatorname{Rat}_{d}$, any rational function $g$ sharing an iterate with $f$ should be some iterate of $f$.

Theorem 3.3.2. For the generic rational functions $f \in \operatorname{Rat}_{d}$ with degree $d \geq 2$, we have that any rational function g ,

$$
f^{n}=g^{m} \Longleftrightarrow g=f^{n / m} \text { and } m \mid n .
$$

Proof. First, for any $d \geq 2$ and $n \geq 2, \varphi_{d, n}\left(\operatorname{Rat}_{d}\right)$ is a proper subvariety of $\operatorname{Rat}_{d^{n}}$. Then the set of rational functions, with degree $d$ and coming from the iteration of lower degree rational functions, is a proper Zariski closed subset of $\operatorname{Rat}_{d}$. Then for general $f \in \operatorname{Rat}_{d}$, it is not an iterate of some lower degree rational function.

Second, for any $d \geq 2$ and $m, n \geq 2$, consider the iteration maps:

$$
\operatorname{Rat}_{d} \rightarrow \operatorname{Rat}_{d^{n}} \rightarrow \operatorname{Rat}_{d^{m n}}
$$

given by $\varphi_{d, n}$ and $\varphi_{d^{n}, m}$. Let $A_{d, m n} \subset \operatorname{Rat}_{d}$ and $A_{d^{n}, m} \subset \operatorname{Rat}_{d^{n}}$ be preimage of the singularities of $\varphi_{d, n m}\left(\operatorname{Rat}_{d}\right)$ and $\varphi_{d^{n}, m}\left(\operatorname{Rat}_{d^{n}}\right)$. The set $B=A_{d, n m} \cup \varphi_{d, n}^{-1}\left(A_{d^{n}, m}\right)$ is a Zariski closed subset of $\operatorname{Rat}_{d}$. Choose a polynomial $p \in \operatorname{Rat}_{d}$ with trivial symmetry group $\Sigma_{J_{p}}$. From the proof of Theorem 1.2.4, $p$ is not in $A_{d, n m}$, and $\varphi_{d, n}(p)$ is not in $A_{d^{n}, m}$. Then $p \in \operatorname{Rat}_{d} \backslash B$, i.e. $B$ is a proper Zariski closed subset of $\operatorname{Rat}_{d}$. And from the choice of $B$, we know for any $f \in \operatorname{Rat}_{d} \backslash B$,

$$
f^{m n}=g^{m} \Longleftrightarrow g=f^{n} .
$$

Third, let $d_{1}, d_{2}, n_{1}, n_{2} \geq 2$ be integers with $d_{1}^{n_{1}}=d_{2}^{n_{2}}$ and $n_{2}$ is not divisible by $n_{1}$. We claim that

$$
\varphi_{d_{1}, n_{1}}\left(\operatorname{Rat}_{d_{1}}\right) \nsubseteq \varphi_{d_{2}, n_{2}}\left(\operatorname{Rat}_{d_{2}}\right) .
$$

Actually, from the main theorem of [37] and Corollary 3.2.2, there is a polynomial $q \in \operatorname{Rat}_{d_{1}}$ such that $M_{q}=\left\{q, q^{2}, q^{3}, \cdots\right\}$. If there is an $h \in \operatorname{Rat}_{d_{2}}$ such that $h^{n_{2}}=q^{n_{1}}$, then $h$ must be in $M_{f}$. Since $M_{q}=$ $\left\{q, q^{2}, q^{3}, \cdots\right\}$, there is some $i$ such that $q^{i}=h$. Consequently, $q^{n_{1}}=q^{i * n_{2}}=h^{n_{2}}$. So $n_{2} \mid n_{1}$, which contradicts to the assumption that $n_{2} \nmid n_{1}$. Consequently, $q^{n_{1}} \in \varphi_{d_{1}, n_{1}}\left(\operatorname{Rat}_{d_{1}}\right) \nsubseteq \varphi_{d_{2}, n_{2}}\left(\operatorname{Rat}_{d_{2}}\right)$. Then $\varphi_{d_{1}, n_{1}}^{-1}\left(\varphi_{d_{2}, n_{2}}\left(\operatorname{Rat}_{d_{2}}\right)\right)$ is a proper Zariski closed subset of $\operatorname{Rat}_{d_{1}}$. And for any $f \in \operatorname{Rat}_{d_{1}} \backslash \varphi_{d_{1}, n_{1}}^{-1}\left(\varphi_{d_{2}, n_{2}}\left(\operatorname{Rat}_{d_{2}}\right)\right)$, there is no $g \in \operatorname{Rat}_{d_{2}}$ such that $f^{n_{1}}=g^{n_{2}}$.

From the above three statements, we can remove countably many proper Zariski closed subsets of Rat ${ }_{d}$. The left rational functions $f \in \operatorname{Rat}_{d}$ satisfy the statement of this theorem.

With all these preparations, we are ready to prove Theorem 1.2.2.

Proof of the Theorem 1.2.2. The first statement of Theorem 1.2.2 is just a consequence of Theorem

### 1.2.3 and 3.3.2.

Let $f \in$ Rat $_{2}$ be rational function with two critical orbits and none of them is preperiodic. Let $g$ be any rational function with $\mu_{g}=\mu_{f}$. Since all exceptional functions are post-critical finite and $f$ is not post-critical finite, $f$ cannot be exceptional. So by Theorem 1.2.7, there are integers $m, n, k \geq 1$, such that

$$
g^{m}=\left(f^{-k} \circ f^{k}\right) \circ f^{n}
$$

By Theorem 3.1.2 and 3.1.3, $f^{-k} \circ f^{k}$ should be $\sigma_{f}$ or the identity map. So it indicates

$$
g^{m}=\sigma_{f} \circ f^{n} \text { or } f^{n} .
$$

By Theorem 3.3.2, there is a generic subset $C \subset \operatorname{Rat}_{2}$, such that for any $f \in C, f^{n}=g^{m}$ implies that $m \mid n$ and $g=f^{n / m}$, and $\mu_{f}=\mu_{g}$ implies that $f^{k}=\sigma_{f} \circ g^{l}$ or $g^{l}$ for some $k, l \geq 1$.

For any $f(z)=\frac{a z^{2}+b z+c}{d z^{2}+e z+r} \in$ Rat $_{2}$, we can write $\sigma_{f}$ down explicitly,

$$
\sigma_{f}(z)=\frac{(a r-c d) z-(b r-c e)}{(a e-b d) z+(a r-c d)} .
$$

There is a free and order two automorphism $\rho$ of $\mathrm{Rat}_{2}$,

$$
\rho: \operatorname{Rat}_{2} \rightarrow \operatorname{Rat}_{2},
$$

given $\rho(f)=\sigma_{f} \circ f$.
Since $\rho$ is an automorphism, $C \cap \rho^{-1}(C)$ is a generic subset of Rat 2 . For any $f \in C \cap \rho^{-1}(C)$ and any $g$ with $\mu_{f}=\mu_{g}$, we have $f^{n}=\sigma_{f} \circ g^{m}$ or $g^{m}$ for some $m, n \geq 1$. If $f^{n}=g^{m}$, then $m \mid n$ and $g=f^{n / m}$. If $f^{n}=\sigma_{f} \circ g^{m}$, then $g^{m}=\left(\sigma_{f} \circ f\right)^{n}$. Since $f \in C \cap \rho^{-1}(C)$, it indicates that $\sigma_{f} \circ f \in C$. So we have $m \mid n$ and $g=\left(\sigma_{f} \circ f\right)^{n / m}=\sigma_{f} \circ f^{n / m}$.

### 3.4 Rational functions with common iterates

In this section, we characterize the condition that two non-exceptional rational functions share an iterate.

Theorem 1.2.3 says that: generally, having the same measure of maximal entropy is the same as sharing an iterate. It is easy to see that two rational functions sharing an iterate should have the same set of periodic points. Conversely, for non-exceptional rational functions, having the same set
of periodic points also guarantees that they share an iterate. However, this is not true for exceptional functions; see Proposition 3.4.2.

Theorem 3.4.1 (restatement of Theorem 1.2.5). Let $f$ and $g$ be non-exceptional rational functions with degrees $\geq 2$. The following statements are equivalent:

1. $f$ and $g$ have some common iterate, i.e. $f^{n}=g^{m}$ for some $n, m \in \mathbb{N}^{*}$.
2. There is some $\varphi$ with degree $\geq 2$, such that $f \circ \varphi=\varphi \circ f$ and $g \circ \varphi=\varphi \circ g$.
3. The maximal entropy measures $\mu_{f}=\mu_{g}$, and $J \cap \operatorname{Per}(f) \cap \operatorname{Per}(g) \neq \varnothing$.
4. $\operatorname{PrePer}(f)=\operatorname{PrePer}(g)$ and $J \cap \operatorname{Per}(f) \cap \operatorname{Per}(g) \neq \varnothing$.
5. $\operatorname{Per}(f)=\operatorname{Per}(g)$.

Proof Theorem 1.2.5. For (1), let $\varphi=f^{n}=g^{m}$. Since $f$ and $g$ are both commutable with $\varphi$, (1) $\Rightarrow$ (2). By Ritt's theorem, non-exceptional commutable rational functions share an iterate; see [36] and also [16]. Since $f$ and $g$ are non-exceptional, $f \circ \varphi=\varphi \circ f$ and $g \circ \varphi=\varphi \circ g$ implies that $\varphi$ is non-exceptional, and $f, g, \varphi$ share an iterate. So (2) $\Rightarrow(1)$.

By Yuan and Zhang's Theorem 1.6 in [40], $\operatorname{PrePer}(f)=\operatorname{PrePer}(g)$ implies that $\mu_{f}=\mu_{g}$. Then we have $(4) \Rightarrow(3)$. Two rational functions sharing an iterate must have the same set of periodic (preperiodic) points and also the same measure of maximal entropy. We have $(1) \Rightarrow(4)$ and $(1) \Rightarrow(5)$.

From Theorem 3.5 in [40] and Theorem 1.2 in [3], it shows that two rational functions sharing infinitely many preperiodic points guarantees they have common set of periodic points. Assume that $\operatorname{Per}(f)=\operatorname{Per}(g)$. Since $\operatorname{Per}(f)$ is not a finite set, $\operatorname{PrePer}(f)=\operatorname{PrePer}(g)$. This shows that $(5) \Rightarrow(4)$.

It remains to show that $(3) \Rightarrow(1)$. The proof is inspired by [31]. Suppose $\mu_{f}=\mu_{g}$, and $J \cap \operatorname{Per}(f) \cap$ $\operatorname{Per}(g) \neq \varnothing$. By passing to some iterates and changing of coordinates, we can assume that 0 is a fixed point of $f$ and $g$, and 0 is in their Julia set. Since 0 is in the Julia set and it is fixed by both $f$ and $g$, then $R(z)=f^{-1} \circ g^{-1} \circ f \circ g(z)$ is locally well defined near 0 . We claim that $R$ is the identity map. Otherwise, since $R$ has multiplier equaling 1 at its fixed point 0 . It determines attracting and repelling flowers near 0 . Suppose that there is some point $x$ near 0 in the Julia set and also in some attracting petal of the flowers determined by $R$; see Section 10 of [33]. Then there is some fundamental domain of $R$ for this petal, which contains some neighborhood of this point $x$. As $\mu_{f}$ is supported in the Julia set, the fundamental domain won't have zero measure. Since $R$ acts on this petal like a transformation (in appropriate coordinate) and $R$ preserves the measure $\mu_{f}$, the $\mu_{f}$-measure of this petal cannot be finite. However, we know that the total mass of $\mu_{f}$ on $\mathbb{P}^{1}$ is 1 , which is a contradiction. So there is no point in the Julia set which is in the attracting petals of the flowers of $R$. Replace $R$ by $R^{-1}$, similarly we see that there is no point in the Julia set which is in the attracting petals of the flowers of $R^{-1}$. As the union of the attracting petals of $R$ and $R^{-1}$ contains a small disc punctured at 0 . The point 0 should be an isolated point in the Julia set of $f$ and $g$. This is impossible, since a Julia set cannot have isolated points. Therefore, $R$ should be the identity map. Which means $f$ and $g$ are commutable. So the third statement implies the first statement.

For exceptional case, we would not have this nice result.

Proposition 3.4.2. Let $f(z)=z^{d_{f}}$ and $g(z)=z^{d_{g}}$, with $d_{f}, d_{g} \geq 2$. Then

$$
\operatorname{Per}(f)=\operatorname{Per}(g) \Leftrightarrow \forall \text { prime } p, p \mid d_{f} \text { iff } p \mid d_{g}
$$

Proof. Assume $p \geq 2$ is a prime number such that $p \mid d_{f}$ and $p \nmid d_{g}$. There are integers $n \geq 1$ and $m$, with

$$
d_{g}^{n}=m p+1
$$

Let $z_{o}=e^{2 \pi i / p}$, we have $f\left(z_{o}\right)=1$ and $g^{n}\left(z_{o}\right)=e^{2 \pi i(m p+1) / p}=z_{o}$. So $z_{o}$ is preperiodic and not periodic for $f$ but it is periodic for $g$, i.e. $\operatorname{Per}(f) \neq \operatorname{Per}(g)$.

Conversely, assume that for any prime number $p, p \mid d_{f}$ iff $p \mid d_{g}$. Let $z_{o}=e^{2 a \pi i / b}$ be a periodic point of $f$ with period $n$, where $a$ and $b$ are coprime integers. Then we have $d_{f}^{n} a / b=a / b+m$ for some integer $m$.

$$
d_{f}^{n} a=a+m b \Rightarrow\left(d_{f}^{n}-1\right) a=m b
$$

So $b \mid\left(d_{f}^{n}-1\right)$, which means that $b$ and $d_{f}$ are coprime integers. Then by previous assumption, $b$ and $d_{g}$ are coprime integers. There is some integer $k \geq 1$ such that $d_{g}^{k} \equiv 1(\bmod b)$, i.e. $d_{g}^{k} a / b=a / b+t$ for some integer $t$. In all we have $g^{k}\left(z_{o}\right)=z_{o}$. So $z_{o}$ is a periodic point of $g$. Consequently, $\operatorname{Per}(f) \subset \operatorname{Per}(g)$. Similarly, we have $\operatorname{Per}(g) \subset \operatorname{Per}(f)$. In all, $\operatorname{Per}(g)=\operatorname{Per}(f)$.

Let $f(z)=z^{2 * 3}$ and $g(z)=z^{4 * 3}$. From the above proposition, they have the same set of periodic points. However, they do not share an iterate, which can be seen from the degrees of them.

There is one more thing I would like to mention here. As we know, for any two rational functions, if the intersection of their sets of preperiodic points has infinitely many points, then they have identical set of preperiodic points. For any two non-exceptional rational functions $f$ and $g$, $|\operatorname{Per}(f) \cap \operatorname{Per}(g)|=\infty$ guarantees that $\operatorname{Per}(f)=\operatorname{Per}(g)$. However, for exceptional polynomials $f(z)=z^{3}$ and $g(z)=z^{5}$, we have $|\operatorname{Per}(f) \cap \operatorname{Per}(g)|=\infty$ and $\operatorname{Per}(f) \neq \operatorname{Per}(g)$ by Proposition 3.4.2, since it is not hard to see that $e^{2 \pi i / 2^{k}}$ is a periodic point for both $f$ and $g$ with any $k \geq 1$.

## CITED LITERATURE

1. L. Ahlfors. On quasiconformal mappings. J. Analyse Math., 3(1953-54), 1-58.
2. R. Avanzi and U. Zannier. The equation $f(X)=f(Y)$ in rational functions $X=X(t), Y=Y(t)$. Compositio Math. 139 (2003), 263-295.
3. M. Baker and L. DeMarco. Preperiodic points and unlikely intersections. Duke Math. Journal. 159 (2011), no. 1, 1-29.
4. I. Baker and E. Eremenko. A problem on Julia sets. Ann. Acad. Sci. Fenn. 12(1987) 229-236. MR 89g:30047
5. A. Beardon. Iteration of rational functions. Graduate Texts in Mathematics 132, Springer-Verlag, (1991). MR 92j:30026
6. A. Beardon. Polynomials with identical Julia sets. Complex Variables 17(1992), 195-200.
7. A. Beardon. Symmetries of Julia sets. Bull. London Math. Soc. 22(1990), 576-582.
8. M. Bridson and A. Haefliger. Metric spaces of non-positive curvature. Springer-Verlag, Berlin, 1999.
9. H. Brolin. Invariant sets under iteration of rational functions. Arkiv for Matematik 6(1965), 103-144.
10. A. Carney, R. Hortsch and M. Zieve. Near-injectivity of polynomial mappings of number fields. Preprint.
11. L. DeMarco and C. McMullen. Trees and the dynamics of polynomials. Ann. Sci. École Norm. Sup. 41 (2008), 337-383.
12. L. DeMarco and K. Pilgrim. Polynomial basins of infinity. To appear, Geom. Funct. Anal.
13. P. Doyle and C. McMullen. Solving the quintic by iteration Acta Math. 163(1989), no. 3-4, 151-180.
14. D. Dumas. Complex projective structures. In Handbook of Teichmüller theory. Vol. II, volume 13of IRMA Lect. Math. Theor. Phys., pages 455-508. Eur. Math. Soc., Zürich, 2009.
15. -. By personal communication with Adam Epstein.
16. A. Eremenko. Some functional equations connected with iteration of rational functions. Leningrad Math. J., 1, 4 (1990), 905-919.
17. P. Fatou. Sur les équations fonctionelles. Bulletin de la Société mathématique de France 47(1919), 161-271.
18. P. Fatou. Sur les équations fonctionelles. Bulletin de la Société mathématique de France 48(1920), 33-94.
19. P. Fatou. Sur les équations fonctionelles. Bulletin de la Société mathématique de France 48(1920), 208-314.
20. J. Fernández. A note on the Julia set of polynomials. Complex Variables 12(1989), 83-85.
21. A. Freire, A. Lopes and R. Mañé. An invariant measure for rational maps. Bol. Soc. Brasil Mat. 14 (1983) 45-62.
22. R. Hartshorne. Algebraic geometry. Graduate Texts in Mathematics 52, Springer-Verlag, Berlin and New York, (1977).
23. J. Hubbard and P. Peter Superattractive fixed points in $\mathbb{C}^{n}$. Indiana Univ. Math. J. 43(1994), no. 1, 3211́C365.
24. G. Julia. Mémoire sur la permutabilitédes fractions rationnelles. Ann. Acad. École Norm. Sup. 39(1922), no. 3, 131 ĺC215.
25. G. Julia. Mémoire sur l'iteration des fonctions rationnelles. In Oeuvres de Gaston Julia. Vol. I, 121-319. Gauthier-Villars, Paris, 1968. Edited by Michel Hervé.
26. S. Kawaguchi and J. Silverman. Dynamics of projective morphisms having identical canonical heights. Proc. Lond. Math. Soc. (3) 95 (2007), no. 2, 519-544.
27. G. Levin. Symmetries on Julia sets. Math. Notes 48, no. 5-6, (1991), 1126-1131. MR 92e:30015
28. G. Levin. Letter to the Editor. Math. Notes vol. 69, no.3, (2001), 432-433.
29. G. Levin and F. Przytycki. When do two rational functions have the same Julia set? Proc. Amer. Math. Soc. 125 (1997), 2179-2190.
30. M. Lyubich. Entropy properties of rational endomorphisms of the Riemann sphere. Erg. Th. and Dyn. Sys. 3, 351-385.
31. M. Lyubich. The dynamics of rational mappings: the topological picture. Usp. Mat. Naul, 41, no. 4, 36-95.
32. R. Mañé. On the Uniqueness of the maximizing measure for rational maps. Bol. Soc. Bras. Math. 14.2 (1983), 27-43.
33. J. Milnor. Dynamics in one complex varibale. Princeton University Press. Third Edition (January 2, 2006).
34. Y. Okuyama and M. Stawiska. Potential theory and a characterization of polynomials in the complex dynamics. Conform. Geom. Dyn. 15(2011), 152-159.
35. B. Osgood and D. Stowe. The Schwarzian derivative and conformal mapping of Riemannian manifolds. Duke Math. J. 67(1992), 57-99.
36. J. Ritt. Commutable rational functions. Trans. Amer. Math. Soc. 25(1923), 399-448.
37. W. Schmidt and N. Steinmetz. The polynomails associated with a Julia set. Bull. London Math. Soc. 27(1995), no.3, 239-241.
38. K. Strebel. Quadratic differentials. Ergebnisse der Mathematik und ihrer Grenzgebiete (3), 5. Springer-Verlag, Berlin, 1984.
39. S. Ushiki. Julia set with polyhedral symmetry. Dynamical systems and related topics (Nagoya, 1990), 515-538, Adv. Ser. Dynam. Systems, 9, World Sci. Publ., River Edge, NJ, 1991.
40. X. Yuan and S. Zhang. Calabi-Yau Theorem and Algebraic Dynamics Preprint.
41. H. Ye. The Schwarzian derivative and polynomial iteration. Conform. Geom. Dyn. 15(2011), no. 113-132.
42. H. Ye. Rational functions with identical measure of maximal entropy. Preprint.

## VITA

## Contact

Hexi Ye

322 Science and Engineering Offices (M/C 249)

851 S. Morgan Street, Chicago, IL 60607
yehexi@gmail.com

## Education

- PH.D in Mathematics, University of Illinois at Chicago.
- M.S. in Mathematics, University of Illinois at Chicago. 2009
- B.S. in Applied Mathematics, University of Science and Technology of China, China.


## Work Experience

- Teaching Assistant or Research Assistant at University of Illinois at Chicago

Chicago, IL, USA, 2007.8-2013.6

## Publications

1. Critical bifurcation measures on curves, with Laura DeMarco and Xiaoguang Wang. Preprint, 2013.
2. Rational functions with identical measure of maximal entropy.

Submitted for publication, 2012.
3. Finiteness of commutable maps of bounded degree, with Chong Gyu Lee.

Submitted for publication, 2012.
4. The Schwarzian derivative and polynomial iteration.

Conform. Geom. Dyn., 15 (2011), 113-132.

