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SUMMARY

Photoreceptor cell degeneration due to disease may lead to loss of visual acuity. With the

recent availability of adaptive optics (AO) and spectral domain optical coherence tomography

(SD-OCT) imaging systems, it is now possible to image the retina at the cellular level. Many of

the challenges involved with retinal image analysis are due to the low contrast and system noise

observable in the images. Photoreceptor cell regularity and the integrity of the photoreceptor

segment junction layer are studied as the photoreceptor cells play a fundamental role in human

vision. The goal of this research is to develop automated methods which can provide qualitative

and quantitative metrics that aim to describe the state of healthy or diseased retinas. We

present a novel framework which can potentially link the observations made in AO retinal

images with those made in SD-OCT en face retinal images. In our preliminary work, we

focus on photoreceptor cell regularity estimation by the quantification of cells in AO retinal

images of the human eye. The issues addressed include low contrast images as well as varying

cellular packing arrangement within a single image. We initially developed a content-adaptive

filtering method which analyzes image frequency content in the spatial domain using intensity

profiles of the image to identify photoreceptor cells. To account for false positive detection

due to noise, we describe an image model in the frequency domain using a windowed, two-

dimensional (2D) lattice of pulses which represent the cells and characterize the frequency

content as decaying frequency domain pulses on the reciprocal lattice. This model uses a

small-extent, block-based, 2D Discrete Fourier transform (DFT) to obtain the parameters of
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SUMMARY (Continued)

an adaptive, circularly-symmetric band-pass filter that is applied to the image to extract the

underlying cellular structure and remove high and low frequency contamination. Our automated

results of cell detection compared well with manual results on computer-generated test and

retinal images. There is a strong association between the integrity of the ISOS layer and

the photoreceptor health. We therefore developed a method for pathology segmentation in

fluorescein angiograms as test images, and en face retinal images of the ISOS layer of patients

with age-related macular degeneration and diabetic retinopathy. We develop a level-set method

based on the classical Chan-Vese model and exploit a priori knowledge of the shape and intensity

distribution, allowing the use of projection profiles to detect the presence of pathologies. Our

method provides improved speed and reliability in the segmentation which may fail in classical

algorithms with an incorrect choice of initial contour.

It was of interest to analyze all retinal cell layers in an en face manner, to investigate if

pathologies in an overlying retinal layer could cause artifacts or shadows to appear on the ISOS

layer. In this case, the pathology that appears to be on the ISOS layer would be due to optical

factors. If however the pathology on the ISOS layer is unrelated to overlying pathology, it

would be indicative of neural dysfunction. We develop a level-set method that incorporates

shape priors, defined by Fourier descriptors, to guide the evolution of the curve towards objects

matching a target shape. We apply our method to en face images representing seven layers of

the retina. The level-set function is defined such that it evolves across the layers and adapts

to the pathologies present in the image. In order to determine the origin of pathology, we

measure the co-localization across overlapping layers. We show how our method overcomes the

xv



SUMMARY (Continued)

common problems encountered by other proposed level-set models by comparing our method

to a well-known distance-regularized method which does not use shape priors. The comparison

clearly shows how use of our method is more effective due to the incorporation of Fourier-based

shape priors.
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CHAPTER 1

INTRODUCTION

1.1 Overview and motivation

Photoreceptor cells are light-sensitive cells which convert light energy into electrical signals.

These electrical signals are interpreted by the brain enabling us to “see.” Various retinal dis-

eases, such as age-related macular degeneration (AMD) and diabetic retinopathy (DR), cause

photoreceptor cell degeneration in the retina and may lead to severe loss of visual acuity. The

photoreceptor cells are located on the inner segment outer segment (ISOS) junction layer. Dis-

ruption of this layer is an important predictor of visual acuity in patients with diseased eyes.

Death of the photoreceptor cells leads to the death of the ISOS layer in the retina, resulting in

vision loss [5, 10–15].

The goal of this research is to develop automated methods which can provide qualitative

and quantitative metrics that aim to describe the state of healthy or diseased retinas. The

motivation behind our work is that common and widespread retinal diseases are the principal

causes of blindness. Tools need to be developed which provide accurate results of large data-sets

in a timely manner [16, 17].

1.2 Summary of contributions

Automated photoreceptor cell density estimation in high-resolution retinal images generated

by adaptive optics (AO) imaging systems is important due to its potential for screening and

1
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diagnosis of diseases that affect human vision. A drawback in recently reported photoreceptor

cell density estimation methods is that these methods require user input of cell structure pa-

rameters [4, 5, 18–22]. This dissertation introduces a method that overcomes this shortcoming

by using content-adaptive filtering (CAF)[23]. In this method, the image frequency content

is initially analyzed using intensity profiles in the spatial domain to design a customized filter

with a passband. This filter is applied locally in blocks to emphasize cell structures suitable

for subsequent processing. As retinal cells are circular in nature and have no preferred ori-

entation, the McClellan transform is ideal to design the circularly symmetric bandpass filter.

The automated filter design eliminates the need for manual determination of cell structure pa-

rameters, such as cell spacing. Following the preprocessing step, the image is binarized and

the cell density is estimated from the binarized image. Photoreceptor cell estimates using this

automated procedure are found to be comparable to manual estimates (gold standard). The

new method when applied to test images as well as to actual retinal images with variable cell

spacing shows overall improved performance when compared with previously reported methods

requiring user-supplied input.

A potential drawback of measuring photoreceptor density in the spatial domain is that the

intensity profiles can be greatly affected by the presence of noise. Peaks in the profile, which

may be representative of noise, may be incorrectly identified as cells. In order to overcome

this possible limitation, we analyze the cone mosaic in the frequency domain. We describe an

image model using a windowed two-dimensional (2-D) lattice of pulses which represents the cells

and characterizes the frequency content as decaying frequency domain pulses on the reciprocal
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lattice [24]. Based on this, we propose a novel method for detection of cone photoreceptor

cells by analyzing the discrete-space Fourier transform (DSFT) of AO retinal images. This

method uses a small-extent, block-based, 2D Discrete Fourier transform (DFT) to determine

cell frequency content in order to obtain the parameters for an adaptive, circularly symmetric

band-pass filter that is applied to the image. The filter extracts the underlying cellular structure

and removes high-frequency noise as well as very low frequency contamination manifested as

slow intensity variations in the image. We test the robustness of our method by applying it to

images corrupted by noise as well as to images which have been artificially manipulated so that

cell structure appears different. Subsequent detection yields an automated cell estimate that

compares well with actual and manual estimates on test and retinal images and demonstrates

the accuracy of the method.

Retinal degeneration due to disease ultimately results in the death of the photoreceptors

and leads to the death of the inner and outer segment layers in the retina [5, 11–15]. It is

therefore desirable to develop automated segmentation techniques to identify lesions in retinal

images in order to reduce the inter-observer variability as well as the manual segmentation

effort and time. We investigate the segmentation of pathologies in fluorescein angiograms and

en face retinal images in patients with AMD and DR by building upon the level-set method

based on the classical Chan-Vese model [25]. Image acquisition is performed during different

patient visits to observe the changes in pathology over time as a result of treatment. We explore

an improved method for pathology segmentation in retinal images which automatically isolates

the pathology for contour placement as opposed to manually specifying the location of the
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initial contour randomly. This is accomplished by exploiting a priori knowledge of the shape

and intensity distribution of the pathology which allows the use of projection profiles to detect

the presence of lesions characterized by abrupt intensity differences with surrounding areas in

retinal images. The method is shown to provide improved reliability in the segmentation which

may fail in classical algorithms with a random choice of the initial contour. As the initial

contour encloses the region of interest on the first iteration, a segmentation result is obtained

with reduced number of iterations and the speed of convergence is improved. The results of

this study indicate a strong relationship between the integrity of the ISOS junction layer and

visual acuity. Pathologic regions observed in the ISOS en face image indicate areas of cell death,

which appear as dark patches in AO retinal images.

We extend our research by including in our analysis the en face images of seven layers of the

retina. A wealth of information is available upon examining the cell layers in conjunction with

one another and by observing how the pathologies flow from one layer to the next. Analysis of

the ISOS layer individually is insufficient to conclude the origins of the disease and the extent

to which the disease has progressed. By including multiple layers in our study, we are able to

provide insight as to how abnormalities in the upper layer of the retina are represented in the

ISOS layer. The level-set approach is used for a preliminary analysis and this approach proves

useful when segmenting pathologies across multiple layers. We develop a level-set model that

uses Fourier descriptor based shape priors to specify a target shape. During the application of

our method, the final level-set function obtained for a given image is used as the initial level-

set function for the image in the subsequent layer. In this way, the segmentation appears to



5

flow across the images and the problem of specifying an initial contour is seamlessly handled,

as pathologies tend to be grouped in the same region. Use of Fourier descriptors allows for

the definition of target shapes which are invariant to rotation, scale, and translation. Metrics,

such as the area of the pathologies and their centroids, are obtained and are used to determine

whether the pathologies visible on the ISOS layer are neural or optical in nature. Neural

pathologies occur directly on the ISOS layer and indicate photoreceptor disruption. Areas in

the retina where the integrity of the ISOS layer has been compromised would appear as black

patches on the corresponding AO image, indicating regions of photoreceptor cell death. In the

case of optical pathologies, abnormalities appear in the inner retinal layers, and cause optical

effects such as shadowing on the ISOS layer. Given the proper treatment, these abnormalities

in the inner retinal layers can be removed, thus restoring the high reflectivity and integrity of

the ISOS layer. By understanding how disease affects the layers of the retina, correlations can

be constructed between the integrity of the ISOS layer and photoreceptor density, as studies

have shown that a loss of the photoreceptor mosaic in the AO images are comparable with the

area of the ISOS disturbance in OCT images [26].

1.3 Organization of dissertation content

This dissertation is divided into 7 chapters. In chapter 2, background information on the

retina and retinal imaging systems including previous work done is given. In Chapter 3, we

discuss the photoreceptor cell density estimation methods in adaptive optics images. Chapter

4 outlines our work on frequency domain analysis of the cone mosaic in AO images. Chapter

5 discusses our work on a level-set model for segmenting pathologies in en face retinal images.
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In Chapter 6 we share some discoveries made by measuring features of pathologies in patients

with neo-vascular AMD. We close with a discussion and conclusions in Chapter 7.



CHAPTER 2

BACKGROUND ON RETINAL IMAGING SYSTEMS AND IMAGE

ANALYSIS TECHNIQUES

2.1 The human retina

The retina is the light sensitive tissue of the eye and it is made up of stacks of several neuron

layers, which scatter light weakly. The function of the retina is to convert the light incident on

it into electrical signals which are consequently transmitted to the brain. Approximately 80%

of sensory information in humans is considered to be of retinal origin. This is a small indication

of the importance of retinal function in human interactions with the outside world. There are

up to ten layers of the retina, and each layer is highly complex and specialized in order to

meet the requirements of the different regions of the retina [3, 22, 27]. Figure 2.1 shows the

arrangement of nine layers of the retina.

The general histological organization of the eye consists of the following major layers: reti-

nal pigment epithelium (RPE), inner-segment/ outer-segment (ISOS) junction layer, external

limiting membrane (ELM), outer nuclear layer (ONL), outer plexiform layer (OPL), inner nu-

clear layer (INL), inner plexiform layer (IPL), and nerve fiber layer (NFL). In each eye, the

retinal pigment epithelium (RPE) layer contains about 3.5 million RPE cells, which create a

barrier between the outer retina and its blood supply. This barrier helps to control the extra-

cellular environment and maintain the function of the outer retina. It also helps in reducing

7
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backscattering of light which enters the eye. The ISOS layer, also known as the photoreceptor

layer, contains the rod and cone cells which are tightly packed together into a single layer of

photoreceptor cells. These cells consist of an inner segment (mitochondria) and an outer seg-

ment (photopigment). The outer nuclear layer (ONL) contains the nuclei of the photoreceptor

cells. In the outer plexiform layer (OPL), important initial processing steps occur in the retina:

photoreceptor cells of the ONL form connections with cells of the inner nuclear layer (INL) such

that signals can be transmitted across layers. The INL is home to the nuclei of multiple types

of cells. The inner plexiform layer (IPL) is the second retinal processing layer that consists of

connections amongst several different types of cells. The nerve fiber layer (NFL) consists of

expansions of fibers of the optic nerve, which transmits visual information from the retina to

the brain [3, 28].

The sensors of the visual system are the rod and cone photoreceptor cells [3]. A typical

cone photoreceptor cell appears in an image with high intensity in the center and this intensity

gradually reduces as the distance from the center of the cell increases, much like a point-spread

function. The human cones are packed most tightly in the foveal center, with the number of

cones in a healthy retina averaging 4.6 million, and the packing density rapidly decreases with

increasing eccentricity of the eye [29, 30].

The ISOS junction is one of the layers of the retina which specifically represents photorecep-

tor cell integrity. Degenerative and systemic diseases, such as age-related macular degeneration

(AMD) and diabetes can alter the cellular structure of the retina, thereby causing altered vi-

sual function [31, 32]. Several studies have shown that given a diverse set of retinal pathologic
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Figure 2.1. Structural detail of retinal layers [3].

conditions, a disturbance of the photoreceptor cells correlates with poor visual outcome. The

wellness of the ISOS layer has therefore been identified as a fundamental component in influenc-

ing visual acuity in eyes. Dystrophy of this layer has been observed in eyes with conditions such

as retinal detachment, macular hole, and AMD [10, 31]. The high resolution imaging provided

by advances in adaptive optics (AO) technology allows for direct observation of individual cone

photoreceptors as well as for the visualization and description of retinal substructures in the liv-

ing human retina [21, 33–39]. The integrity of the photoreceptor layer can also be evaluated by

examining the ISOS junction using spectral domain optical coherence tomography (SD-OCT)

[10].

2.2 Adaptive optics for retinal imaging

The human eye functions primarily as a lens and contains many optical defects, regardless

of whether it is a healthy eye or not. These imperfections stem primarily from the blurring
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caused by aberrations in the retina and limit the resolution at which the retina can be imaged,

thus making direct observation of individual cells on the retina infeasible. With the help of

adaptive optics (AO) however, the aberrations can be compensated for in real-time and thus

lead to appreciably sharper images [7, 27, 40–47]. The high resolution provided by advances in

AO technology enables us to clearly obtain the structure and distribution of the retina at the

cellular level. It allows for direct observation of individual cone photoreceptors in the living

human retina which, along with other cellular structures, can be imaged due to their high

reflectance and contrast [21, 48–52]. In healthy eyes, the photoreceptors reflect incident light

from the ISOS junction and bright spots in the AO image represent a dominant reflection from

an individual photoreceptor cell [53]. The two main components to an AO system are: a) a

wave-front sensor for shape detection of the wave-front of the optical system of the eye and b)

a correcting component that compensates for the wave-front aberrations. The aberrations can

be corrected for once the wave-front has been measured, thereby providing superior resolution

and contrast in retinal imaging. Correction is most commonly done by a deformable mirror

which consists of a flexible reflective layer which is supported by an array of actuators that

deform the mirror to the necessary shape in order to correct the wave-front aberration [54–57].

Figure 2.2 shows an example of the photoreceptor cone mosaic before correction (left), and after

correction (right).
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Figure 2.2. Photoreceptor images without AO correction (left) and with AO correction
(right).

2.3 Spectral domain optical coherence tomography (SD-OCT) for en face retinal

imaging

Optical coherence tomography (OCT) is a promising optical imaging technique that has

many applications in biomedical research as well as in clinical medicine. OCT aides in the

diagnosis and follow up of diseases as it can provide detailed images of retinal diseases such as

diabetic retinopathy (DR), glaucoma, and AMD. In particular, the junction of the ISOS layer

of the photoreceptors has been visualized on SD-OCT B-scans [33, 58–61]. Three-dimensional

(3-D) OCT retinal images are composed of a series of cross-sectional scans (B-scan) from top

to bottom (in the z-x plane, as shown in Figure 2.3 )of the scanning region on the retina.

Each B-scan consists of certain number of high-resolution one-dimensional (1-D) scans known

as A-scans [34]. 3D-OCT data sets are large and they require the analysis of numerous cross-

sectional images to identify delicate structural changes. Visualization methods which rapidly
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Figure 2.3. Generation of en face images from 2D B-scans.

identify ISOS junction pathologies are needed [62]. It is helpful to display 3D-OCT data in an en

face manner. En face retinal imaging is an emerging imaging technique derived from SD-OCT.

En face images are frontal scans generated from SD-OCT scans and produce layer-by-layer

views of the retina. The en face fundus image, which is generated by axial summation of 3D

OCT data, can be correlated with fundus photography and fluorescein angiography (FA). This

technique selectively displays specific depth ranges in the retina, thus enhancing the contrast

of retinal structure alterations [16, 63].

The ISOS en face images generated from normal subjects show clear visualization of the

retinal structures. In patients with AMD the en face images display non-uniform texture,

signifying topographic changes in the ISOS layer [33]. Using the powerful imaging capabilities
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Figure 2.4. ISOS en face images of healthy eye (left) and diseased eye (right).

Figure 2.5. Six spectral-domain optical coherence tomography images through the fovea
showing photoreceptor inner segment/outer segment (ISOS) junction layer disruption in
patients with diabetic macular edema. The arrowheads correspond to ISOS junction.
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of AO and SD-OCT, retinal cell layers and substructure visualization has been greatly improved

and can therefore be used for detection and monitoring of a variety of retinal diseases [33, 64].

Figure 2.4 and Figure 2.5 show en face and B-scan images of patients with AMD and DR,

respectively.

2.4 Previous work done on retinal image analysis

Automated counting and analysis of photoreceptor cells in high-resolution retinal images

generated by an AO imaging system is important due to its potential in screening and diagnosis

of diseases that affect human vision. Certain diseases cause the death of photoreceptor cells.

Thus, the accurate and automatic quantification of these irregularities is important as it can

aid in the detection, diagnosis, and follow-up of early cone dystrophy [22, 53]. A great deal of

research has been done on different cell counting methods, and most of the methods are based on

the specific properties of the cell to be counted. A drawback in recently reported photoreceptor

cell counting methods is that they require user input of cell structure parameters. We review

the work done by some principal groups on cell density estimation.

2.4.1 Photoreceptor regularity determination

In the method developed by Li et al [18], the images are first preprocessed using unsharp

masking to remove low frequency spatial variations while retaining higher frequencies that rep-

resent the cells. After noise removal, the images are binarized to extract the cells. Morphological

dilation is applied to the binarized image by applying a mask with the window size equal to

the minimum cell spacing. The minimum spacing between cells is a parameter which must be

manually estimated.
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Chui et al [6] used a routine similar to the one described in [18]. As the photoreceptor cone

mosaic includes a wide range of cone spacings, they included in their algorithm a filter that

uses three different filter sets; one for large, medium, and small cone spacings. The human

operator chooses the filter sets for the particular region in the retinal image which is being

analyzed. In [4] the authors used an automated cone photoreceptor counting algorithm which

first corrects for a non-uniform image background. Their methodology included morphological

operators and a centroiding algorithm for the initial approximation of cone locations. The

estimated cone locations are then filtered to provide a final cell count. The filter parameter

is determined according to the eccentricity and requires some manual input. Results for their

method are shown in Figure 2.6.

Xue et al [5] developed a histogram-based method for quantifying the density of cone pho-

toreceptor cells. In their method, a difference image is obtained by first processing the original

image with a Gaussian low-pass filter and subtracting the smoothed image from the original.

Cells are detected by raster scanning the difference image and searching for pixels with intensi-

ties in a specified range. The spacing between cells is manually determined and used as input

to the algorithm. Each time a pixel with intensity in the specified range is found, a region with

dimensions equal to the predetermined spacing is marked to represent a detected cell. The

steps of their algorithm are shown in Figure 2.7.

In [21] the authors estimate the density of cone cells by using an adaptive sampling window

where the window size is adjusted to contain a fixed number of cones. Loquin et al [22] develop

an algorithm based on a recursive construction of connected components which are thresholded
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Figure 2.6. Photoreceptor density estimation by Mujat et al [4].

Figure 2.7. Photoreceptor density estimation by Xue et al [5].
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when the seeds of the recursions are the regional maxima of the image. The outcome of

the algorithm is a labeling of the AO image which is then used to segment the image with

a marker-controlled watershed algorithm. As the images may vary according to acquisition

conditions or the presence of disease, the authors included an interactive technique to tune

certain parameters. The physician is therefore the judge of the best trade-off between cones

which are correctly and incorrectly detected. Although the afore-mentioned methods provide

results which are close to the expected results, nearly all of them require some user intervention

to input cell-specific parameters. Difficulties in automation stem from variability in cell-spacing

across a single image. Other challenges arise during imaging acquisition due to system noise as

well as due to motion blur when the patient blinks or moves his or her eye. We have developed

photoreceptor cell density estimation methods for both the spatial domain and the frequency

domain [23, 24]. In our method, we use a circularly symmetric band-pass filter in which the

parameters are automatically determined and in which the cellular structure is visualized clearly,

thus facilitating cell density quantification and eliminating the need for user-intervention.

2.5 Level-set segmentation and analysis of images

The purpose of image segmentation is to partition an image into meaningful areas. There

exists a great deal of literature on image segmentation algorithms using level-sets. The pop-

ularity of level-set methods as a general framework for image segmentation has been growing

[65–74]. As the level-set evolution depends on forces computed from local image data, a com-

mon drawback of existing level-set algorithms is that the final result is highly dependent on

contour initialization. In addition, since partial deferential equations are solved to promulgate
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the initial contour towards the boundary of an object, they can be computationally expensive

[66, 67].

Cremers et al [75] propose a novel approach based on a level set formulation of the Mumford-

Shah functional [76] with shape priors. They include a labeling function to indicate image

regions where it is favorable to enforce the shape prior. By doing so, various objects can be

segmented and familiar shapes can be differentiated from non-familiar ones.

Chan et al [68] build upon the work of Cremers et al [75] by allowing translation, scaling

and rotation of prior shapes, thereby overcoming the problem of unknown locations, poses, and

sizes of objects.

Since the Chan-Vese model [2] may not work well on some shapes, Huang et al [69] use a

manually defined shape model to perform segmentation. The Chan-Vese model [2] is applied

to obtain an initial segmentation, after which shape models are defined using the results from

initial segmentation. Once the initial shape is modeled, they estimate the location and the

size of the segmented shape region to dynamically adjust the shape model and incorporate the

model into the Chan Vese energy minimizing function [2, 69] .

Liu et al [70] propose a level-set method to segment the prostate in magnetic resonance

imaging (MRI) images for the analysis of prostate cancer. They develop an unsupervised

method based on level-set with shape priors to segment the prostate from multispectral MR

images that do not require training. As MR images are prone to noise and as the prostate

anatomy is complex, the authors must deal with noisy images in which boundaries are not

clearly defined. Therefore they assume that the prostate shape is elliptical and they find an
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ellipse which fits the prostate region to initiate the level-set and constrain the level-set evolution.

The prostate boundary is then found by applying the level-set method with shape priors [70].

In many level-set models, shape and image energies have been proposed that include weight-

ing factors to balance the importance of the energies in the segmentation process. More often

than not, the weights must be empirically tuned to find the best fit. In order to overcome this

problem, Chen et al [71] base the energy on regional intensity distributions and show that the

image and shape energy are approximately the same magnitude, therefore ruling out the use

of tuned weighting factors. They apply their technique to challenging pelvis CT scans with

appreciable results.

The recognition of aircrafts in high resolution satellite images has many useful applica-

tions. However due to the complexity of the foreground and background, pixel-based methods

for recognition usually do not work. In order to overcome these complications, Liu et al [77]

integrate shape priors into the segmentation process using a coarse to fine approach for seg-

mentation of aircrafts. In the coarse stage, the pose of the aircraft is estimated using template

matching. In the fine stage a parametric shape model is derived using methods to reduce the

problem dimensions whilst retaining a good sample space description. A combination of region

information and shape priors is used to segment the aircraft using a level-set method and the

parameter results from the segmentation are employed to recognize the aircraft.

Although Chan and Vese [2] suggest using multiple initial conditions, doing so is not always

feasible and often increases the computational complexity of the problem. Yingjie et al [72]

therefore introduce a method to determine an appropriate initial contour that can speed up
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the evolution of curves and lead to appreciable segmentation results when applied to medical

images.

As medical images tend to be prone to noise and have objects with weak edges, Yang et

al [73] formulate a new speed function for the conventional level-set method by incorporating

statistical region information into the fundamental level-set model to improve the robustness of

the segmentation of such corrupted medical images. Their method has advantages over classical

level-set algorithms in the case of images with weak or fuzzy edges.

When segmenting moving objects from a sequence of images, one must use the appropriate

segmentation methods which can deal with motion and shape deformations. Fundana et al [74]

found that the placation of active contours for image sequence segmentation gives promising

results. They therefore propose a level set method which minimizes an energy functional that

contains the standard Chan-Vese [2] functional as well as an interaction term which uses the

segmentation results of the previous frame to be used as a shape prior for the current frame.

They apply their method to real and synthetic image sequences with promising results.

In the analysis of microscopy images, one of the major challenges is the segmentation of

thousands of densely packed cells which have varying sizes and orientations and which often

overlap. Large variations in intensity across the image acquired during the acquisition process

complicate the problem further. Gelas et al [31] address these complications by incorporating

a spatial intensity model of cell nucleus into the Chan-Vese model [2] to aid cell segmentation

from microscopy datasets. The intensity distribution of cell nuclei is modeled as a Gaussian

distribution with constant intensity background. The method when applied to a variety of
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microscopic data yields experimental results which validate the effectiveness of the proposed

method .

Traditional level-set and active contour models often do not give promising results when

segmenting livers from MR images as a result of the noise and low gradient response of the

liver boundary. The leakage and over-segmentation problems are overcome by Cheng et al [78]

by using a novel level set based variational approach which incorporates shape prior knowledge

into the Chan-Vese model [2] to be used for liver segmentation from MR images. Statistical

methods are used to acquire the shape priors and the training process allows prior shape to be

placed independently of the position of the region of interest.

In [67], the authors proposed a multi- resolution approach that uses wavelets. They improve

the convergence speed by using a coarse resolution for curve initialization as the coarse resolution

contains strong edges for the object to be segmented. In [79] the authors add to the Chan-Vese

model [2] a restriction item that is a non-linear heat equation with balanced diffusion rate to

eliminate the re-initialization procedure. In [80] the authors present a new level-set method

which combines the average values of global regions and local boundary information to detect

lung nodules in CT images. In [81] the authors extend the Chan-Vese level-set [2] for ultrasound

image segmentation. Their method introduces a wavelet multi-resolution analysis to create an

edge representing mask to spot edge information in the image. In [82] the authors propose

methods which do not require solutions of partial deferential equations and are therefore fast.

The method uses region information to guide the evolution of initial curves.
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In most of these methods, specifically the methods which use the Chan-Vese model [2] as a

foundation, the placement of the initial contour can have a significant effect on the segmentation

outcome. In some applications, the introduction of shape priors can facilitate the segmentation

outcome as those objects which match a target shape are segmented. There are many methods

by which shape can be introduced. We include in our literature survey those models which

incorporate Fourier descriptors as part of the level-set segmentation process as we have found

Fourier descriptors to be an effective way to compactly represent boundary information. Yang

et al [83] propose a novel curve matching energy function to measure shape similarity between

a target and test object. They use elliptic Fourier shape descriptors to represent the contour

of human shapes, which are to be recognized from a sports dataset, and this contour is used

as a shape prior to guide the curve evolution. A training data-set of contours is used as a

template to determine the category of an unknown image based on matching. Prisacariu et

al [84] present a method for finding nonlinear shape manifolds and use them as shape priors

in level set based segmentation and tracking. They also represent shapes with elliptic Fourier

descriptors and a latent space is learned by building the elliptic Fourier descriptors for the

set of training contours and finding their low dimensional manifold. Charmi et al [85, 86] use

Fourier-based shape alignment to incorporate geometric shape prior into snakes as well as into

region-based active contours. Prior knowledge is obtained by using a reference shape which is

used to define a new energy term obtained through a Fourier-based shape alignment.

Our work has a flavor that is similar in nature to the work done by Charmi et al [86]. In

our work we use the Fourier coefficients of a polygonal curve obtained from actual pathologies
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visible in the en face retinal images to represent shape priors which guide the curve evolution

process. We compute an averaged pathology image from a number of actual pathology images

by averaging the Fourier transforms of the images. A polygonal curve is obtained from this

averaged image and is used as the target shape during the segmentation process. We use a subset

of the Fourier descriptors which provides several benefits. It reduces the amount of computation

required as the full set of coefficients are not being used. In addition, it automatically introduces

some degree of smoothness during the segmentation process as the lower order coefficients

contain basic structural information and the higher order coefficients that correspond to finer

detail. The novelty of Charmi’s method [86] method lies on the definition of a Fourier-based

alignment energy function defined by curvature to measure the shape similarity between a

target curve and an evolving curve. We focus our study on the description of shape priors using

Fourier descriptors to simulate pathologies occurring in the human retina. The shape signatures

are derived using the centroid distance function. We obtain and observe the segmentation of

pathologies visible in en face images generated for seven layers of the retina and attempt to

analyze the progression or recession of disease as the pathologies take shape and grow or shrink

across the layers.



CHAPTER 3

PHOTORECEPTOR CELL REGULARITY ANALYSIS IN ADAPTIVE

OPTICS RETINAL IMAGES

3.1 Introduction

Imaging of the retinal tissue of the eye is necessary for the diagnosis and treatment mon-

itoring of many retinal diseases. However, aberrations in the optics of the human eye impose

limits on the resolution at which the retina can be imaged. Adaptive optics (AO) provides

retinal imaging at cellular levels and allows the visualization of the cone photoreceptor cell

mosaic in human eyes. Measurement of photoreceptor cell density has the potential to play an

important role in screening and diagnosis, as well as in the understanding of the retinal disease

pathophysiology. Therefore, the automated analysis of photoreceptor cells in AO retinal im-

ages is needed to provide quantitative information on cell density under normal and diseased

conditions since manual counting of cells is infeasible when a large number of images have to

be processed [5, 6, 18]. A drawback in recently reported photoreceptor cell counting methods is

that they require user input of cell structure parameters. We develop a method that overcomes

this shortcoming by using content-adaptive filtering (CAF). In this method, image frequency

content is initially analyzed to design a customized filter with a passband to emphasize cell

structures suitable for subsequent processing. The McClellan transform [1] is used to design a

bandpass filter with a circularly symmetric frequency response since retinal cells are circular in

24
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nature and have no preferred orientation. The automated filter design eliminates the need for

manual determination of cell structure parameters, such as inter-cell spacing. Following the pre-

processing step, cell density estimation is performed on the binarized filtered image by finding

regional points of high intensity. Photoreceptor cell estimates using this automated procedure

were found to be comparable to manual counts (gold standard). The proposed method when

applied to computer-generated test images as well as to retinal images showed overall improved

performance when compared with previously reported methods requiring user-supplied input.

3.2 Spatial domain analysis of cone mosaic in AO retinal images

We have developed a spatial domain, content-adaptive filtering (CAF) method that uses

band-pass filtering to uncover cellular structure whilst removing very high noise and very low

frequency variations [23]. The CAF cell count estimation method consists of two major steps:

(i) design of a customized bandpass filter using the McClellan transformation [1] which is used

for image preprocessing and (ii) threshold-based image binarization and cell density estimation.

We will first outline the image acquisition process.

3.3 Image acquisition

Retinal images were acquired in a visually normal subject using a bench-top adaptive optics

retinal imaging system consisting of 3 main components: wavefront sensing, wavefront error

correction, and retinal imaging. For wavefront sensing, a spatially filtered collimated 780 nm

laser diode entered the eye and was focused onto the retina by the optics of the eye. Light

reflected from the retina created an aberrated wavefront at the pupil plane. The wavefront was

sampled with a lenslet array positioned at a plane conjugate with the pupil of the eye. The
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lenslet consisted of a 65x65 array of lenses, each with a focal length of 24 mm and a diameter of

400 µm. The resulting image (640x480 pixels, 8-bit) comprised a two-dimensional (2D) array of

spots and was acquired at 30 Hz by a charge-coupled device (CCD) camera. For wavefront error

correction, a micro-electromechanical system (MEMS) deformable mirror (DM) was placed at

a plane conjugate with the pupil of the eye. The DM was 4.9x4.9 mm2 and consisted of a

12x12 array of elements with 0.45 mm spacing and a stroke of 6 µm. During AO correction,

closed loop control of the DM minimized the wavefront error in 20 iterations with a gain of 0.2.

For retinal imaging, a flash lamp illuminated the retina and a second CCD camera acquired

a retinal image (1600x1200 pixels, 8-bit) after AO correction [87]. The use of AO resulted

in improvement in the resolution and contrast of retinal images, allowing visualization of the

photoreceptor cell mosaic. A central portion of the retinal image was cropped and contrast

enhanced by stretching intensity values between 0 and 255. The images were analyzed using

the CAF algorithm and the methods proposed by [5] and [6], which will hereafter be referred

to as the histogram and threshold methods, respectively. The counting methods were applied

to a retinal image from a human subject. Images with 5 different cell spacings were generated

by scaling the original retinal image 1 to 2 times in increments of 0.25.

3.4 Cell density estimation using content-adaptive filtering (CAF)

The CAF cell density estimation method consists of two major steps: (i) design of a cus-

tomized bandpass filter using the McClellan transformation [1] and preprocessing the image

with this filter and (ii) threshold-based image binarization and cell count estimation. In this
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section we describe these two steps and provide a brief description of the histogram and thresh-

old methods used for comparison with the CAF method.

3.4.1 Bandpass filter design using the McClellan transform [1]

The cell information content of interest is mainly confined to a bandpass frequency region. A

circularly symmetric 2D bandpass filter is designed in the CAF method to selectively pass only

frequencies corresponding to the cell information content in the image. The parameters of the

filter are chosen such that enough bandpass information is retained to capture cells of different

shapes and sizes. The effects of slow-varying illumination are filtered with a lower stop-band

and the high frequency noise corresponding to insignificant cell content or noise is removed

with an upper stop band. The cut-off frequencies are chosen by an automated procedure for

assessing the frequency content using horizontal and vertical image intensity profiles. The 2D

circularly symmetric filter is conveniently designed by applying the McClellan transformation

to a one- dimensional (1D) prototype filter [1] .

For several years, optimization algorithms have been developed to solve design problems

related to finite-duration impulse response (FIR) digital filters. FIR digital filters have certain

properties which make them popular for digital signal applications. Parks and McClellan de-

veloped a lowpass approximation of the desired response on two disjoint intervals; the passband

and the stopband [1]. This approximation uses the Remez exchange algorithm and Cheby-

shev approximation theory to design filters with an optimal fit between the desired and actual

frequency responses.
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Consider a 1D filter with impulse response g[n] and duration N . The frequency response

G(ejω) of the 1D filter can be written in the form

G(ejω) =

M∑
n=0

b(n) cos(nω). (3.1)

where M = N−1
2 , b(0) = g(M), and b(n) = 2g(M − n), n = 1, 2, ...,M . A 2D digital filter

with an impulse response h(k, p), k = 0, 1, ..., N1−1; p = 0, 1, ..., N2−1 has a frequency response

defined by the 2D Fourier transform:

H(ejω1 , ejω2) =

N1−1∑
k=0

N2−1∑
p=0

h(k, p)e−j(kω1+pω2). (3.2)

If the impulse response is symmetric:

h(N1 −m− 1, p) = h(m, p),m = 0, 1, ..., n1 =
N1 − 1

2
(3.3)

h(k,N2 −m− 1) = h(k,m),m = 0, 1, ..., n2 =
N2 − 1

2
.

then the frequency response can be written as

H(ejω1 , ejω2) = e[−j(n1ω1 + n2ω2)]Ĥ(ω1, ω2). (3.4)

where

Ĥ(ω1, ω2) =

n1∑
k=0

n2∑
p=0

a(k, p) cos(kω1) cos(pω2).
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Figure 3.1. Contour plot of the McClellan transformation [1],
F (ω1, ω2) = 0.5 cos(ω1) + 0.5 cos(ω2) + 0.5 cos(ω1) cos(ω2)− 0.5.

The frequency response Ĥ(ω1, ω2) is obtained from the 1D response G(ejω) by applying the Mc-

Clellan transformation for frequency mapping given by cosω = A cosω1+B cosω2+C cosω1 cosω2+

D. As ω varies, a series of contours which describe the 2D frequency response is generated

(Figure 3.1). If the choice of variables A,B,C, and D are each chosen to be 0.5, then the

transformation will map a low pass 1D filter to a low-pass circularly symmetric 2D filter. In

the case of retinal cells, it has been observed that the photoreceptor cells have no preferred

orientation; therefore it is desirable to process the images using such a circularly symmetric

bandpass filter.
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3.4.2 Filter parameter selection

Horizontal and vertical 1D profiles of the image are extracted from the central row and

column of the image. The profiles in both directions are observed to have the same rate of

change and are combined into a single 1D profile. An example of an AO retinal image showing

the photoreceptor cell mosaic and the 1D signal derived from the image is shown in Figure 3.2,

respectively. The frequency variations in these profiles are analyzed and used as a basis to

designate the location of the lower and upper stop and bandpasses for the filter. The original

profiles are slightly smoothed to remove very high frequency variations using an averaging filter.

The locations of the peaks are found by determining whether there is a deep valley on either

side of a point. If a deep valley is located on both the left and right side of a point, this point

will be categorized as a peak. In this way, prominent peaks in the profile can be found. The

distance between peaks is an estimate of the frequency occurrence of the cells. A large gap

between prominent peaks indicates a low rate of change in frequency values and this translates

to a lower occurrence of cells.

3.4.3 Filter response obtained with the McClellan transformation [1]

The occurrence of peaks obtained using the intensity signals are utilized as input to the

McClellan transformation [1]. In our simulations, the lower and upper cut-offs are defined by

the average of the upper and lower 50% of the cell spacings respectively. Other definitions can

be applied, such as selecting the average of the upper or lower 10% of the estimated cell spacings.

The McClellan transformation [1] is then utilized to obtain a 2D filter from the 1D prototype

filter. One- and two-dimensional views of the filter are shown in Figure 3.3. The results of
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Figure 3.2. Original retinal adaptive optics image showing photoreceptor cells (left).
Combined 1D horizontal and vertical intensity profile (right).

applying the 2D filter to the retinal image shown in the left-hand-side of Figure 3.4 can be seen

in the right-hand-side figure of Figure 3.4. It is clearly observable that the filtered image has

much higher contrast than the original. Cellular structures are more visible and the boundaries

between cells are emphasized. To estimate the number of cells, the filtered image is thresholded

to separate high intensity pixels corresponding to photoreceptor cells from low intensity regions

corresponding to the background by applying a function which finds the regional maximums

i.e. image pixels surrounded by pixels of lower intensity value. Morphological operations are

applied to the thresholded image to remove spurious pixels. The number of unique objects in

the thresholded image is reported as the cell count.

3.5 Results of photoreceptor cell counting in the spatial domain

The proposed methods are applied to a retinal image from a human subject. Images with

5 different cell spacing are generated by scaling the original retinal image 1 to 2 times by
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Figure 3.3. Top: 1D view of filter Bottom: 2D view of filter.
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increments of 0.25. Cell count estimates obtained on a 122x122 image with CAF, histogram

[5], and threshold [6] methods are plotted against manual counts as shown in Figure 3.5 (left)

. The data points from the CAF, histogram [5], and threshold [6] methods were plotted as a

function of manual counts. With all methods, a high correlation between the automated and

manual counts was found (r = 0.99). The slopes of the best fit line were 1.02, 1.04, and 0.89 for

data obtained by CAF, histogram [5], and threshold [6] methods, respectively. The y-intercepts

of the best fit line were 13, 18, and 30 counts for data obtained by CAF, histogram [5] and

threshold [6] methods, respectively. Data obtained by the CAF method is closest to the unity

line. The CAF method provides accurate count estimates of photoreceptor cells comparable to

manual counts.

Comparison of cell count estimates as a function of cell spacing obtained using CAF, his-

togram [5], and threshold [6] methods are shown in the left-hand-side figure of Figure 3.5. A

similar trend of decreasing cell counts with increasing cell spacing was found with all 3 methods,

as expected. A comparison of cell counting for a region of interest by manual counting, CAF,

histogram [5], and threshold [6] methods is shown in the right-hand-side figure of Figure 3.6.

Based on comparisons with manual count results, the optimum cell spacing for histogram [5]

and threshold [6] methods were 7 and 2 pixels, respectively. Depending on the human operator,

spacing determination can vary. A difference of only 1 pixel will result in 9% - 17% and 35% -

38% error in cell counts for the histogram [5] and threshold [6] methods, respectively. Figure 3.7

show the three different methods when applied to the entire retinal image. The distribution of

detected cells is more uniform in the CAF and histogram [5] methods whereas a nonuniform
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Figure 3.4. Left: Original AO image. Center: Filtered image using the McClellan
transformation [1]. Right: Thresholded image.

distribution of detected cells (seen as areas of unusually high congestion) is observed using the

method proposed by [6]. This can be due to the effect of selecting a cell spacing which is not

optimum in the areas showing irregular distributions.

3.6 Conclusion and discussion

Cell counting and density estimation provide valuable information in many different scien-

tific and medical environments. The CAF method provides accurate estimates of the number of

photoreceptor cells, comparable to manual counts, and either comparable or improved perfor-

mance relative to that obtained with the histogram [5] and the threshold methods [6]. However,

both of these previously reported methods have the drawback of requiring information regarding

cell spacing which must be manually adjusted for each image to provide accurate measurements.

Application of the designed filter results in an image that enables a more accurate cell count

and density.
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Figure 3.5. Left: Cell count estimates obtained in images with variable cell spacing. Right:
Comparison of automated and manual counts for CAF, histogram [5], and threshold [6]

methods.

Figure 3.6. Top left: Original image with the region of interest indicated by a rectangular
box. Top center: Marked cells counted manually. Top right: marked cells counted by CAF.
Bottom left: marked cells counted by method in [5]. Bottom right: marked cells counted by

method in [6].
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Figure 3.7. Distribution of cells counted by: CAF method (left); Histogram method [5](right);
Threshold method [6] (bottom).



CHAPTER 4

FREQUENCY DOMAIN ANALYSIS OF CONE MOSAIC IN ADAPTIVE

OPTICS RETINAL IMAGES

4.1 Introduction

A potential drawback of measuring photoreceptor density in the spatial domain is that

the intensity profiles can be greatly affected by the presence of noise. Noisy peaks in the

profile may be incorrectly identified as cells. In order to overcome this possible limitation,

we analyze the cone mosaic in the frequency domain. The method we propose is significantly

different from our previous work in that we describe an image model using a windowed two-

dimensional (2D) lattice of pulses representing the cells and characterize the frequency content

as decaying frequency domain pulses on the reciprocal lattice. Based on this we propose a

frequency-based, local content-adaptive filtering (L-CAF) method that analyzes the image in

the frequency domain and adaptively filters the image at local regions. As the frequency

information is largely confined to a band-pass region, cell spacing information is determined

from the discrete-space Fourier transform (DSFT) of the image. The DSFT of the image serves

to determine the parameters for the design of a one-dimensional prototype of the Parks and

McClellan band-pass, finite-impulse response filter [1].

Since the filter parameters are automatically calculated locally, it is therefore adaptable to

different frequencies which are indicative of various cell spacings in the image. The theoretical

37
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Figure 4.1. Ring-like structure observable in power spectrum of photoreceptor images. Top
row: AO image showing photoreceptor mosaic before filtering (left). Photoreceptor mosaic

after filtering (center). Power spectrum of cone mosaic (right) [7]. Bottom row: Patch of foveal
cones seen end on (left). Sample points created by poking pinholes in centers of cells visible in

foveal patch (center). Power spectrum of simulated receptor sampling array (right) [8].
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framework we develop is aligned with the work done in [7] and explains the ring-like Fourier

domain energy distribution observed in [7, 8]. In [7], the authors design a Butterworth filter to

pass frequencies that were 0.1 to 1.2 times the sampling frequency of cones. These frequencies

are chosen upon analysis of the power spectrum of the image. The top row of Figure 4.1 shows

an adaptive optics (AO) image of the cone mosaic before and after filtering as well as the power

spectrum of the cone mosaic. In [8], the authors obtain a foveal patch, as seen in the left-hand-

side figure in the bottom row of Figure 4.1. The locations of the centers of the cells visible in

the patch are used to create a simulated receptor sampling array and the power spectrum of

this array was taken ( Figure 4.1 center and right, respectively). The power spectrum images

for both [7, 8] clearly show the circular ring-like structure. In our work, we give a theoretical

analysis which explains the appearance of the ring. The performance of the proposed method

is evaluated in a computer-generated test image with a known cell count and in an AO human

retinal image with simulated variable cell densities with a manually determined cell count.

4.2 Continuous-space image analysis

Let R and Z denote the sets of real numbers and integers respectively. We will first consider

an idealized retinal image that is noise-free and with uniform photoreceptor cell density such

that the cells are centered on a uniform grid or lattice defined by vectors v1 = [v11 v12 ]T and

v2 = [v21 v22 ]T where vk ∈ R2 for k = 1, 2. Define matrix V = [v1 v2]. Define t = [t1 t2 ]T ∈

R2. Each cell is modeled as a 2D square integrable waveform or pulse of finite support, g(t),

of finite support that lies within a parallelogram SV centered at t = [0 0]T and sides defined

by v1 and v2, as shown in Figure 4.2. Also n = [n1 n2 ]T ∈ Z2.
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Figure 4.2. Uniform lattice with matrix defined by V, showing cell pulse, g(t) .

The idealized infinite-extent continuous-space impulse train, show in Figure 4.3, is defined

as

pV(t) =
∑

n=Z2

δ(t−Vn). (4.1)

The idealized infinite-extent pulse train, shown in Figure 4.4, over the lattice defined by V

is given by

xc(t) = g(t) ∗ pV(t) =
∑

n=Z2

g(t−Vn). (4.2)

Note that xc(t) and pV(t) are both periodic with xc(t + Vn) = xc(t) and pV(t + Vn) =

pV(t). Now pV(t) can be expressed as a 2D Fourier series with harmonics defined by the

reciprocal lattice V, (shown in Figure 4.5), with V
T

V = 2πI2 where I2 is the 2 × 2 identity

matrix.
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Figure 4.3. Impulse train defined by pV(t).

Figure 4.4. Pulse train defined by xc(t).
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Figure 4.5. Reciprocal lattice, V showing PV(jΩ).

The Fourier series expansion is given by

pV(t) =
∑

k=Z2

cke
j tT Vk. (4.3)

where

ck =
1

| det V|

∫ ∫
t∈SV

pV(t)e−jt
TVkdt.

=
1

| det V|

∫ ∫
t∈SV

δ(t)e−jt
TVkdt =

1

|det V|
. (4.4)
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We will now determine the Fourier transform Xc(jΩ), Ω = [Ω1 Ω2]T , of the 2D signal xc(t1, t2).

Noting that the following is a 2D Fourier transform pair

ejt
TVk ← F → 4π2δ(Ω−Vk), (4.5)

the Fourier transform PV(jΩ) of the signal pV(t) is given by

PV(jΩ) =
4π2

| det V|
∑

k∈Z2

δ(Ω−Vk). (4.6)

Since xc(t) = g(t) ∗ pV(t) it follows that

Xc(jΩ) = G(jΩ)PV(jΩ)

=
4π2

|det V|
∑

k∈Z2

G(jVk)δ(Ω−Vk). (4.7)

Since g(t) can be modeled to decay smoothly as the Euclidean norm ||t|| increases, G(jΩ)

decays rapidly as ||Ω|| increases. Therefore due to the decay in the weights, G(jVk) of the

impulses as ||k|| increases, only a few of the impulses corresponding to small values of ||k|| are

significant, the energy in Xc(jΩ) is concentrated in impulses within a narrow annulus. Now

suppose we observe the 2D signal with a spatial window wc(t) given by

wc(t) =


1, |t1| ≤ T1

2 , |t2| ≤
T2
2

0, otherwise.

(4.8)
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Figure 4.6. Windowed signal, yc(t).

The windowed signal yc(t) = wc(t)xc(t), shown in Figure 4.6 has the following Fourier

transform, shown in Figure 4.7

Yc(jΩ) =
1

4π2
Xc(jΩ) ∗Wc(jΩ)

=
1

|det V|
∑

k∈Z2

G(jVk)Wc(Ω−Vk). (4.9)

where Wc(jΩ) is a 2D sinc function for the choice of the 2D uniform rectangular window

w(t). So Yc(jΩ) consists of a sum of weighted shifted sinc functions, only some of which

corresponding to small values of ||k|| contribute significantly to the energy of yc(t). The location
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Figure 4.7. Fourier transform of windowed signal, Yc(jΩ).

of the shifts are defined by the reciprocal lattice specified by V. If we rotate the lattice by an

angle θ, as shown in Figure 4.8, we obtain a new lattice defined by

Vθ = RθV,Rθ =

 cos θ − sin θ

sin θ cos θ

 . (4.10)

Since RT
θ Rθ = I2, the reciprocal lattice after rotation is given by Vθ = RθV since it can

be verified that V
T
θ Vθ = 2πI2.

Now if xθc(t) = g(t) ∗ pθV(t) then yθc (t) = wc(t)xθc(t) has a Fourier transform Y θ
c (jΩ) that

is a rotated version of Yc(jΩ). The above results point to the following characteristics of the

Fourier transform Y θ
c (jΩ) of the windowed version of the idealized 2D train of pulses g(t)

located on the lattice defined by Vθ. Y
θ
c (jΩ) consists of the sum of shifted Fourier transforms
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Figure 4.8. Rotated lattice, Vθ.

(sinc functions for the assumed rectangular windows) that are located on the reciprocal lattice

Vθ with weights determined by G(jΩ) that decay rapidly with distance from the origin in the

frequency domain. In the absence of prior information about θ, we note that the image energy in

the frequency domain is largely contained within a circular band around the origin. If the image

is not ideal and can be modeled with random variations in the shape, location, and amplitude

of the pulses, then for the corresponding 2D random process it can be shown that the power

spectral density will yield a spread in the energy in the frequency domain. However the energy

will still be confined within a small circular frequency band, providing a theoretical explanation

for the experimental observations in [7]. One notable feature about AO retinal images is that

there is a significant slow variation of image intensity. If this is due to an additive contaminant,

then high pass filtering with a narrow stop-band can eliminate the variation that is undesirable
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Figure 4.9. Left: AO retinal image showing photoreceptor cells. Right: Image on left blurred

for cell detection. On the other hand, if the contaminant is multiplicative then a suitable

homomorphic operation can be used to suppress it. Our investigation shows that the variation

can be modeled as an additive low-frequency contaminant. We note that in the brighter regions,

the “valleys” between cells are less pronounced (Figure 4.9). This would not be the case if the

contamination is multiplicative, as this would emphasize the intensity variation of the cellular

structure. Moreover a multiplicative form would yield sideband modulation with small shifts

around the reciprocal lattice locations but would show little energy in low frequencies except

due to the direct current (DC) shift.

We will now briefly summarize the rationale for our approach. If the image is degraded with

additive Gaussian noise, then with perfect knowledge of g(t) a correlation type method can be

used to detect the cells. However, in practice the pulses corresponding to the cell structure

can vary, precluding the use of a fixed g(t). The concentration of energy in a circular band

determined by the low frequency components centered on the reciprocal lattice together with
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the undesirable low frequency contaminant suggests the use of a circularly symmetric bandpass

filter whose parameters are determined with a preliminary frequency-domain analysis. Once

the AO retinal image is filtered we determine cell locations by searching for image maxima

with constraints on cell separation based on the frequency domain analysis. Since there is

variation in cell density with eccentricity from the fovea we use block-based processing, assuming

quasi-periodicity of the image. Images of cone photoreceptor cells display an intensity peak at

the center of the cell with a gradual decrease in intensity as the distance from the center

of the cell increases. If we assume the optimum case in which the retinal image is noise-

free and photoreceptor cell density is uniform such that the cells are distributed on a lattice-

like structure, then we can use a number of template-matching schemes or cross-correlation

detectors for spatial localization. In practice however, the optimum case cannot be realized

for two reasons. First, photoreceptor cone density decreases with increasing retinal eccentricity

[36]. Second, the pattern of photoreceptor cells, while following a tightly packed hexagonal

cone mosaic, is variable across the retinal image. Hexagonal symmetry in the peripheral retina

ceases to be present at higher eccentricities to help alleviate spatial aliasing effects [37, 88]. The

DSFT of the image can provide a suitable solution for overcoming these problems associated

with analyzing the image in the spatial domain.

sectionDiscrete-space image analysis

It should be noted that while our frequency analysis is performed on a continuous-space

signal, the results can be done in an analogous fashion starting with a discretized space image

and using the DSFT. As noted earlier, it is desirable to limit the information to what occurs
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in the band and ignore the information which falls beyond the band. The circularly symmetric

2D filter obtained with a McClellan transformation is used to select the near optimal filter

coefficients. The top row of Figure 4.10 shows (from left to right) the computer generated

test image; the test-image with random noise added (mean = 3 and standard deviation = 10);

and the noisy test image filtered with the L-CAF algorithm, respectively. The bottom row of

Figure 4.10 shows the respective DSFT of each of the test images. The test image was then

rotated by 270 degrees counterclockwise and the DSFT of the rotated image was computed,

as shown in Figure 4.10 (bottom right). The visible bright peaks in both Figure 4.10 bottom

left and bottom center are the sinc functions, which appear narrow due to the large size of

“windowed” image, and we note the rotation of the reciprocal lattice (Figure 4.10, bottom

right). Figure 4.10 (bottom center) shows the DSFT of the L-CAF filtered image with random

noise. It can be seen that the DSFT in Figure 4.10 (bottom center) is nearly identical to the

one in Figure 4.10 (bottom left) although due to the presence of noise, the sinc functions do

not appear as bright as they do in the original. From Figure 4.10 (top right) we can see how

filtering very effectively removes the high frequency noise and suppresses the low frequencies so

that the foreground stands out clearly from the background.

In the DSFT of a human retinal image we would still expect to see the narrow sinc functions

that are visible in an ideal image, however the variable periodic repetition of the cells causes the

DSFT image to appear smeared. When done locally, analysis of the spectral density allows us

to visualize energy bands and permits the cell spacing information to be obtained from regions
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Figure 4.10. Top row, left to right shows the test image: original, with noise, after filtering.
Bottom row shows the corresponding Fourier spectrums for each test image

of high energy concentration. By removing the high frequencies as well as the low frequencies

which appear as intensity variations in the image, we can extract the cell frequency information.

4.3 Continuous-Space 2D Random Process Modeling

In the previous sections we analyzed the cone mosaic in the frequency domain using a de-

terministic modeling of the photoreceptor cell retinal image. In this section we will consider a

random process modeling where the circular symmetry of the spectral content is better eluci-

dated. We examine the spectral content of an AO retinal image by modeling it as a 2D random

process or a random field instead of the deterministic model considered earlier.
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Consider the AO image modeled as 2D random process expressed as:

Q = {Qt : t ∈ R2}. (4.11)

where Qt is a random variable for a fixed t. The mean of the random process is given by

µQ(t) = E[Qt],∀t ∈ R2. (4.12)

The autocorrelation function of the random process is given by

RQ(t1, t2) = E[Qt1Q∗t2 ],∀t1, t2 ∈ R2. (4.13)

We assume that Q = {Qt : t ∈ R2} is a second-order process, that is E[Q2
t ] < ∞. The

random process is called wide-sense stationary if

1. the mean of the random process satisfies:

µQ(t) = µQ(t + t′), ∀t, t′ ∈ R2 (4.14)

2. the autocorrelation function of the random process satisfies:

RQ(t1, t2) = RQ(t1 + t′, t2 + t′) = RQ(t1 − t2, 0), (4.15)

∀t′, t1, t2 ∈R2.
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With an abuse of notation, we express:

RQ(t1 − t2, 0) = RQ(t1 − t2). (4.16)

Alternately:

RQ(t + τ , t) = RQ(τ ). (4.17)

where τ = [τ1 τ2]T .

For a wide-sense stationary random processQ = {Qt : t ∈ R2} with autocorrelation function

RQ(τ) the power spectral density SQ(Ω) is given by

SQ(jΩ) =

∫
t∈R2

RQ(τ )e−jΩ
T τdτ . (4.18)

As before let R and Z denote the sets of real numbers and integers respectively. We consider

a uniform photoreceptor cell density such that the cells are centered on a uniform grid or lattice

defined by random rotation of vectors v1 = [v11 v12 ]T and v2 = [v21 v22 ]T where vk ∈ R2

for k = 1, 2. In addition we consider a random shift by a random vector U = [U1 U2]T that

is uniform in the parallelogram SV defined earlier. Now we model this randomly shifted pulse

train as random process Q = {Qt : t ∈ R2}.

First we ignore the random shift and rotation and consider a deterministic rotation and zero

shift as considered earlier. We note that the deterministic signal xc(t) in eqn. (4.2) is periodic



53

in t. We can therefore express xc(t) as a 2D Fourier series. The Fourier series expansion is

given by ∑
n=Z2

g(t−Vn) =
∑

k=Z2

dke
j tT Vk. (4.19)

where

dk =
1

|det V|

∫
t∈SV

g(t)e−jt
TVkdt.

Now we define the random process Q = {Qt : t ∈ R2} as a randomly shifted and rotated

version of xc(t) as follows:

Qt =
∑

n=Z2

g(t−VΘn−U). (4.20)

where we rotate the original lattice by a random angle Θ that is uniform in [0, 2π) to get a new

lattice given by

VΘ = RΘV, RΘ =

 cos Θ − sin Θ

sin Θ cos Θ

 . (4.21)

Now using the Fourier series expansion, the random process can be expressed as:

Qt =
∑

n=Z2

g(t−VΘn−U) =
∑

k=Z2

dke
j (t−U )T VΘk. (4.22)
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It can be shown that the mean of the random process is a constant. We now examine the

autocorrelation function. Now

RQ(t + τ , t) = E[Qt+τQ
∗
t ]. (4.23)

Therefore

RQ(t + τ , t) = E[
∑

k∈Z2

∑
`∈Z2

dkd
∗
` e

j (t+τ−U)T VΘke−j (t−U)T VΘ`]. (4.24)

It follows that

RQ(t + τ , t) =
∑

k∈Z2

∑
`∈Z2

dkd
∗
`E[e j (t−U)T VΘ (k−`)e−jτ

T
Θk]. (4.25)

leading to

RQ(t + τ , t) =
∑

k∈Z2

|dk|2E[e−jτ
T VΘk] = RQ(τ ). (4.26)

showing that the autocorrelation function is independent of t. From Parseval’s theorem and

the fact that g is a square integrable it also follows that

E[|Qt|2] =
∑

k∈Z2

|dk|2 <∞. (4.27)
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establishing that the random process is second-order. It follows that the process is wide sense

stationary. By examining the expression for the power spectral density SQ(jΩ) we find that it

is circularly symmetric agreeing with the conclusion of the deterministic analysis

4.4 Images

A computer-generated test image (351× 351) that simulated the photoreceptor cell mosaic

was created using Matlab software, following a methodology similar to the one outlined by

Xue et al [5]. Simulated photoreceptor cells were generated using a cos function such that the

cells were brightest in the center and the intensity gradually decreased outward (Figure 4.10,

top left). Inter-cell spacing was 17 pixels. In order to introduce background variation, blur,

and noise in the image, the test image was convolved with a point spread function and then

Gaussian white noise (mean = 0 and variance = 0.0001) was added (Figure 4.10, top center).

An AO retinal image was acquired as outlined previously [87].

4.5 Circularly symmetric band-pass filtering and image segmentation

Fourier analysis is done locally in the retinal image in block sizes of 50×50 since variability

exists in the cell spacing across a single image. Overlapping blocks are used to avoid blocking

artifacts at boundaries. The energy in concentric circular bands around the DC is calculated

by using the sum of squares of the absolute value to determine the distribution of energy.

For each block, the cut-off frequency parameters are obtained from analysis of the DSFT.

The energy spectral density is obtained and used as input into a 1D Parks-McClellan impulse

response prototype filter [1] which is converted into a 2D circularly symmetric filter. The

stopbands remove high frequency noise as well as low frequency image variations. Once the
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filter parameters have been determined for each sub-image, the sub-image is filtered. We choose

a segmentation method which finds the regional maximas. This method works well as cells in

the preprocessed image are brighter in their centers and have a gradual reduction in intensity

moving from the center of the cell outwards, regardless of the variability of pulses corresponding

to cells.

Figure 4.11. Left to right: sub-image cropped from original; estimation of cell location at scale
= 1; estimation of cell location at scale=2

4.6 Results on test images and human retinal images

The proposed method was tested on a computer-generated test image and a human AO

retinal image with variable simulated cell densities. The number of cells in the test image was

known and was used as the gold standard. Figure 4.10 (top left) shows a computer-generated

test image simulating photoreceptor cells arranged in a cone mosaic. The actual number of cells

in the test image was 440. The number of cells counted by the L-CAF method was 450, yielding
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Figure 4.12. Left: Correlation between image scale factor and cell count. Right: Correlation
between theoretical cell count and obtained cell count.

a percent difference of 2%. For the human retinal images, a 171 × 171 cropped portion of the

original human AO retinal image is shown in Figure 4.11 (left). The center and right images

of Figure 4.11 show the position of detected cells superimposed in the AO retinal images with

scale factors of 1 and 2, respectively. The number of cells counted by L-CAF on the AO retinal

image (Figure 4.11, left) was 254. Two observers manually counted 265 and 277 cells, yielding a

mean manual count of 271. The percent difference in the cell count between manual and L-CAF

was 6%. The number of cells detected by L-CAF in AO retinal images with variable scaling

was determined. The relationship between the number of cells counted by L-CAF and image

scale factor is shown in the left-hand-side figure of Figure 4.12. As expected, the data points fit

a quadratic function with a correlation coefficient of 0.99. The number of cell counts expected

theoretically based upon the scale factor (theoretical cell counts) was estimated as the number
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of cells counted by L-CAF at scale 1 divided by the square of scale factors for all images.

The relationship between L-CAF and theoretical cell counts is shown in the right figure of

Figure 4.12. The best fit line to the data points had a slope of 1.03 and a correlation coefficient

of 0.99, indicating excellent agreement between L-CAF and the theoretical cell counts.

4.7 Discussion and conclusion

We develop a frequency-based image analysis method for quantification of cell density and

apply it to computer-generated test images and human retinal images. A circularly symmetric

band-pass filter is designed using parameters that are determined from the local energy distri-

bution within the discrete time Fourier transformed image. This allows the filter to enhance the

image using localized information as opposed to approximating results by averaging over the

entire image. Undesirable ripple effects and boundary transitions are avoided by using extra

samples from neighboring boundary pixels. Comparison of automated cell counts with actual

and manual counts on test and retinal images demonstrates the accuracy of the method. The

accuracy is further established by showing a high correlation between automated cell counts and

AO retinal image scale factors. The proposed method can be used to assess loss of photoreceptor

cells and other biological cells due to disease.



CHAPTER 5

SEGMENTATION AND ANALYSIS OF PATHOLOGIES IN RETINAL

IMAGES

It is important for clinicians to better understand the underlying causes of disease so that

the appropriate treatment plan can be followed for those who are at risk for vision loss. This

requires the detailed analysis of large volumes of retinal images. Hardware advances that can

capture the diminutive details in biological tissues as well as the improvement in computational

power in digital systems have provided the basis for researchers to apply pattern recognition and

image analysis in medical and biological applications. This can pave the way for improvement

in eye health care in general as it provides the potential to help better understand disease

processes thereby facilitating diagnosis and treatment plans [89].

Numerous algorithms have been developed to analyze retinal images for the classification of

normal and abnormal eyes. Image segmentation has been a significant topic in image processing

for the last several decades and it is a very important problem in the field of image processing

and computer vision. The objective of segmentation is to separate an object or objects of

interest from each other as well as from their backgrounds in order to analyze the features of the

object or objects using qualitative and quantitative measures. The application areas of image

segmentation are numerous, ranging from pathology segmentation in medical images to the

segmentation of geographical structures in satellite images [90–94]. The correct segmentation

of structures, especially in medical images, is crucial for abnormality detection, progression,

59
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and treatment [95]. The quality of medical images is generally challenged by noise introduced

during the acquisition process; missing or broken boundaries; and complex biological structures.

In such cases, the segmentation of structures can be facilitated by the introduction of prior

information, such as an approximation of the shape, intensity, and other features of the tissue

of interest, that could improve the performance of the segmentation algorithm. The level-set

method is an effective method that can be used for image segmentation as it follows the evolution

of interfaces, such as when regions break or merge together. Recently, level-set based approaches

that integrate shape priors using different shape models have been proposed. These approaches

either use specific shapes known a priori or the shape parameters are obtained from available

training data [68, 70, 71, 75, 77, 78]. We explore both level-set approaches (with and without

priors) by developing algorithms that can segment pathologies in fluorescein angiograms and en

face images of patients with diabetic retinopathy (DR) and age-related macular degeneration

(AMD).

5.1 Level-sets for image segmentation

The automated detection of lesions caused by retinal diseases such as DR and AMD is

essential for early diagnosis and subsequent disease monitoring [96]. Additionally, analysis

of retinal images of patients before and after treatment can provide insight into the efficacy

of the treatment. It is of considerable importance to develop techniques that will aid in the

uncovering of anatomic structures that will lead to the subsequent characterization of the

normal or diseased states that may occur in the retina [97]. An increase in the sophistication of

imaging and computing systems has made medical image acquisition and analysis more feasible
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[98]. The use of active contour models for image segmentation has gained extensive popularity.

The fundamental concept of active contours is to evolve an initial curve towards the boundaries

of the object of interest. The curve is evolved iteratively using a combination of forces which

are determined by the geometry of the changing curve as well as the local properties of the

image. Image segmentation problems using active contours are usually based on minimizing

functions such that curves close to the region boundaries are minimized and therefore have

small values. Partial differential equations are usually employed to solve minimization of these

functionals and hence the problem can tend to be computationally expensive. Level-sets are

one example of an active contour [94]. Level-set methods have been used for tracking interfaces

and for image segmentation. One of the main advantages of level-sets are that they are able

to represent objects which have complex topologies and they are able to model the changes

of these topologies, such as when two object merge or split in a natural way. In the field

of image segmentation, level-set methods are classified into region-based models and edge-

based models. Edge-based models use an edge detector which depends on the gradient of

the image to stop the curve on the object boundaries. Region-based models assume intensity

homogeneity and are not as sensitive to the location of initial contours as they do not use the

image gradient for segmentation. The Chan-Vese model [2] is one of the classical region-based

active contour models which utilizes level-sets [66, 67, 79, 94, 99]. A serious drawback of existing

level-set algorithms is that the final result is highly dependent on the location of initialization

as the level-set evolution depends on the forces computed from local image data. We study

the segmentation of pathology in fluorescein angiograms of patients with retinal disease by
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using the Chan-Vese model [2] with automatic determination of the initial contour. By finding

sudden rises and declines in intensity, we can estimate the starting and stopping edges of the

pathology and enclose the pathology within the initial contour. The result is faster convergence

and improved accuracy in the segmentation.

5.1.1 Chan-Vese level set model [2]

The popular Chan-Vese level set model [2] proposes the following cost function which consists

of four terms; the first and fourth terms are smoothing terms which cause the contour to be

smooth and the second and third terms push the contour towards a balanced position [70]:

E(c1, c2, φ) = µL(φ) + Eout(c1, c2, φ) (5.1)

= µ

∫
δ(φ) | ∇φ | dxdy + v

∫
H(φ)dxdy

+(

∫
(I − c1)2H(φ)dxdy +

∫
(I − c2)2(1−H(φ))dxdy).

Here, µ ≥ 0 is a fixed parameter; φ is the level-set function, L(φ) is the length of the curve;

c1 and c2 are the respective mean intensities inside and outside the contour and are solved as

follows

c1(φ) =

∫
Ω

I(x) ·H(φ)dx∫
Ω

H(φ)dx
(5.2)

c2(φ) =

∫
Ω

I(x) · (1−H(φ))dx∫
Ω

(1−H(φ))dx
.
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Where H(φ) is the Heaviside function defined by

H(z) =


1, ifz ≥ 0

0, ifz < 0

(5.3)

H(φ) and δ(φ) are the one-dimensional Heaviside and Dirac delta function respectively and

I is the original image to be segmented. L(φ) denotes the internal energy which controls the

smoothness of the curve and E(c1, c2, φ) is the external energy which is driven by image features

and forces the contour towards object boundaries. The Chan-Vese model [2] assumes intensity

homogeneity and seeks to partition the image into regions of constant mean intensity. This

often leads to poor segmentation results in complicated images. Additionally, the Chan-Vese

model [2] is dependent on the placement of the initial contour, yielding different results for

different initial locations of the contour [100].

5.2 Images

En face imaging of the retina is a novel approach to observe the ISOS layer. The images

are generated by performing high density SDOCT imaging with 145 B-scans over a 15◦ × 15◦

retinal area using a commercial instrument (Spectralis, Heidelberg Engineering) as previously

described in [33]. En face images are flat layers taken at a set distance from the retinal pigment

epithelium(RPE). As the anatomical layers are not flat, the methodology described in [33] was

applied to generate en face images of 7 retinal layers that approximately coincided with the

anatomical location of the layers of interest. The desired layers are automatically segmented

and the data stored in consecutive rows of the en face image. The retinal layers in a healthy
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Figure 5.1. En face images for a subject with normal eyes. The layers are as follows: Top
column left to right: NFL, IPL, INL, OPL. Bottom column, left to right: ONL, ISOS, and

RPE.

human as shown in Figure 5.1 eye appear in the following order: nerve fiber layer (NFL), inner

plexiform layer (IPL), inner nuclear layer (INL), outer plexiform layer (OPL), outer nuclear

layer (ONL), inner segment/outer segment (ISOS) layer, and the retinal pigment epithelium

(RPE) layer.

5.3 Proposed methodology

The initialization of the level-set zero contour can greatly affect the outcome of the segmen-

tation result. In the case of the classical Chan-Vese model [2], random placement of the initial

contour can cause it to become trapped in a local minimum. In such a case the contour may

not be able to extend to other contours. The approach we have used here is one of analysis



65

in the spatial domain. Using a priori knowledge about the characteristics of the lesions, we

attempt to estimate the locations of the lesions thereby discarding all other irrelevant infor-

mation. In this way the size of the feature space is greatly reduced. In our work, we propose

using the intensity distribution of the lesions in the images to aid in the detection process.

Fluorescein angiograms are used for clinical assessment of subjects with retinal diseases and

provide visualization of pathologies which appear brighter than the surrounding normal areas.

The distribution of intensities in the background as well as in the foreground is relatively homo-

geneous. We exploit this to project image intensity profiles along two non-parallel directions.

In particular, we choose the projection profiles in the vertical and the horizontal directions to

estimate lesion boundaries. The projection profile is a summation of the intensities along each

row and each column and yields a row and column vector. The vectors contain large entries

when there is a sudden rise in intensity and small entries when there is a sudden drop in in-

tensity. As the image backgrounds are mostly uniform, the appearance of a lesion will show

up very clearly as either a sudden large peak or valley in the case when it is a light lesion or

a dark lesion respectively. The onset or leading edge of a peak or valley demarcates the start

of the boundary of the lesion. The offset or the lagging edge of the peak or valley specifies

the end of the boundary of the lesion. By determining the location of these peaks we can

estimate the approximate size and location of the lesion in the image. The detected lesion can

then be bounded by the initial contour thus reducing the time and number of iterations for

convergence as the initial contour can expect to be in proximity to the lesion boundaries. We

can also automatically adapt parameters varied to detect either large objects or small objects.
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The images were not preprocessed with any filters. As the original size of the image is very

large (2048× 2076), we cropped an initial part of the image which contained the pathology as

well as a large portion of the background. The size of the cropped image varied from 300× 300

pixels to 500 × 500 pixels. We have compared our method to the classical Chan-Vese method

in which the initial contour can be placed anywhere in the image [2]. Our results show that the

segmentation is effective in separating the lesion from its background. The reduced number of

iterations for the proposed method indicates that the speed of convergence is improved.

5.4 Results

The proposed method was applied to 3 fluorescein angiogram images that were cropped to

better display pathological lesions. We note that the method can be applied to any size image.

Figure 5.2 shows the results of image segmentation by our method and the Chan-Vese method

[2]. It can be seen that the position of the initial contour does indeed affect the outcome

of the segmentation. As the initial contour is well-placed near the detected pathology, the

number of iterations for the given images was as low as 25. With our method, the number of

iterations (between 25 and 193) was considerably lower than the number of iterations (between

300 and 700) needed using the Chan-Vese method [2]. Furthermore, the areas of pathology

were better segmented by our method, with a better exclusion of areas adjacent to the lesion

(left-most and right-most figures of Figure 5.2). Segmentation of the background rather than

the foreground occurs when the contour becomes trapped in a region of local minima. The

accuracy of our method can be further improved by applying our segmentation method to

images that have been pre-processed to remove the blood vessels. Our image segmentation
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Figure 5.2. Segmentation results of our method (top row) versus classical Chan-Vese method
[2] (bottom row).

method can be applied to monitor changes in pathologies over time due to disease progression

and/or therapeutic intervention. A variety of quantitative features such as the mean intensity

and area of the lesions can be extracted for detecting changes that may be potentially important

for clinical management of patients.
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5.5 Fourier descriptor based level-set segmentation for en face retinal images

Upon analysis of the single inner-segment/outer-segment (ISOS) junction layer, we found it

necessary to analyze en face images of the the remaining retinal layers in order to observe the

morphological changes the disease takes as it traverses through the layers. It is of interest to

determine whether pathologies in the inner retina can cause optical effects, such as shadowing,

on layers in the outer retina, making it appear as though the integrity of the outer retinal layers

has been compromised. By including multiple layers in our study, we are able to provide insight

as to how abnormalities in the upper layer of the retina are represented in the ISOS layer. Of

specific interest is the relationship between pathologies in the inner plexiform layer (IPL) and

the ISOS layer in patients with diabetic retinopathy.

Diabetic retinopathy (DR) is a progressive disease in which weakened blood vessels cause

the leakage of blood into the retina, leading to drastic visual impairment in the elderly. The

detection and segmentation of pathologies in retinal images with DR are therefore important

in providing a better understanding of disease processes and their temporal evolution, thereby

facilitating diagnosis and treatment plans. Understanding the origins of the pathology can

enable clinicians to determine whether the damage caused by disease is optical or neural in

nature. In the case of optical pathologies, the source of the pathology lies in a layer above the

ISOS layer and gives rise to optical effects on the ISOS junction such that it appears to have

disrupted photoreceptor integrity. Treatment of these pathologies restores the high reflectivity

of the ISOS layer. Neural pathologies on the other hand occur directly on the ISOS layer

and indicate irreversible photoreceptor cell death. In this study, we address the problem of
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determining the nature of the pathology by segmenting the en face images in a layer-by-layer

fashion for seven layers of the retina.

We propose a level-set segmentation model that utilizes the Fourier coefficients of a polyg-

onal curve obtained from actual pathologies visible in the en face retinal images to represent

shape priors which guide the curve evolution process. The work we are proposing has a flavor

that is similar to the work proposed by Charmi et al [86], with several major differences. Charmi

et al [86] use Fourier descriptors for shape alignment to represent objects for shape recognition.

In our work however we use the Fourier coefficients of a polygonal curve obtained from actual

pathologies visible in the en face retinal images to represent shape priors which guide the curve

evolution process. A sample pathology image is computed from a number of actual pathol-

ogy images by averaging the Fourier transforms of the images. A polygonal curve is obtained

from this averaged image and is used as the target shape during the segmentation process. We

also use a subset of the low-order coefficients of the Fourier descriptors which works two-fold.

Firstly, it reduces the amount of computation required as the full set of coefficients are not being

used and secondly it automatically introduces some degree of smoothness as the lower order

coefficients contain basic structural information and the higher order coefficients contain high

frequency information. The novelty of Charmi’s method [86] method lies on the definition of

a Fourier-based alignment energy function based on curvature to measure the shape similarity

between a target curve and an evolving curve. The contribution of our work therefore provides

two aspects of novelty. Firstly, to our knowledge, no other group has attempted to differentiate

between optical and neural pathologies in en face layers of the retina. Secondly, we use a level-
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set method with evolving level-set function that adapts itself to the layer on which it is being

applied. We focus our study on the description of shape priors using Fourier descriptors to

simulate pathologies occurring in the human retina. The shape signatures are derived using the

centroid distance function. We obtain and observe the segmentation of pathologies visible in

en face images generated for seven layers of the retina and attempt to analyze the progression

or recession of disease as the pathologies grow or shrink across the layers. We compare our

results with the well-known distance regularized method developed by Li et al [9] to emphasize

the difference in segmentation results and convergence time with and without shaper priors.

Results obtained allow us to observe the form the disease takes across layers and allows us to

speculate about the presence of an optical or neural pathology.

5.6 Details of Fourier-descriptor based method

Our model consists of three basic steps. The first step in the segmentation and analysis of

en face images is the removal of noisy artifacts which have been acquired during the acquisition

process. The next step is to define shape descriptors to be embedded in the level set formulation.

Once the shape descriptors have been defined, they are included in the level set equation to seg-

ment objects of similar shape. During each iteration, a cost function is calculated to determine

the degree of similarity between the target shape and the shape being segmented. Finally, we

apply morphological post-processing to remove small, unwanted artifacts and spurious pixels.

5.6.1 Preprocessing

The generated images suffer from many artifacts introduced during the acquisition process.

As the layers are segmented from B-scans and then stored in consecutive rows in the en face
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Figure 5.3. ISOS en face image of a healthy subject. Left: Before preprocessing Center:
Fourier transform of original image Right: After preprocessing, horizontal lines removed.

image, dark horizontal lines can be seen all across the image. These artifacts can be better

removed in the frequency domain. The vertical lines visible in the Fourier transformed image

of Figure 5.3 correspond to the horizontal lines in the spatial domain image. By removing

these lines in the Fourier domain we can obtain an image which appears much cleaner whilst

retaining necessary spatial information.

5.7 Theory of polygonal curve Fourier descriptors

Shape is one of the low level features used in many image processing and computer vi-

sion applications. The use of shape priors facilitates the segmentation process if one knows

an estimated outline of the object of interest. Fourier descriptors provide a frequency based

description of the boundary of 2D objects in images. In our model, we define polygonal curve

Fourier descriptors (FD) to be used as contours for the expected shape of the pathology [101].

Shape features can be well represented by FD, which can be easily derived and compactly
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characterized. We will now delve into the theoretical details of shape priors defined by Fourier

descriptors.

5.7.1 Background on Fourier descriptors

Suppose we are given a simple closed continuous curve γ, which is clockwise oriented and

has the parametric representation (x(l), y(l)) = Z(l), and 0 ≤ l ≤ L where L is arc length.

We can denote the angular direction of γ at point l by a function θ(l) and let δ0 = θ(0) be

the absolute angular direction at the starting point Z(0). The cumulative angular frequency

φ(l) is defined as the net amount of angular bend between the starting point and the point l.

Therefore, φ(0) = 0 and θ(l) = φ(l) + δ0, except for a possible multiple of 2π. It should be

noted that φ(L) = −2π and as a result does not contain any shape information. The domain

[0, L] of φ(l) contains size information and can be normalized to the interval [0, 2π], which is

standard for periodic functions. Hence a normalized variant, φ∗(t), can be defined with domain

[0, 2π] and such that φ∗(0) = φ∗(2π) = 0. Therefore we now have

φ∗(t) = φ(
Lt

2π
) + t. (5.4)

This simply implies that all closed curves can be mapped to the class of periodic functions with

domain [0, 2π], such that all curves with identical shape go into the same class of φ∗. Two
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curves are said to be identical if they differ only in translation, scale, and rotation. If φ∗ is

expanded as a Fourier series, then

φ∗(t) = µ0 +

∞∑
k=1

(ak cos kt+ bk sin kt). (5.5)

In polar form, the expansion is given by

φ∗(t) = µ0 +
∞∑
k=1

Ak cos(kt− αk). (5.6)

where (Ak, αk) are the polar coordinates of (ak, bk) and are the Fourier descriptors for the

curve γ and are known as the kth harmonic amplitude and phase angle, respectively. Now if we

consider that γ is a discrete polygonal curve, we can obtain the Fourier coefficients {ak, bk} for

the curve. Assuming that the curve γ has m vertices, V0, ...Vm−1, and that the edge, (Vi−1, Vi)

has length ∆li. The change in angular direction at vertex Vi is ∆φi and L =
∑m

t−1 ∆l1. It can

be verified that φ(l) =
∑k

i−1 ∆φi and φ(l) = 0 for 0 ≤ l ≤ l1. By expanding φ∗ we get

φ∗(t) = µ0 +

∞∑
n=1

(an cos(nt) + bn sin(nt)), (5.7)

where

µ0 =
1

2π

∫ 2π

0
φ∗(t)dt (5.8)
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and

an =
1

π

∫ 2π

0
φ∗(t) cos(nt)dt, (5.9)

bn =
1

π

∫ 2π

0
φ∗(t) sin(nt)dt.

Remembering that, φ∗(t) = φ(Lt2π ) + t and making the change of variable γ = Lt
2π we get:

an =
2

L

∫ L

0
(φ(λ) +

2πλ

L
)cos(

2πnλ

L
)dλ,

bn =
2

L

∫ L

0
(φ(λ) +

2πλ

L
)sin(

2πnλ

L
)dλ. (5.10)

Recalling that φ(l) is a step function in tangent space represented by edge lengths and vertex

bends, the following can be obtained:

an =
−1

nπ

m∑
k=1

∆φksin
2πnlk
L

bn =
−1

nπ

m∑
k=1

∆φkcos
2πnlk
L

, (5.11)

where lk =
∑k

i=1 ∆li The final forms of expression for an and bn are attractive due to their

similarity and due to the fact that because ∆φk represents the bend in the curve’s direction

at the kth polygonal vertex where lk is the arc length from the starting vertex to the kth

vertex. In addition, it can be seen that the Fourier coefficients (an, bn) contain no information

regarding position or orientation of the curve. There are many useful relationships which link
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the algebraic properties of the Fourier descriptors of a curve to the geometric properties of the

shape bounded by the curve. In addition, a principle reason for the use of Fourier descriptors is

the invariance of harmonic amplitudes under translations, rotations, changes in size, and shifts

in the starting point.

5.7.2 Implementation of Fourier descriptors for shape prior modeling

In this section we will discuss the implementation details of obtaining the Fourier descriptors

for a polygonal curve. Suppose the discrete boundary of an object S, whose boundary is

defined by a closed curve C is plotted on the XY plane. If we traverse the boundary of the

object by starting at an arbitrary point (x0, y0), the coordinate pairs that will be encountered

as we are tracing the boundary path are (x1, y1), (x2, y2), ..., (xN−1, yN−1). We can express

these coordinate pairs as x(k) = xk and y(k) = yk. The shape signature of the boundary

itself can therefore be represented as the sequence of coordinates s(k) = [x(k), y(k)], for k =

0, 1, 2, ..., N −1. An obvious advantage of such a representation is that it reduces a 2D problem

to a 1D problem. The discrete Fourier transform (DFT) of s(k) is

a(u) =
1

N

N−1∑
k=0

s(k)e(−j2πuk
N

), (5.12)

for u = 0, 1, 2, ..., N − 1. The complex coefficients of a(u) are called the Fourier descriptors of

the boundary. The inverse Fourier transform of a(u) restores s(k), i.e.,

s(k) =
N−1∑
u=0

a(u)e( j2πuk
N

), (5.13)
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for k = 0, 1, 2, ..., N − 1. We use the centroid distance function in order to obtain the coeffi-

cients of the shape signature, as it has been shown that shape representation using the centroid

function is significantly better than using other techniques, such as complex coordinates and

curvature signature [102]. The centroid distance function is given by the distance of the bound-

ary points from the centroid (xc, yc) of the shape:

r(t) = ([x(t)− xc]2 + [y(t)− yc]2)
1
2 , t = 0, 1, ..., N − 1

xc =
1

N

N−1∑
t=0

x(t)

yc =
1

N

N−1∑
t=0

y(t). (5.14)

The 1D Fourier transform is then applied to r(t) to obtain the Fourier transformed coefficients.

The FD method uses a series of circles with different sizes and frequencies to build a 2D plot of

a boundary, where each descriptor coefficient is the frequency representation of a circle in the

2D XY plane. An advantage of using FD’s for boundary representation is that the FD’s are

rotation, scale, and translation invariant. Translation has no effect on the descriptors except

at the position where k = 0, which has the impulse function δ(k). The inverse DFT of this

descriptor is equivalent to the centroid of the object. Translation invariance is easily achieved

by setting k(0) = 0, and translating the origin of the coordinate system to the center of mass

of the pattern [103].
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Rotation invariance can be achieved by ignoring the phase information of a(u0) and using

only the absolute value or magnitude of |a(u0)| at each descriptor. Scale invariance is achieved

by dividing |a(u0)| by the DC component. In order to measure the similarity between a target

shape T and a query Q, the Euclidean distance between the Fourier descriptor representations

of the two shapes is measured [104] . The derived coefficients represent the approximate shape

of the pathology and are utilized as the shape prior to guide curve evolution. In order to extract

the FD of the desired shape prior, the 1D Fourier transform must be applied to the centroid

distance function, r(t) as follows:

an =
1

N

N−1∑
t=0

r(t)e
−j2πnt
N n = 0, 1, ..., N − 1. (5.15)

All the Fourier transformed coefficients are standardized by the first Fourier transformed co-

efficient a0. The phase information is ignored and the coefficient magnitudes are retained.

In order to denote the Fourier transformed coefficients that have been normalized and whose

phase information is ignored we calculate bn = |ana0 | where bn is invariant to rotation, transla-

tion, scaling, and change of starting point [94]. A comparison of the descriptors of different

objects provides a measurement of their similarity. The pathologies observed tend to take on

circular or elliptical shapes with non-smooth boundaries. For our work, we obtain the target

pathology shape by averaging over several pathology shapes in the frequency domain The 1D

Fourier descriptors are then obtained from the 2D target shape and are used to compare the

FD’s of the test object which is being segmented.
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In order to overcome some of the limitations of existing models, we propose a shape-based

model which uses image features as part of the energy functional in order to drive the contour

towards features possessing a desired characteristic. For the first image in our seven layer

sequence we embed the FD of the target shape prior as the initial contour into the level-set

equation. The final level set function of a given layer is used as the initial mask for each

subsequent image in the sequence. In this way the function evolves across layers and this

overcomes the problems of initial contour placement, as the pathologies in each layer tend to

be localized. Shape energy Eshape given in Equation 5.16 encodes the shape information of the

object represented by the shape prior and is incorporated into the region energy to guide curve

evolution. A cost function is included which minimizes the difference between the descriptors

of the test image and updated φ image. Therefore, we define our level set model as:

Eimg = Eshape + Eregion + Ecost (5.16)

or more specifically:

Eimg(φ, c1, c2) = − 1

π

ε

ε2 + φ2
· µ · ( ∇φ

| ∇φ |
)

+

∫
H(S̃)dxdy + λ1

∫
(u0 − c1)2H(S̃)dxdy

+λ2

∫
(u0 − c2)2(1−H(S̃))dxdy + (|| |S̃1| − |S̃2| ||)2, (5.17)

where c1 and c2 are the respective mean intensities inside and outside the contour, 1
π

ε
ε2+φ2

is

the “expanded” Dirac delta function, S̃ is the contour as defined by the Fourier descriptor of
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the pathology, and H(S̃) is the Heaviside function applied to S̃. (|| |S̃1| − |S̃2| ||)2 is the cost

function used to determine the degree of similarity between the target curve and exciting curve.

The curve energy controls the elasticity and rigidity of the contour whereas the external energy

attracts the contour towards object boundaries.

5.8 Results

We applied our method to en face images of 7 layers of the retina. Figure 5.4 show the

pathologies as detected by our algorithm. The removal of the horizontal lines in the frequency

domain aids in the segmentation process and allows for a much cleaner representation of ir-

regularities in the image. Both light and dark irregularly shaped pathologies can be detected,

regardless of size, shape, and orientation. The results shown in Figure 5.4 show segmentation of

predominantly bright regions in the IPL layer which represent hard exudates and dark regions

in the ISOS layer. It can be observed how the pathology sizes and shapes are transformed across

layers. The centroids and areas of the pathologies in the IPL and ISOS layers are estimated in

order to determine the extent of co-localization of pathologies present in these two layers. In

the en face image of the IPL layer, three prominent objects are detected and these objects are

reflected in the ISOS layer. Figure 5.5 shows the respective centroids marked for the IPL (blue

dots) and the ISOS (yellow dots) en face images. Shown in Table I are the estimated areas

and centroids of the detected pathologies in the IPL and ISOS en face images. We refer to

the three detected pathologies as the left(L), center (C), and right (R) pathologies in Table I.

The proximity of the centroids of the pathologies across the IPL and ISOS images suggests

high co-localization and indicates an optical pathology, in which the prominent irregularities



80

in the IPL image are being reflected possibly as shadows in the ISOS layer. The difference in

areas of pathologies may be due to a “smearing” of the shadows of the pathologies as viewed

through multiple layers. We also compare our results with results generated from the distance-

regularized level-set evolution method by Li et al [9] in order to emphasize the complications

which may arise when using a manually defined contour as opposed to embedding shape priors

into the contour. In the left-side figure of Figure 5.6, the contour encloses two objects as one

rather than splitting to detect three larger pathologies and several smaller ones. Similarly for

the right-side figure in Figure 5.6, the results shown in the ISOS layer depict a single pathology

being segmented rather than the multiple pathologies which are clearly visible.

Figure 5.4. Pathologies segmented in en face images of 7 layers. Top row left to right: NFL,
IPL, INL, OPL. Bottom row left to right: ONL, ISOS, and RPE.
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Figure 5.5. Centroids of pathologies marked on the IPL and ISOS layers of Patient 1.

Image Area (L) Area (C) Area (R) Centroid (L) Centroid (C) Centroid (R)

IPL 1241 1548 1081 [400, 367] [443, 418] [505, 337]
ISOS 1431 477 546 [395, 352] [439, 421] [504, 340]

TABLE I. PATHOLOGY AREAS AND CENTROIDS ESTIMATED FOR IPL AND ISOS
LAYERS SHOWN IN Figure 5.5

5.9 Conclusion and discussion

Diabetic retinopathy is a disease which must be monitored closely in order to determine the

pathological changes which are taking shape in the underlying layers of the retina. We develop

an improved level-set method with automated initial contour specification. The method takes

into account the relative background and foreground uniformity to detect abrupt changes in
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Figure 5.6. Comparison between our method (top row) and distance-regularized level-set
evolution method (bottom row) [9] on the IPL and ISOS layer respectively.
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intensity. By taking projection profiles horizontally and vertically and by analyzing the sudden

increase or decrease of intensity, the location and size of the lesions can be estimated with

improved accuracy. Once the lesion is approximately localized, the initial contour can be drawn

around the lesions thus facilitating the segmentation process and increasing its speed. We also

propose a novel level-set method which incorporates shape priors and metrics derived from

those priors to propagate the curve towards boundaries of objects of interest. The shape priors

are defined once using Fourier descriptors taken from existing pathologies in the en face images

and these priors are embedded as the initial contour. This initial contour then evolves across

the subsequent layers. The parameters of the level-set equation are replaced with parameters

which can more appropriately handle intensity variations in within objects. After segmentation,

the centroids and areas of pathologies in the IPL and ISOS layers are measured to determine

whether the pathologies visible in the ISOS layer are optical or neural in nature. For our current

data, we conclude that the pathologies visible in the ISOS layer are optical in nature due to

the high degree of co-localization of pathologies between the two layers. Application of this

technique can allow clinicians to observe the morphological changes brought about by disease

and can also provide insight into the integrity of the ISOS layer. Results provided show that

our method segments pathologies across the layers and can quantitatively assess the degree of

change over time and with treatment.



CHAPTER 6

FEATURES AND METRICS FOR MONITORING THE TREATMENT

OF NEOVASCULAR AGE-RELATED MACULAR DEGENERATION

Age-related macular degeneration (AMD) is the leading cause of vision loss in the elderly. A

common clinical manifestation of neovascular AMD is accumulation of subretinal fluid (SRF)

caused by leakage from choroidal neovascularization (CNV). Currently available therapy to

reduce CNV leakage is the administration of anti-vascular endothelial growth factor (VEGF)

agents, which has resulted in significantly less morbidity and improvement of visual acuity

[105, 106]. Spectral domain optical coherence tomography (SDOCT) is used to help guide

management of neovascular AMD patients by providing a cross sectional view of the retinal

depth, visualization of SRF, and quantitative measurement of central subfield thickness (CST).

However, evaluation of changes in SRF is subjective and requires review of multiple SDOCT

B-scans obtained at different time points. Recently, automated techniques based on OCT

B-scans or volume data have been developed to identify and measure intra-retinal and sub-

retinal fluid [107–111]. However, to our knowledge, quantitative evaluation of changes in SRF

with treatment has not been reported. Due to recent improvements in OCT technology that

allow rapid acquisition of multiple B-scans and dense raster scanning, en face OCT imaging

has emerged as a new imaging modality for visualization of retinal structure [16, 33, 112–

120]. Owing to the high depth resolution of SDOCT B-scans, en face OCT images have high

contrast for visualization of retinal pathologies. In addition, en face OCT images are compatible
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with images obtained with traditional imaging modalities such as fundus digital imaging and

fluorescein angiography. The purpose of this study is to demonstrate an en face imaging method

based on SDOCT for quantitative measurement of changes in SRF area in subjects undergoing

treatment for neovascular AMD.

6.1 Image Acquisition

SDOCT imaging was performed in one or both eyes of 5 subjects (2 male, 3 female) diagnosed

with neovascular AMD at clinical visits. The ages of subjects ranged from 68 to 85 years, with

a mean age of 78 ± 7 years. The subjects were examined clinically and visual acuity (VA) was

measured. Standard density SDOCT imaging (Spectralis, Heidelberg, Germany), consisting of

19 raster B-scans, was performed as part of the clinical examination. High density SDOCT

imaging with 145 B-scans over a 4.4 mm x 4.4 mm retinal area was performed and infrared

(IR) scanning laser ophthalmoscope (SLO) fundus images were acquired. Total retinal thickness

maps were generated from the high density SDOCT volume using the instruments software and

the CST was recorded. Description of the generation of the en face images is reported in [33].

6.2 En face OCT image segmentation

To quantitatively measure and compare SRF areas between visits, en face OCT images

are processed in 3 steps. In the first step, image equalization is performed to account for

image background intensity differences between visits. A rectangular region of interest (ROI)

encompassing regions of SRF is manually defined and the image background intensity mean

is calculated by averaging intensity values of pixels outside the ROI. The difference in the

background intensity means at the visits is calculated. Then, each pixel value of the entire
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en face OCT image which has the lower background intensity mean is adjusted by adding a

value equal to half of the calculated difference. Similarly, for the en face OCT image which

has the higher background intensity mean, each pixel value is adjusted by subtracting a value

equal to half of the calculated difference. In the second step, image segmentation is performed

to automatically identify and demarcate regions of SRF. The ROIs from each visit are first

smoothed using a 2D averaging filtering and then binarized using an identical intensity threshold

determined by Otsus method to assign pixels in SRF regions to a value of one. A condition on

size is then applied to eliminate small, non-connected regions and small holes within segmented

regions in the binary images. In the third step, the geometrical areas of the SRF regions

are determined by counting pixels within the regions. In addition, the boundaries of these

regions are determined using the Moore-Neighbor tracing algorithm and are displayed for visual

verification of the automated segmentation results. Area ratios are calculated by dividing the

second visit area values by the first visit area values. Area ratios that are greater or less than

1 denoted an increase or decrease in the area of SRF, respectively.

6.3 Results

Examples of IR SLO images, HD SDOCT B-scans, en face OCT images, and retinal thickness

maps obtained at 2 visits (8 months apart) in the right eye of a 30 year old visually normal male

are shown in Figure 6.1. On the HD SDOCT B-scans, a foveal depression corresponding to

normal anatomy is visualized. The appearance of en face OCT images obtained at the 2 visits

is similar. Both images display shadows of the overlying retinal vasculature and have uniform
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intensities. From retinal thickness maps, the CST measurements are 270 and 269 microns at

visit 1 and 2, respectively and visual acuity at both visits is 20/20.

Examples of IR SLO images, HD SDOCT B-scans, en face OCT images, and retinal thickness

maps obtained at 2 visits (5 months apart) in the left eye of a 68 year old male with a history

of neovascular AMD and SRF are shown in Figure 6.2. Intravitreal injections are administered

according to clinical protocol between en face OCT imaging. The HD SDOCT B-scans reveal

SRF, visualized as a sub-foveal region with minimal light reflectance. On en face OCT images,

irregularly shaped dark regions are observed corresponding to SRF. The boundaries of these

regions as identified by image segmentation are outlined (Figure 6.2). The area ratio of the

dark regions is 0.44, indicating a reduction in the SRF area. From the retinal thickness maps,

CST is 377 and 280 microns at visit 1 and 2, respectively. Visual acuity is 20/30 and 20/25 at

visits 1 and 2, respectively.

On en face outer retinal images, pigment epithelium detachment (PED) appears as bright

regions, while subretinal fluid (SRF) is observed as dark regions. The area and intensity of

these regions are quantitatively measured on en face outer retinal images and compared in

the same subject. A decrease in area or an increase in intensity of dark regions on en face

outer retinal images corresponds with a decrease in retinal thickness and improved vision. The

investigated methods have the potential to provide a more accurate and detailed view of changes

in pathologies due to disease progression and treatment.
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Figure 6.1. Examples of IR SLO images, high density (HD) SDOCT B-scans, en face OCT
images, and retinal thickness maps obtained at 2 visits from the right eye of a 30 year old

normal healthy male. The location of the HD SDOCT B-scans is shown with black horizontal
lines on IR SLO images.
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Figure 6.2. . Examples of IR SLO images, high density (HD) SDOCT B-scans, en face OCT
images, and retinal thickness maps obtained at 2 visits from the left eye of a 68 year old male

with neovascular AMD. On en face OCT images, the region of interest and the area of
reduced intensity are outlined with dotted white and solid cyan lines, respectively. On en face
OCT images, irregularly shaped dark areas were visualized due to the presence of subretinal

fluid (SRF).
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Figure 6.3. Top row: Segmentation on first visit. Bottom row: Segmentation on second visit.
Pink refers to light ROI. Blue corresponds to dark ROI



CHAPTER 7

CONCLUSION AND DISCUSSIONS

Due to the advancement of retinal imaging systems, small focal changes in the retina can

be detected and measured more accurately. These discoveries can aid in resolving unexplained

visual symptoms or visual loss. There is a high association between the disturbance of the

photoreceptor inner and outer segment and a diminishing of visual acuity [26]. In a healthy

retina, the cones are densely packed and are resolved and produce a regular cone mosaic.

If however the cones experience structural changes due to the presence of disease, they may

become less reflective. These changes show up as dark spaces in the AO images and also as

indistinct OS/RPE layers in the OCT images [88].

Automated methods for the analysis of retinal images is important due to its potential for

screening and diagnosis of diseases that affect human vision. Drawbacks of existing methods

are due to the complicated nachallenges presented by low quality images. These challenges

often require human intervention, thus making most algorithms semi-automatic. The need for

automated methods that can seamlessly process large amounts of data in a timely manner is

necessary. For the problem of photoreceptor cell integrity estimation, we introduce a method

that overcomes the shortcomings of existing methods by using content-adaptive filtering (CAF).

In this method, image frequency content is initially analyzed using intensity profiles in the

spatial domain to design a customized filter with a pass-band to emphasize cell structures

suitable for subsequent processing. The McClellan transform [1] is used to design the circularly
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symmetric bandpass filter since retinal cells have no preferred orientation. The automated filter

design eliminates the need for manual determination of cell structure parameters, such as cell

spacing. Following the preprocessing step, cell density estimation is performed on the binarized

filtered image by finding regional points of high intensity. Photoreceptor cell estimates using

this automated procedure are found to be comparable to manual estimates (gold standard).

The new method when applied to test images and retinal images and shows over- all improved

performance when compared with previously reported methods requiring user-supplied input.

A potential drawback of measuring photoreceptor density in the spatial domain is that the

intensity profiles can be greatly affected by the presence of noise. Peaks in the profile which

may be representative of noise may be incorrectly identified as cells. In order to overcome

this possible limitation, we analyze the cone mosaic in the frequency domain. We describe

an image model using a windowed 2D lattice of pulses representing the cells and characterize

the frequency content as decaying frequency domain pulses on the reciprocal lattice. Based

on this, we propose a novel method for detection of cone photoreceptor cells by analyzing the

discrete-space Fourier transform of AO retinal images. This method uses a small-extent, block-

based, 2D Discrete Fourier transform (DFT) to determine cell frequency content in order to

obtain the parameters of an adaptive circularly symmetric band-pass filter that is applied to

the image. The filter extracts the underlying cellular structure and removes high-frequency

noise as well as very low frequency contamination manifested as slow intensity variations in the

image. We test the robustness of our method by applying it to images corrupted by noise as well

as to images which have been artificially manipulated so that cell structure appears different.
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Subsequent detection yields an automated cell estimate that compares well with actual and

manual estimates on test and retinal images and demonstrates the accuracy of the method.

Several studies have shown high correlation between the integrity of ISOS layer and pho-

toreceptor cells. Retinal degeneration due to disease ultimately results in the death of the

photoreceptors and leads to the death of the inner and outer segment layers in the retina. It is

therefore desirable to develop automated segmentation techniques to identify lesions in retinal

images in order to reduce the inter-observer variability as well as the manual segmentation effort

and time. We investigate the segmentation of pathologies in fluorescein angiograms and en face

retinal images in patients with age-related macular degeneration and diabetic retinopathy by

building upon the level-set method based on the classical Chan-Vese model. Image acquisition

is performed during different patient visits to emphasize the changes in pathology over time as

a result of treatment. We explore an improved method for pathology segmentation in retinal

images which automatically isolates the pathology without the need to specify the location of an

initial contour. This is accomplished by exploiting a priori knowledge of the shape and intensity

distribution allowing the use of projection profiles to detect the presence of pathologies that are

characterized by intensity differences with surrounding areas in retinal images. The method

provides improved reliability in the segmentation which may fail in classical algorithms with a

random choice of the initial contour. Results indicate that the improvement is attained with a

reduced number of iterations thereby increasing the speed of convergence as the initial contour

encloses the region of interest on the first iteration. The results of this study indicated a strong

relationship between the integrity of the ISOS junction layer and visual acuity. Pathologic
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regions observed in the ISOS en face image indicate areas of cell death, which appear as dark

patches in AO retinal images. We extend our research by including in our analysis the en face

images of seven layers of the retina. A wealth of information is available upon examining the

layers in conjunction with one another and by observing how the pathologies flow from one layer

to the next. Analysis of the ISOS layer individually is insufficient to conclude the origins of the

disease and the extent to which the disease has progressed. By including multiple layers in our

study, we are able to provide insight as to how abnormalities in the upper layer of the retina

are represented in the ISOS layer. The level-set approach is used for a preliminary analysis and

this approach proves useful when segmenting pathologies across multiple layers. We develop a

level-set model that uses Fourier descriptor based shape priors to specify a target shape. The

final level-set function obtained for a given image is used as the initial level-set function for

the image in the next sequential layer. In this way, the segmentation flows across the images

and the problem of specifying an initial contour is seamlessly handled as pathologies tend to be

grouped in the same location and the result of segmenting one layer is used as the initial contour

to the next layer. Use of Fourier descriptors allows for the definition of target shapes which

are invariant to rotation, scale, and translation. Metrics such as the area of the pathologies

and their centroids are obtained and used to determine whether the pathologies visible on the

ISOS layer are neural or optical in nature. Neural pathologies occur directly on the ISOS layer

and indicate irreversible photoreceptor disruption. Areas of loss of ISOS integrity visible on the

ISOS en face image would appear as black patches on the corresponding AO image, indicating

regions of photoreceptor cell death. In the case of optical pathologies, abnormalities appear



95

on the inner plexiform layer (IPL) and cause optical effects, such as shadowing on the ISOS

layer. Given the proper treatment, these abnormalities in the IPL layer can be removed, thus

restoring the high reflectivity and integrity of the ISOS layer.

7.1 Future Work

Studies have shown that a loss of the photoreceptor mosaic in the AO images are comparable

with the area of the ISOS disturbance in OCT images. Therefore, by understanding how disease

affects the layers of the retina, correlations can be constructed between the integrity of the ISOS

layer and photoreceptor density. We have taken the first step towards identifying the origins of

disease in order to appropriately offer effective treatment plans. The use of our methods on a

single patient are inadequate to offer conclusive results. For future work, it would be of great

interest to apply our methods to a minimum of twenty patients in order to observe trends which

may be appearing. As the en face images are constructed from multiple B-scans, it would also

be of interest to incorporate the data from B-scans so as to provide a form of cross-correlation

between the two forms of images in areas where abnormalities are present. Level-set methods

and analysis of image data in the frequency domain have been effective means of reaching our

goals. Other methods such as wavelet decomposition and image manifolds can also be looked

into
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