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SUMMARY

As predicted by Moores Law, the density of transistors has doubled every two years which

has contributed to the miniaturization of electronic devices. While the miniaturization offers

remarkable improvements in electrical performance, heat dissipation and thermal expansion

mismatch can be the problems in designing electronic devices. Therefore, the nanoscale ther-

mal properties are an important subject of current research in electronic devices, and, corre-

spondingly, thermal characterization methods are needed at nanometer scale. In this thesis,

I have developed two types of nanoscale thermal characterization methods using the scanning

transmission electron microscopy (STEM), electron energy loss spectroscopy (EELS) and first-

principles calculations, and studied the thermal properties of different innovative materials to

explore the superiorities and limitations of both methods.

In Chapter 4, I utilized an indirect characterization method to explore the Ti dopant ef-

fects on the thermoelectric properties of the layered structural materials, Ca3Co4O9. Specifi-

cally, I examined the Seebeck coefficients of Ti-doped CCO and found limited influence from

dopants on the thermoelectric properties. Then, I explored the Ti dopant effects on the crystal

structure and electronic structure of CCO using atomic resolution imaging and spectroscopy

(STEM/EELS) techniques. I found that the Ti dopants were mainly located in the RS sub-

system, which performed a charge-carrier reservoir but did not contribute to the enhancement

of the Seebeck coefficients. I found that Co ions remained the same valence state and spin state

after Ti doping which would not influence the Seebeck coefficients. This study also suggests a

xvii



SUMMARY (Continued)

higher doping concentration may influence the Seebeck coefficients. Using this indirect method,

one can study the relation between thermal properties and electronic properties and explain

the macroscale thermal phenomenon. However, a direct observation of this relation is missing

and needed for fundamental researches.

In Chapter 5, I demonstrated a direct approach to observe the nanoscale temperature and

thermal expansion properties of 2D materials (graphene and transition metal dichalcogenides

(TMD)). Specifically, I explored the temperature dependent plasmon energy shift phenomenon

which could be monitored by the low-loss EELS signals and utilized to predict the local temper-

ature with the atomic resolution STEM images. Combining these experimental results with the

EELS simulation performed by the first-principles calculations, the thermal expansion coeffi-

cients of different two-dimensional materials (graphene, MoS2, MoSe2, WS2, WSe2) in different

thickness were determined. The thermal expansion coefficients of monolayer two-dimensional

materials are almost one order of magnitude larger than the ones from bulk. This may cause a

severe thermal expansion mismatch problem in the design of electronic devices.

In Chapter 6, I utilized the nanoscale thermal expansion measurement technique on the

TMD alloys (Mo1−xWxS2) to explore the defects effects on the monolayer materials and the

potential possibility to control the thermal expansion behavior of materials. With the same

thermal expansion measurement methods performed for pure TMDs, the thermal expansion

coefficients of the TMD alloys in different alloying concentrations were determined. When the

materials gradually change from the pure materials (MoS2 or WS2) to the equally alloyed mate-

rials (Mo0.5W0.5S2), the thermal expansion coefficients are reduced due to the interference from

xviii



SUMMARY (Continued)

the additional substitutional atoms on the lattice expansion. This control of thermal expansion

coefficients presents a great potential to ease the thermal expansion mismatch problem in the

electronic devices. It also suggests that the thermal expansion of the interface between two

different materials may be not a linear transition from one to another one which is of great

interest in both fundamental research and future applications.
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CHAPTER 1

INTRODUCTION

At the absolute zero temperature, particles, such as atoms or ions in a crystal lattice of

materials will remain static at their equilibrium positions. At a nonzero temperature, the

atoms or ions will randomly vibrate around their equilibrium positions. Thermal properties

of materials describe the statistical behavior of atoms or ions due to these thermal-induced

vibrations.

The thermal properties of a material determine how it responds to temperature changes.

When a solid is exposed to a system with an elevated temperature, the atomic vibrations

between two systems will tend to reach a thermal equilibrium through energy transfer (called

heat). The ability of the heat to be absorbed is called the heat capacity, while the mobility

of the heat to flow is called the thermal conductivity. After absorbing the heat, the increased

internal energy (microscopic kinetic energy from the random atomic vibrations) will increase

the maximum amplitude of the atomic vibrations. Due to the asymmetry of the potential

energy curve around the equilibrium state, the average inter-atomic distance will be changed

(usually increased). This phenomenon is called the thermal expansion and is described by the

thermal expansion coefficient of materials. In addition to these properties, the thermoelectric

effect governs the response of a material to a temperature gradient. The gradient will result in

the redistribution of the charge carriers from the high-temperature area to the low-temperature

1
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area, and to the creation of a potential difference between two sides. The Seebeck coefficient,

S, is given by ∆V
∆T .

As discussed above, the thermal properties of materials influence structural and electronic

properties, thus affecting the functional performance of materials and the design of devices.

Some thermal properties, such as the Seebeck coefficient, can directly determine the performance

of the devices by converting the temperature gradient into electric voltage. Understanding the

thermal properties of materials is an important area of material science. Especially at the

nanoscale, thermal properties play a critical role in research studies and technology applications.

For instance, the nanoscale study of thermal boundary conductivity across the interfaces can

reveal the heat transfer mechanism and guide the selection of materials for different devices.

In particular, heat transfer becomes important in low-dimensional materials. When the spatial

dimension approaches the nanometer scale, comparable to size of Bohr radius, materials will

exhibit properties different than those in bulk. This is called the quantum confinement effect.

Low-dimensional materials, such as the quantum dots and 2-dim materials, attract a lot of

attention due to their outstanding electronic and thermal properties. The nanoscale study of

thermal properties becomes particularly critical in understanding the quantum confinement

effects and the behavior of low-dimensional materials. A nanoscale study of 2-dim materials

focusing on the thermal expansion behavior can guide the design of next-generation nano-

devices (2). However, for the studies in nanoscale characterization techniques of temperature

and thermal properties are needed.
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Nanoscale characterizations of thermal properties can be divided into two approaches: 1),

indirect characterization of structural or electronic responses due to the variation of thermal

properties, or 2), direct characterizations of thermal properties at corresponding temperatures.

Using the first approach, the relation between thermal and electronic properties can be

studied. Nanoscale characterization of certain thermal properties is challenged. Instead, one

can utilize the nanoscale techniques (such as the electron microscope) to explore the structural

and electronic properties of materials to reveal the thermal properties. The thermal phenomena

can then be analyzed from the view of microscopic particles, such as atoms and electrons.

The indirect approach combines the traditional thermal characterizations with the nanoscale

techniques, which is universal for all the thermal properties.

Using the second approach, including in-situ thermal experiments, one can measure and

explore the thermal properties directly. This enables research of interfaces, defects, edge and size

effects on low-dimensional materials and response of the material to the applied temperature,

called thermometry. Nowadays, there are three types of thermometry that can be used for the

in-situ nanoscale thermal characterization.

The first type is the scanning probe-based method which is widely used (3; 4; 5; 6; 7).

Here, the temperature is usually measured via a calibrated sensor in contact and in thermal

equilibrium with the system, such as a thermistor where the electronic resistance is related

to the temperature. Although a spatial resolution of a few nanometers has been reported by

performing the measurements in high vacuum (7), the resolution of these methods is limited

by the size of the cantilever tip and the tip-surface contact characteristics. The relatively slow
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scanning rate and the assumption of thermal equilibrium also limit the time resolution of this

type of measurement, restricting its applicability in dynamic systems.

The second type is the non-contact optical techniques, such as Raman (8), fluorescence (9),

and luminescence thermometry (10), which utilize the temperature-dependent phenomena, then

convert the measured signal into a temperature value. Although these techniques provide an

accurate prediction of temperature after careful calibration, the spatial resolution is restricted

by the optical diffraction limit. Moreover, in the first two type of methods, particularly SPM,

it is difficult to prepare free-standing specimens, and the measured material is often supported

by a substrate. The substrate effects are difficult to be excluded and will always impact the

measurement.

The third type is based on electron microscopy techniques. The earliest method is electron

diffraction which utilizes the electron diffraction of particles at different temperatures to monitor

the lattice expansion and then measure the temperature (11). These techniques will give a

precise measurement of temperature based on the statistical average of a large number of

particles, but the artifact from additional particles cannot be avoided and the spatial resolution

is limited. A more recent study by Idrobo et al. (12) measures the temperature of BN nanoflakes

using the ratio between the probabilities of the same energy transfer in electron energy gain and

loss spectrum. Combining with the calculations of phonon energy, this method is independent

of the type of materials. Since the approach is based on vibrational spectroscopy in the aloof-

beam configuration, it will result in limited beam damage effect, but also have a very limited

spatial resolution.
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The aim of this Ph.D. thesis is to systematically develop indirect and direct thermal char-

acterization techniques to investigate the defect and size effects on the thermal properties at

the nanometer scale. These techniques I have developed will utilize the scanning transmission

electron microscopy (STEM), electron energy-loss spectroscopy (EELS) and first-principles cal-

culations. These techniques are universal across a wide range of different materials, from

thermoelectric materials to atomically thin metallic and semiconducting materials.

In the first two chapters, the background and theory behind these techniques will be de-

scribed. It will include the STEM probe formation, the background of STEM imaging and

EELS, and the background of density functional theory for material modeling. In Chapter 4,

an indirect approach is introduced and utilized to explore the physical origin of Ti dopants

effects on the Seebeck coefficients in the thermoelectric material, Ca3Co4O9, by the atomic-

resolution characterization and first-principles modeling. A complete study of the structural

and electronic properties of Ti dopants in Ca3Co4O9 and the subsequent influence on the See-

beck coefficients will be discussed. Chapter 5 will introduce a novel and universal technique of

the direct nanoscale thermal characterization on the thermal expansion. It will be used to ex-

plore the thermal expansion behavior of 2D materials, including transition metal dichalcogenide

(TMD) and graphene. The negative thermal expansion of graphene will be demonstrated and

thickness effects on the thermal expansion of 2D materials will be studied. In Chapter 6, a

study of the thermal expansion of alloyed TMD will be reported. The substitutional defect

effects in alloys on the thermal expansion will be investigated and the origin of these effects

will be discussed. In the last chapter, the current results from the nanoscale thermal character-
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ization techniques and the exploration of the nanoscale thermal properties will be summarized

and future research will be discussed.



CHAPTER 2

SCANNING TRANSMISSION ELECTRON MICROSCOPY

Any discussion of transmission electron microscope (TEM) has to begin by mentioning the

well-known physicist, Louis de Broglie. In 1924, he proposed the matter wave theory in his Ph.D.

thesis, which postulated that not only light, but all matter exhibits wave-like properties (13).

This theory built the foundation of wave-particle duality and was confirmed experimentally

three years later. In 1927, Clinton Joseph Davisson and Lester Halbert Germer from Bell labs,

observed the first diffraction pattern of electrons using the low energy electrons hitting a nickel

crystal (14). In the same year, George Paget Thomson (son of Joseph John Thomson, who

discovered the electrons) observed the interference phenomena of electrons using an electron

beam transmitting through a metal film (15). After these discoveries, in 1929, De Broglie won

the Nobel Prize for his hypothesis of matter wave theory. In the same year, a Ph.D. candidate

from Technische Universität Berlin, Ernst Ruska, proposed to utilize high-energy electrons with

extremely short wavelengths for microscopy to exceed the spatial resolution limit of optical

devices. In 1931, Ernst Ruska and Max Knoll built the first transmission electron microscope

(16). And two years later, Ruska’s electron microscope had already exhibited a higher spatial

resolution than any traditional optical microscope. In 1937, Baron Manfred von Ardenne at

Siemens built the first scanning transmission electron microscope (STEM) (17). However, this

technique was not fully developed. In 1969, Albert Crewe from University of Chicago developed

the field emission gun in STEM which largely improved the spatial resolution (18). Since then,

7
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the electron microscopy has been largely developed and are now widely used in research and

industry.

In this chapter, I will introduce the STEM, including the formation of a small electron

beam using the probe aberration correction, how electrons interact with the sample, and how

we detect them for different applications.

2.1 Probe Formation

In the transmission electron microscope, the coils replace the optical lenses to focus the

electron beam. They can operate magnetically or electrostatically. The configuration behind

the transmission electron microscope can be divided into four parts: 1) the electron source

formation, 2) a lens system for magnification, 3) interactions between incident electrons and

samples, and 4) detection of scattered electrons. Unlike the conventional TEM in which the

incident electrons are parallel and produce a coherent image after scattering, in the STEM, the

electron beam is designed to converge to form a small probe at the sample which is scanned

in a raster pattern over the area of interest. This model allows the detection of incoherent

elastically scattered electrons at a high angle, which can form the incoherent image and provide

a high spatial resolution.

The electron source largely influences the size of the probe which determines the resolution

of STEM images. Usually, the electron source in TEM is the thermionic emission gun, such

as lanthanum hexaboride (LaB6) filaments. The thermionic emitter will give electrons enough

thermal energy to overcome the energy barriers from work functions. Due to necessary high

temperatures, the devices cannot provide a sharp enough electron source and exhibit poor
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reliability and lifetime. In 1969, the field emission gun was developed and the prototype of the

modern STEM was created (18). A sketch of the field emission gun is shown in Figure 1. In

the field emission gun, a sharp tip will be exposed to a negative potential compared using a

very close electrode. With enough potential difference, the electrons will be emitted from the

tip. Compared with the thermionic emitter, the field emission gun can provide a more coherent

and sharp source with a much larger brightness, hence largely improve the spatial resolution of

images.

Figure 1: A sketch of the field emission gun.

After the beam of electrons extracted from the tip, it is focused to a cross-over by the

gun lens. Then the beam is converged by the systems of condenser lenses, called C1 and C2.

This initial convergence provides the main demagnification of the microscope and can occur at

different heights. The closer the cross-over is to the lens, the smaller spot size at the convergence

point. This spot size can be controlled by the current of condense lenses system (since the
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strength of magnetic field can be tuned by the current flowing through the coils) and affects

the final probe size. After the beam is converged by the condenser lenses system, it is then

deflected by the scanning coils which enable the raster scan through the electromagnetic shifts.

The gun lens, the condenser lenses and the object lens guarantee that sufficient demagnification

can be achieved. However, large source demagnification will limit the number of electrons in the

incident beam and influence the signal-noise ratio of images and spectra. A tradeoff between

the spatial resolution and the signal-noise ratio of images needs to be considered when choosing

the appropriate spot size.

2.2 Aberration Correction

The final probe size on the sample determines the resolution in STEM images. In particular,

the aberrations of the probe are the main limitations of the spatial resolution in STEM images.

The aberrations of the lenses system are mainly two types: chromatic aberration, and spherical

aberration. The first type, the chromatic aberration, means that electrons of different energies

(i.e. with different wavelengths) are focused to different focal points on the optical axis. The

second type, the spherical aberration, comes from the different behavior of off-axis beams,

which is the most significant aberration in STEM lens system. Specifically, the rays which are

far away from the optical axis are bent more strongly to a closer focus point, compared with

the rays close to the optical axis. A schematic of both aberrations is presented in Figure 2.

The spherical aberration transfers a point image to a halo with the highest intensity in the

center. This effect largely influences the probe size and limits the spatial resolution of a STEM.
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Figure 2: A schematic of chromatic aberration (upper panel) and spherical aberration (lower
panel). Adapted from (19).
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If the non-rotationally symmetric aberrations are ignored, the wavefront distortion from the

perfect sphere, i.e. the spherical aberration function, can be expanded in a power series:

χ(θ) =
1

2
∆fθ2 +

1

4
C3θ

4 +
1

6
C5θ

6 +
1

8
C7θ

8 + · · · (2.1)

where ∆f is the first-order distortion (defocus), C3, C5, C7 are the coefficients of the third-, fifth-

and seventh-order spherical aberrations, respectively. In an uncorrected electron microscope,

the main contribution of aberrations comes from C3.

The lateral spread effect from the spherical aberration can be measured by the lateral

displacement in the Gaussian focus plane, which is the gradient of the aberration function:

δ(θ) = ∆fθ + C3θ
3 + C5θ

5 + C7θ
7 + · · · (2.2)

The individual contribution from each order of aberrations to the lateral spread of the probe is

shown in Figure 3. As the semi-angle θ increases, the effect from diffraction decrease while the

contribution from the spherical aberration increases. The smallest probe size can be selected

at an angle that introduces minimum lateral displacement considering all the diffraction and

aberrations. In Figure 3, the smallest probe size is chosen at point A for the uncorrected system

and at point B for C3-corrected system (which excludes the lateral displacement from C3). It

can be shown that the probe size at point B is almost half of the size from point A, which

presents the importance of C3 corrections.
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Figure 3: The lateral spread of probe from the contributions of the diffraction and different
aberrations. Adapted from (20).

The aberration correction has been a long-standing challenge for electron microscopy. In

1949, Otto Scherzer suggested that the aberration correction cannot be realized by the tradi-

tional lenses with rotational symmetry, but can be achieved by the multipole lenses instead

(21). In the late 1990s, the first aberration correctors were built for TEM by Haider (22)

and for STEM by Krivanek (23). With the development of the aberration correctors, the first

sub-angstrom experiment was performed by Batson from IBM in 2002 (24). The spherical

aberration corrector in the ARM 200CF I used is a hexapole corrector. With this kind of

probe spherical aberration corrector, the spatial resolution of 0.78 Å at the 200 kV accelerating

voltage, can be achieved.
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2.3 Electron interactions with matter

As I described in the former sections, it took more than 60 years to realize aberration

correction and achieve a sub-angstrom scale electron probe before hitting the sample. What

happens then when the probe finally hits the sample?

Figure 4: The schematic of possible phenomena resulted from the electron interactions with
the sample. Adapted from (25).

When high energy electrons interact with the sample, a variety of phenomena occur and can

be observed by different techniques (Figure 4), which shows the great potential of a comprehen-

sive analysis based on the electron microscope. For a high energy electron, these phenomena

are resulted from the electron interactions with the sample at different penetration depths:
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From secondary electrons for surface structural information by scanning electron microscope

(SEM), to the transmitted electrons for TEM. The electrons transmitting through the sample

can be divided into different types due to the different interactions: transmitted electrons (no

scattered), elastically scattered electrons for structural information, and inelastically scattered

electrons for chemical information of materials.

Usually, the inelastic scattering occurs in a small angle (< 0.1 deg) and the incoherent

elastic scattering occurs over a large angle (> 3 deg). Due to a small probe size of the beam

and different collection angles, these two signals can be obtained simultaneously for both images

and spectra. In fact, the atom-by-atom structural and chemical analysis can be achieved using

STEM. In the next two subsections, I will introduce the techniques of displaying elastically and

inelastically scattered electrons for STEM analysis.

2.4 Z-contrast Image

The main imaging techniques of STEM utilize the elastically scattered electrons for struc-

tural analysis. The detectors below the sample stage could include an annular bright field

detector (ABF), a low angle annular dark field detector (LAADF), and a high angle annular

dark field detector (HAADF). A schematic of the setup for these three detectors and corre-

sponding accepted scattering angles are presented in Figure 5. The ABF detector collects the

directly transmitted electron beam at a small scattering angle (< 10 mrads) with the central

area being blocked, which can be used to detect the light elements (Li, O, etc.). The ADF

detectors are the ring-shaped detectors collecting the elastically scattered electrons at a high

angle (10− 50 mrads for LAADF, > 50 mrads for HAADF). The LAADF images can be used
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for the low-dimensional materials since the elastic scattering at the high angle is weak after

transmitting the low-dimensional materials, while the HAADF images can provide a better

atomic number (Z) contrast for the heavy elements. In this subsection, I will discuss the elastic

scattering of electrons with atoms and the HAADF imaging, or also called Z-contrast imaging.

Figure 5: A schematic of the setup of ABF, ADF, and HAADF detectors. All the detectors
gather electrons with different scattering angles simultaneously. Taken from (25) with permis-
sion.

Figure 6 is a diagram of elastic scattering with an isolated atom. When an incident electron

is far away from the nucleus, the incident electron mainly interacts with the electron cloud

around the nucleus due to the Coulomb interaction. This interaction is weak and scatters

the electron slightly with a small angle. When the incident electron is close to the nucleus,

the strong electron-nucleus Coulomb interaction scatters this electron with a large angle. In
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some situations (the electron is too close to the nucleus), the electron may be completely

backscattered. This strong scattering is called Rutherford scattering.

Figure 6: A diagram of two elastic scattering mechanisms: low-angle scattering due to electron-
electron Coulomb interactions and high-angle scattering due to electron-nucleus Coulomb in-
teractions (some may completely backscattered). Taken from (25) with permission.

If the relativistic effects are ignored and there is no energy transfer during the scattering

(elastic scattering), the differential cross section for the Rutherford scattering can be expressed

as:

σR(θ) =
e4Z2

16(4πε0E0)2

dΩ

sin4 θ
2

(2.3)

where E0 is the energy of the electrons, Z is the atomic number of the isolated atom. From

this simple model, I can find that the differential cross section, i.e. the possibility of the elastic

scattering at a certain angle, is proportional to Z2. The HAADF detector collects these high
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angle elastically scattered electrons and integrates the intensities of electrons to produce the

HAADF image. The intensity of electrons in each pixel presents the possibility of electrons

scattering in that area, which is proportional to Zn (n = 1.6 − 2 for different experimental

conditions (18; 26; 27)). The advantages of HAADF imaging are that it excludes the thickness

effects on the contrast and it is not sensitive to changes in objective lens defocus. Due to

the incoherent properties of high angle elastic scattering, the HAADF images are not affected

by the diffraction contrast which gives a better spatial resolution. Due to these advantages,

the HAADF images are widely used for the initial elemental recognition and high-resolution

structural analysis in bulk, defects, and interfaces.

2.5 Electron Energy-Loss Spectroscopy

There are two types of spectroscopy commonly used in a STEM: energy-dispersive X-ray

spectroscopy (EDS) and electron energy-loss spectroscopy (EELS). The positions of EDS and

EELS detectors within the TEM column are shown in Figure 7. The EDS detector above the

sample collects the characteristic X-rays emitted from the sample, while the EELS detector

below the sample gathers the inelastically scattered electrons which are separated based on the

energies by a magnetic prism. I will briefly discuss the mechanisms of both techniques: inelastic

scattering.

Figure 8 presents the mechanisms behind EELS. When a high energy electron interacts with

an atom, it can transfer energy to electrons around the atom which may cause the excitation of

a plasmon or the excitation of the electron from the inner shell orbitals to the unoccupied outer

shell orbitals. The latter excitation leaves a hole in the inner shell orbital. In these processes,
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Figure 7: A schematic of the layout of EDS, HAADF, EELS detectors.

the original electron loses the certain energy for the excitation. These energy-loss electrons

are used for EELS techniques. An outer shell electron can then jump back to this inner shell

hole and release energy. This transition energy can be transferred to eject another outer shell

electron from the atom (Auger electron), or can be released as the characteristic X-rays for

EDS techniques.

For a small scattering angle (θ << 1 rad), the double-differential cross section for inelastic

scattering can be approximated as:

d2σ

dΩdE
≈ 8a2

0R
2

Em0v2

(
1

θ2 + θ2
E

)
df

dE
(2.4)
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Figure 8: A schematic of electron excitations during the electrons interactions with matter
(lower panel) and the corresponding spectrum in EELS (upper panel). Taken from (28).
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where a0 is the Bohr radius, R is the Rydberg energy, df
dE is the generalized oscillator strength

(GOS) per unit energy loss, and m0, v are the static mass and velocity of incident electrons.

θE is the characteristic angle. If the relativistic effect is ignored, it can be approximated as

θE = E/(2E0), where E0 is the energy of the incident electron. The angular dependence of the

inelastic scattering mainly stems from the Lorentzian factor
(

1
θ2+θ2

E

)
, in which the θE describes

the half-width at half maximum (HWHM).

Equation 2.4 is applied for single atoms situation which is particularly useful for the inner

shell scattering. However, the outer shell scattering is complicated due to the collective behavior

of the valence electrons. Alternatively, I can consider the interaction of the incident electron

with the solid by the dielectric response function, ε(q, E). Then Equation 2.4 can be expressed

as:

d2σ

dΩdE
≈ lm[−1/ε(q, E)]

π2a0m0v2na

(
1

θ2 + θ2
E

)
(2.5)

where na is the number of atoms per unit volume, θE is the same characteristic angle. For a

typical STEM at 200 kV acceleration voltage, θE is approximately 1 mrad for a 400 eV energy

loss and 0.05 mrad for a 20 eV energy loss. For the plasmon excitation in the low-loss region

(0 − 50 eV), the energy dependence of the inelastic scattering mainly comes from the factor

lm[−1/ε(q, E)], which is called energy-loss function. The low-loss EELS can be simulated based

on this factor with the calculations of dielectric response function. More details will be discussed

in Chapter 5.
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2.5.1 Zero-loss Peak

A typical EEL spectrum (the number of electrons as a function of different energy-loss) is

shown in Figure 8. Based on the energy range, the EEL spectrum can be roughly divided into

three regions: the zero-loss peak (0 eV), the low-loss EELS (0 − 50 eV) and the core-loss EELS

(> 50 eV). Each region has its unique functions for further spectroscopic analysis.

The first (at 0 eV) and most intensive peak in the low-loss EEL spectrum is the zero-loss

peak (ZLP). It comes from the transmitted electrons, low-angle elastically scattered electrons

and inelastic scattering with a tiny energy loss (such as the phonon excitation). Since most

electrons are found from the direct beam, the ZLP can be used to focus the spectrometer. Due

to its sharpness and special position, the ZLP can be always set as the zero point for the energy

calibration. The full-width at half maximum (FWHM) of ZLP is the energy resolution of the

EEL spectrum, which mainly stems from the energy distribution of the electron source ∆E0,

the energy broadening from the spectrometer ∆Eso, and the spatial resolution of the EELS

detector s. Since these factors are independent with each other, the total energy resolution can

be written as:

∆E2 = ∆E2
0 + ∆E2

so + (s/D)2 (2.6)

where D is the energy dispersion of the spectrometer. Due to the energy dependency of spec-

trometer focusing, the ∆Eso term increases as the energy loss increases. As a result, the overall

energy resolution in the core-loss region is slightly worse than the one in the low-loss region.

However, the main contribution is the energy spread of electron source ∆E0, which depends on
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the type of electron source. For a 100 keV situation, the energy resolution from the cold FEG

(∼ 0.3 eV) is much better than those from the W source (∼ 3 eV) and LaB6 source (∼ 1.5 eV)

(25). This is another advantage of FEG than the traditional thermionic emitter.

The ZLP also contains the signal from phonon excitation. Since the energy loss during

phonon excitation (50 − 300 meV) is too small compared with the energy resolution of the

traditional EEL spectrum (0.2 − 1 eV), this weak signal is covered by the tail of ZLP and is

hard to be detected. However, a monochromated FEG can further narrow the energy spread,

and an energy resolution of 5 - 50 meV can be achieved, which is sufficient to explore the fine

details in the ultra low-loss region of EELS (< 1 eV).

Figure 9: The comparison of ZLP energy resolutions before and after the electron probe is
monochromated (left panel) and the monochromated ultra low-loss EEL spectrum of water
cell sandwiched by h-BN monolayer films, showing the phonon from h-BN (∼ 180 meV) and
the phonon of O-H stretching from water (∼ 400 meV) (right panel). Taken from (29) with
permission.

A direct comparison of ZLP from unmonochromated and monochromated electron source

is shown in Figure 9. After monochromating the probe, the energy resolution from the FWHM

of ZLP is reduced from 285 meV to 23 meV, which enables the detection of the phonon modes
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of h-BN (∼180 meV) and H2O (∼ 400 meV). With the high energy resolution, an aloof mode

EELS (the beam passes near the edge of the sample, not directly transmits the sample) is

possible. the beam damage from EELS can be largely reduced. Another application of ZLP is

the detection of fine details in the electron energy-gain spectrum (EEGS) (12). It comes from

the energy transfer from the photos to the electrons and is symmetric with the energy-loss tail

of ZLP. Since it is the reverse excitation of energy-loss, the intensity ratio between the same

peaks from the energy gain and loss spectrum is a Boltzmann factor (e
− ∆E

kBT ). This means

that as energy difference ∆E increases the intensity of EEGS exponentially decreases. Only

the fine details of the ultra low-gain region can be observed with a monochromator. Since the

Boltzmann factor is temperature dependent, it can be used to predict temperature based on

the intensity ratio (12).

2.5.2 Low-loss EELS

The low-loss EELS presents the excitations of the valence electron in the outer shell including

the interband transition and the plasmon excitation. The interband transition presents the

single excitation from the outer shell orbitals (conduction band) to the unoccupied orbitals

(valence band). For a semiconductor, the initial onset of the background-subtracted low-loss

EELS is the band gap of materials (the energy of the transition from the highest occupied orbital

to the lowest unoccupied orbital). The plasmon is a collective behavior of electron oscillation.

The analysis of plasmon can be used to reveal the thickness of the sample, the valence electron

density, and the temperature (2).
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A typical plasmon wake is shown in Figure 10. When a fast electron moves into the solid,

the nearby electrons are pushed away due to the Coulombs interactions, leaving a correlation

hole with a positive effective charge in the space. After the incident electron moves away, the

nearby electrons are attracted back and fill the hole with a negative charge in the space. When

the speed of the incident electron is fast enough (larger than the Fermi velocity), it forms an

oscillation of alternately positive and negative charge in the space behind the incident electron.

This effect is called the plasmon wake. In this process, the attracting force from the positively

charged correlation hole causes the energy loss. This transition can be regarded as the creation

of pseudoparticles, plasmon, with a quantum of energy Ep = h̄ωp, where ωp is the plasmon

frequency.

Figure 10: The plasmon wake from a 100 keV electron. Bright spot is the fast-moving electrons,
while the bright and dark areas present the regions with negative and positive charges. Taken
from (30) with permission.

In the free-electron approximation, the energy-loss function lm[−1/ε(E)] (from Equation 2.5)

of a volume plasmon can be written as:

Im

[
−1

ε(E)

]
=

E2
p(Eh̄/τ)

(E2 − E2
p)2 + (Eh̄/τ)2

=
E(∆Ep)E

2
p

(E2 − E2
p)2 + (E∆Ep)2

(2.7)
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where τ is the relaxation time of the plasmon, Ep is the plasmon energy, ∆Ep is the full width at

half-maximum (FWHM) of the energy-loss function and equals h̄/τ . This energy-loss function

reaches the maximum at the energy loss:

Emax = [E2
p − (∆E2

p/2)]1/2 (2.8)

For a sharp peak (∆Ep is small), the maximum is approximately at the plasmon energy

Ep = h̄
√

ne2

mε0
, where n is the valence electron density. This peak can be utilized for the analysis

of the collective behavior of electrons and monitoring the change of the valence electron density,

which thus enables the measurement of the lattice expansion of materials. More details will be

discussed in Chapter 5.

Another important application of the low-loss EELS is the thickness measurement. If we

consider the inelastic scattering as an independent event, the probability of an incident elec-

tron being inelastically scattered n times in a sample of thickness t should follow the Poisson

statistics:

Pn = In/It = (1/n!)mnexp(−m) = (1/n!)(t/λ)nexp(−t/λ) (2.9)

where In is intensity of n-fold scattering, It is the total intensity. m is the average number of

collisions and can be approximated as m = t/λ, where λ is the mean free path of the inelastic

scattering.
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Considering the unscattered situation (n = 0, zero-loss peak), Equation 2.9 gives:

t/λ = ln(It/I0) (2.10)

where I0 is the intensity of the zero-loss peak, which can be calculated using the integrals of

ZLP after the ZLP extraction. λ values are tabulated for most oxides, and Equation 2.10 can

be used to measure the thickness t of the sample. However, both the analysis of plasmon and

measurement of thickness require a careful ZLP extraction. Otherwise, it can easily introduce

numerical errors to the analysis.

2.5.3 Core-loss EELS

The core-loss EELS comes from the electron excitations of core-shell electrons to the un-

occupied orbitals. Based on the level of core shell (i.e. K, L, M, etc.), the corresponding core

loss edge is named K -, L-, or M -edge, etc. This process requires enough energy to support

the transition from the core-shell electrons of a specific atom to its unoccupied orbitals in the

conduction band. The energy-loss for each transition during this process depends on the type

of elements and also the specific core-shell orbitals. For a specific core-shell orbital, the core

loss edge reflects the density of states of the unoccupied orbitals above Fermi level. After the

edge onset of the core loss edge, the subsequent regions are the electron loss near edge structure

(ELNES) (up to 50 eV) and the weaker extended electron energy loss fine structure (EXELFS).

These fine structures present the energy distribution of the empty states in the conduction
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band, which can be used to analyze the detail electronic structure of materials, such as the

orbital hybridization, chemical bonding, and spin-orbital coupling.

Since the core electrons are strongly bonded with the nucleus, collective effects can be

ignored. For inelastic scattering of the core electrons, the single atom model can be applied and

Equation 2.4 can provide a good approximation of the characteristics of the core loss edges.

In Equation 2.4, the main energy distribution comes from the general oscillation strength,

df(q, E)/dE. This term is analytically solved for the hydrogen atom, which can be used for

others atoms with certain scalings. In a q → 0 limit, this term gives the core loss edges a

sawtooth shape, i.e. a sudden increase after the ionization energy followed by an exponential

decay.

A typical core loss EEL spectrum of BaTiO3 thin film showing Ti L-edge and O K -edge

is presented in Figure 11. In addition to the sawtooth shapes of both edges, up to 50 eV

above the energy onset, the electron loss near edge structure (ELNES) can be analyzed for the

information of the conduction band of the corresponding atom. For example, the ELNES of Ti

L exhibits the characteristics of four splitting sharp peaks, which stem from the mixing effect

of the spin-orbital coupling and the octahedral crystal field splitting. And the energy shift and

intensity change of these four peaks can be used to analyze the change of valence state, spin

state, and concentration of Ti atoms. More details will be discussed in Chapter 4.

Since the background follows approximately an inverse power law, the background for each

element can be subtracted by an exponential fitting (Figure 11). With a background subtrac-

tion, the rest signal spectrum can be used for elemental quantification based on the integral
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intensity under the core loss edge from each element. For a BaTiO3 thin film, the quantification

gives the atomic ratio of O over Ti element, 2.93, which is close enough to the ideal atomic

ratio, 3, with a 2.3% error. Compared with the elemental quantification by EDS, EELS pro-

vides a more sensitive and more localized information of concentration distribution of different

elements.

Figure 11: The core loss EEL spectrum of BaTiO3 showing Ti L-edge and O K -edge with
background subtractions for the elemental quantification. The atomic ratio of Ti over O atoms
is 2.93 based on the quantification.

2.6 The UIC JEOL JEM-ARM200CF

Figure 12 shows the scanning electron transmission microscope (JEOL JEM-ARM200CF)

I used for my Ph.D. research. This JEOL JEM-ARM200CF is located at University of Illinois

at Chicago and equipped with a cold FEG and a probe spherical aberration corrector which

provides an energy resolution of 0.35 eV and a spatial resolution of 0.78 Å at 200 kV, 1.36 Å

at 80 kV for HAADF imaging.
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The imaging system includes a BF/ABF detector, a LAADF detector, a HAADF detector,

and a Gatan ADF/BF detector. Up to four detectors can be used for imaging simultaneously.

For the spectroscopic analysis, this microscope is equipped with an Oxford X-Max 100TLE

SDD X-ray detector for capturing EDS signal and a Gatan Quantum GIF for recording EELS

signal. Both detectors are capable of the atomic column-resolved mapping. In addition, a

Gatan double-tilt heating stage is used for the in-situ heating experiment in this thesis.

Figure 12: The scanning electron transmission microscope (JEOL JEM-ARM 200CF) used in
this thesis at University of Illinois at Chicago.



CHAPTER 3

FIRST-PRINCIPLES SIMULATIONS

Computational physics, especially the first-principals calculations, contributes its crucial

efforts to understanding the physics behind phenomena and predicting the behavior of materials

for new technologies. In this chapter, I will briefly introduce the first-principles calculations in

the framework of the density functional theory (DFT). Specifically, I will discuss the background

of DFT (Born-Oppenheimer approximation, two Hohenberg-Kohn theorems, approximations

for the exchange-correlation functional) and an application in DFT frame to calculate dielectric

function and simulate EELS (random phase approximation).

3.1 Born-Oppenheimer Approximation

While quantum mechanics can, in principle, enable us to solve the relevant equations of

motion, and thus, predict all properties of solid, finding the exact solution of the Schrödinger

equation for a solid is impossible due to the numerous degrees of freedom and the complexity of

interactions among them. To simplify the problem, several approximations have been applied

in computational materials science.

The first step is the adiabatic approximation proposed by Max Born and J. Robert Op-

penheimer in 1927 (31). Since electrons are three to four orders of magnitude lighter than

the nuclei, they move much faster than the nuclei, responding to changes in nuclear degrees

of freedom almost instantaneously. The time that the electrons need to reach a stable state

31
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at a given ionic configuration is so little that the nuclei can practically be considered to be

static. This assumption provides us a way to decouple the dynamics of nuclei and electrons:

ψ({RI}, {ri}) = ψion({RI})×ψe({ri}), where ψ({RI}, {ri}) is the wavefunction for a solid con-

sisting of M ions (with configuration {RI , I = 1, ...,M}) and N electrons ({ri, i = 1, ..., N}).

At each instant, the nuclei form an external potential in which the surrounding electrons will

be redistributed to reach a most s state (the ground state of ψe({ri})).

Specifically, with a fixed ionic distribution {RI , I = 1, ...,M}, the electronic ground state

can be calculated by solving the many-body Schrödinger equation:

Ĥψe({ri}) = Eψe({ri}) (3.1)

where E is the total energy of the system. The Hamiltonian Ĥ can be written as:

Ĥ = − h̄

2me

∑
i

⇀
∇

2

i +
1

2

∑
i 6=j

e2

|ri − rj |
+

1

2

∑
i,I

ZIe
2

|ri −RI |
+

1

2

∑
I 6=J

ZIZJe
2

|RI −RJ |
(3.2)

= T̂ + Û + V̂1 + V̂2

These terms represent the kinetic energy of the electrons, the Coulomb interaction between

electrons, the interaction between ions and electrons, and the interactions between ions, respec-

tively. The last two terms contribute to the external potential for electrons (V̂ext = V̂1 + V̂2) and

depend on the ionic configuration. By changing this configuration and solving the Schrödinger

equation, the corresponding total energy surface can be depicted. Based on the configuration
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of electrons and nuclei, the forces on the ions can be calculated and the ions move accordingly

to reach the most stable atomic configuration.

The calculations of the many-body problem in solid are largely simplified by the Born-

Oppenheimer approximation with an excellent accuracy, but still need more approximations

for the complex electron-electron and electron-ion interactions. To approximate these interac-

tions, I will introduce density functional theory (DFT) and approximations for the exchange-

correlation functional, respectively.

3.2 Density Functional Theory

Finding the solutions of electronic Schrödinger equation is still complicated, since the ground

state wavefunction ψ(r1, r2, ..., rN ) has 3N degrees of freedom, where N is the number of

electrons. In the 1960s, Walter Kohn and Pierre Hohenberg proposed a new approach, in the

form of the two Hohenberg-Kohn theorems, to address the complexity of the problem (32).

The first theorem states that the properties of ground state ψ(r1, r2, ..., rN ) can be uniquely

described by the electron density n(r) which is a function of only three degrees of freedom.

This idea largely simplifies the calculations of electronic Schrödinger equation and triggers the

development of density functional theory.

The second theorem describes the variational principle to find the ground state using the

electron density. In particular, there exists a functional E[n] of the electron density n(r), which

can be written as,

E[n] = T [n] + U [n] +

∫
Vext(r)n(r)d3r (3.3)
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that assumes its minimum for the correct ground state density n(r). Here, T [n] and U [n] are

the expectation values of the kinetic and Coulomb interaction energy operators in the ground

state. Only the external potential term will depend on the system we choose. The minimization

of this energy functional with respect to n(r) at a given number of electrons will provide us the

ground state energy E0 and ground state electron density n0.

In 1965, this theory was further developed by Walter Kohn and Lu Jeu Sham (33). They

proposed a framework to simplify the complex many-body problem by mapping it into a single

body problem. In this framework, each non-interacting electron moves in an effective external

potential which produces the same electron density ns(r) as the one for the system of inter-

acting electrons (n(r)). This effective potential (Veff) consists of the external potential from

electron-nuclei interaction and the electron-electron interaction. The single electron Schrödinger

equations in this framework are called Kohn-Sham equations:

(
− h̄

2me

⇀
∇

2

i + Veff(r)

)
ϕi(r) = εiϕi(r) (3.4)

where ϕi is the single electron wavefunction and εi is the energy. The electron density can be

calculated as:

n(r)
def
= ns(r) = 2

∑
ϕ∗i (r)ϕi(r) (3.5)

In this framework, the energy functional can be expressed as:

E[n] = Ts[n] +

∫
Vext(r)n(r)d3r + EH [n] + Exc[n], (3.6)
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where Ts[n] is the kinetic energy of non-interacting electrons, EH [n] is the Hartree term which

presents the classical Coulomb repulsive interactions between electrons:

EH [n] =
e2

2

∫
n(r)n(r′)

|r− r′|
drdr′, (3.7)

and Exc[n] is the exchange-correlation energy functional, which includes all the effects of the

many-body character of the real interacting system.

At a given electron density n(r), the effective potential can be then written as:

Veff(r) = Vext(r) + e2

∫
n(r′)

|r− r′|
dr′ +

δExc[n(r)]

δn(r)
(3.8)

Iteratively, at the given effective potential, the wavefunctions of the Kohn-Sham equations

can be calculated by Equation 3.4 and thus determine the electron density of the system by

Equation 3.5. The iterations continue until typically the total energy converges within a certain

tolerance level. In these calculations, the exchange-correlation functional Exc[n] is the only

unknown term in the Kohn-Sham framework but can be approximated well, which is discussed

in the next subsection 3.3.

3.3 Approximations for the Exchange-Correlation Functional

The calculation of the exchange-correlation term needs further approximations. The most

commonly used class of approximations is based on the local-density approximation (LDA) (33),

which assumes that the exchange-correlation functional only depends on the electron density
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at each spatial position, but not on its derivatives. The exchange-correlation functional then

can be written as,

ELDA
xc [n(r)] =

∫
n(r)εxc(n(r))dr. (3.9)

Here, εxc[n] is the exchange-correlation term of a homogeneous electron gas (HEG) at density

n.

We can linearly separate the exchange-correlation functional into exchange part and corre-

lation part:

Exc = Ex + Ec (3.10)

Within the HEG model (constant electron density), the exchange term Ex can be analytically

determined. The correlation term Ec can be approximated using several methods in which the

numerical results obtained on the HEG are fitted to various functional forms (34; 35; 36; 37).

Due to its simple assumption, LDA gives good results in systems where the electron density

changes slowly but makes a poor description in systems where the density variation is large, e.g.

in atoms. In general, the LDA tends to underestimate the exchange term Ex and overestimate

the correlation term Ec.

To correct these shortcomings of LDA, a better class within the so-called generalized gradient

approximation (GGA) was proposed. Within GGA the exchange-correlation functional depends
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on the electron density of the system as well as the gradient of local electron density. The

exchange-correlation functional for GGA can be presented as:

EGGA
xc [n(r)] =

∫
n(r)εxc(n,∇n)dr (3.11)

The GGA provides very good results for a wide range of materials, especially in the re-

laxation of crystal structures and prediction of ground state energies. The information of the

local gradient can be built into the GGA functional using various approaches, in which the

Perdew-Wang functional (PW91) (38) and the Perdew-Burke-Ernzerhof functional (PBE) (39)

are most common for solids. In this thesis, I will use GGA-PBE functional for all the first-

principles calculations.

3.4 Random Phase Approximation

The treatments of LDA and GGA on the exchange-correlation functional enable the DFT

calculations of different materials scaling up to a few hundred atoms and successfully predict

the materials properties, such as the lattice parameters, formation energies, and band gaps, to

assist the understanding of the materials. However, the shortcomings of both approximations

are well known. The LDA tends to provide a bad estimation on the formation energies or binding

energies of molecules and solids (40). LDA and GGA may underestimate and overestimate the

lattice constants of solids, respectively (41). There are a variety of treatments focusing on

improving the accuracy of predicting the exact electronic structure of materials in different

dimensionality (from molecules, surfaces to bulk solids) (42). In these methods, the random
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phase approximation (RPA) exhibits a promising improvement on the calculations of small

band gap semiconductors or metals. More importantly, RPA can yield a frequency dependent

dielectric functions of solids, which can accurately predict the response of the electron gas, such

as plasmon.

The RPA can be considered in the DFT framework through the adiabatic connection fluc-

tuation dissipation (ACFD) theorem (43). In this theorem, the exchange-correlation functional

can be constructed by introducing the Coulomb interactions between electrons in an adiabatic

connection path which fixes the charge density at its expected value. In the RPA, the exchange-

correlation functional (ERPA
xc ) can be considered separately into, the exact exchange term (EEX

x )

and the RPA correlation term (ERPA
c ) (44),

ERPA
xc = EEX

x + ERPA
c , (3.12)

where,

EEX
x = −

∑
ij

fifj

∫ ∫
drdr

′
ψ∗i (r)ψj(r)ν(r, r

′
)ψ∗j (r

′
)ψi(r

′
), (3.13)

and

ERPA
c =

1

2π

∫ ∞
0

dωTr
[
ln(1− χ0

iων) + χ0
iων
]
. (3.14)

Here, χ0
iω is the non-interacting response function of the reference system featured by the single

electron orbitals ψi and occupation factors fi.



39

The RPA calculations in DFT framework are typically non-self-consistent calculations af-

ter a standard DFT calculation in LDA or GGA. The wavefunction from the standard DFT

calculations will provide a reference energy and virtual unoccupied states for the RPA calcu-

lations. Here, I will use this standard method to calculate the frequency dielectric function of

the materials for the EELS simulations.



CHAPTER 4

SEEBECK COEFFICIENT OF Ca3Co4O9

Parts of this chapter were previously published as X. Hu, P. J. Phillips, D. Mazumdar, J.

C. Idrobo, S. Kolesnik, A. Gupta, S. Öğüt, and R. F. Klie, ”Atomic and electronic structure of

Ti substitution in Ca3Co4O9”, J. Appl. Phys. 120, 205105 (2016).

4.1 Introduction

Over the last few decades, the quest for high-efficiency thermoelectric (TE) materials has

attracted great attention, since the thermoelectric effect, i.e. direct conversion of heat into

electrical energy, is an important method for power generation (45) and electronic refrigeration

(46). As an eco-friendly energy source, the thermoelectric power has the potential to be an

alternative to traditional fossil fuels. The thermoelectric efficiency can be presented by the

figure of merit ZT = S2T
ρκ , where T , S, κ, ρ, are the temperature, Seebeck coefficient, thermal

conductivity, and electrical resistivity, respectively. Large Seebeck coefficient, low electrical

resistivity, and low thermal conductivity are required for good TE materials.

While many different material systems have been studied, the class of thermoelectric oxides

holds particular promise for achieving high thermal and environmental stability. One class

of thermoelectric oxides, the incommensurately layered Ca3Co4O9 (CCO), also reported as

[Ca2CoO3][CoO2]1.62, stands out as a material with a high in-plane Seebeck coefficient (47; 48;

49), high thermoelectric of merit (ZT ∼ 1 at 1,000◦ C) (50), and high temperature stability. The

40
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atomic, electronic and thermal properties of pristine CCO have been studied extensively both

experimentally and theoretically (47; 48; 49; 50; 51; 52; 53; 54; 55; 56; 57; 58; 59; 60; 61; 62; 63;

64; 65; 66; 67; 68; 69; 70). CCO is made up of two monoclinic subsystems, alternatively stacked

along the c-axis: the Ca2CoO3 subsystem (rock salt (RS) type), and the CoO2 subsystem (CdI2-

type). Both subsystems have the same a = 4.8339 Å and c = 10.8436 Å lattice parameters, but

they are incommensurately stacked along the b-axis, with lattice constants of b = 4.5582 Å and

2.8238 Å for the RS and CoO2 subsystems, respectively (51). It was previously demonstrated

that the RS subsystem plays the role of a charge-carrier reservoir, while the CoO2 layers are

p-type conducting (52).

In strongly correlated oxide materials, such as CCO, the Seebeck coefficient can be deter-

mined using the Heikes formula (58):

S = −kB
e

ln (
g3

g4

1− x
x

), (4.1)

where g3 (g4) is the orbital degeneracies of Co3+ (Co4+) in the CoO2 layer, respectively, and x is

the Co4+ concentration. Previous studies have found that the Co4+ concentration in the CoO2

layers is x = 0.5, which results in a Co valence state of +3.5 (52; 53). Based on Equation 4.1,

we can show that this mixed-valence state in the CoO2 layer is responsible for the large Seebeck

coefficient (assuming a low spin-state for both the Co3+ and Co4+ ions) and for the observed

p-type conductivity in CCO. However, it can also be seen that at x = 0.5, S is limited to 155

µV/K, which has since been confirmed experimentally (59).
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Several studies have suggested various methods to improve the thermoelectric performance

of CCO, more specifically the figure of merit, ZT . First, based on Equation 4.1, one can

increase the Seebeck coefficient by manipulating the orbital degeneracy via a Co-ion spin-state

transition. There are several ways to achieve this spin-state transition, including exerting

compressive strain on the CoO2 layer, isovalent doping and defect engineering. For example,

recent studies on CCO thin films have shown that the presence of CoO2 stacking faults could

give rise to a Co4+ spin-state transition, which stabilizes the Co4+ in an intermediate state and

increases the Seebeck coefficient (59; 60). However, the application of bi-axial strain using a

lattice mismatch between the substrate and the single crystal CCO films has proven to be less

successful (60).

Secondly, one can increase the Seebeck coefficient by increasing the Co4+ concentration x,

i.e. increasing the valence state of Co in the CoO2 layer. Doping the Ca, or the Co sites in

both subsystems, is a possible approach to influence the valence state of Co in CoO2 layer and

improve the TE properties of CCO (63; 64; 65; 66; 56; 57; 54; 55; 68). Since Co atoms play a

key role in the electronic and thermal properties of CCO, doping on the Co sites is more likely

to have a significant influence on the electronic and thermal properties (56; 57; 54; 55; 68).

To minimize the structural changes while maintaining a high doping concentration, the ionic

size of the dopants on the Co sites should be similar to that of Co, which limits the possible

dopants to the transition metals from Ti to Zn in the periodic table. For instance, one study has

reported that Fe dopants at the Co sites of CCO increase the Seebeck coefficient and decrease

the electronic resistivity simultaneously (67). Similarly, another study has shown that the Fe
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and Mn substitution of Co atoms in the CoO2 layer enhance the electronic correlations in the

system, while the Cu substitution of Co in the RS layer does not affect the electronic and

magnetic properties (63).

In a recent study by Xu et al. (69), it was suggested that Ti dopants introduce a significant

increase in the Seebeck coefficient. The authors proposed that when the concentration of Ti

dopants is less than x = 0.2 for Ca3Co4−xTixO9, Ti atoms mainly replace Co atoms in the

RS subsystem, while, as x approaches 0.3, Ti dopants start to substitute Co atoms in both

subsystems. The authors found that when Ti replaces Co in the CoO2 layer, the Seebeck

coefficient increases from 130 µV/K to above 175 µV/K (71). However, a more recent study

on Ti-doped CCO by Torres et al. showed that while Ti substitution results in a decrease of

electrical resistivity, there is no appreciable change in the Seebeck coefficient (70). It should be

noted that these doping studies have been conducted on poly-crystalline bulk samples without a

comprehensive understanding of Ti dopant effects on the local atomic and electronic structures.

In this chapter, I use a combined experimental and theoretical approach to determine the

effects of Ti doping on the structural and electronic properties of CCO. More specifically,

I combine aberration-corrected STEM/EELS, DFT calculations and pulsed-laser deposition

(PLD) thin-film synthesis to study the structure and transport properties of Ti-doped CCO. I

find that for 100 nm thick films grown on SrTiO3 [001], there is no difference in the Seebeck

coefficients of Ti-doped and pristine CCO (60). I determine the structure of Ti-doped CCO

both experimentally and theoretically, and find that Ti doping has very little effect on either

the local atomic structure or the density of states of Co in the CoO2 subsystem. The rest
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of this chapter is organized as follows: In Sec. II, I provide the details of experimental and

computational methods. The structure of Ti-doped CCO and the position of the Ti dopants are

discussed in Sec. III. In Sec. IV, I present EELS and DFT studies for the electronic structure

of Ti-doped CCO. Finally, in Sec. V, I discuss and summarize my findings in light of previously

published results.

4.2 Methods

4.2.1 Experimental Methods

Ti-doped CCO thin films (Ca3Co3.8Ti0.2O9) were deposited by PLD with a Coherent Lambda

Physik Excimer laser (λ = 248 nm, repetition rate is between 4 and 8 Hz). The films were 100

nm thick and grown on a (001)-oriented SrTiO3 substrate. The optimal condition was found

with laser fluence at 1.5 J/cm2 and oxygen pressure at 300 mTorr. More details on the thin films

synthesis of CCO can be found in Ref. (60). All atomic-resolution STEM images presented here

were acquired on a Nion UltraSTEM at Oak Ridge National Laboratory, operated at 100 kV.

The semi-convergence angle for high-angle annular dark field (HAADF) imaging was chosen to

be 30 mrad, which results in an image intensity proportional to approximately Z2 (18; 26; 27).

To analyse the influence on the electronic structure, the EEL spectra were acquired with a

dispersion of 0.5 eV per channel to record the O K-, Ti L- and Co L-edges simultaneously. The

Seebeck coefficient was measured by using a physical property measurement system (Quantum

Design) equipped with a thermal transport option (60).
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4.2.2 Computational Methods

First-principles calculations within the framework of density functional theory (DFT) were

performed using the Perdew-Burke-Ernzerhof (PBE) (35; 39) exchange-correlation functional

in the Vienna Ab Initio Simulation Package (VASP) (72). Since Ca3Co4O9 can be expressed as

[Ca2CoO3][CoO2]1.62, Rebola et al. (61; 62) suggested that the incommensurately layered CCO

can be modeled using rational approximants of composition [Ca2CoO3]2F(n)[CoO2]2F(n+1) where

F (n) are Fibonacci numbers (1, 1, 2, 3, 5, 8, ...). Their study showed that the 5/3 approximant,

which leads to a composition of [Ca2CoO3]6[CoO2]10 with 66 atoms in the unit cell, does

a good job in modeling the essential electronic properties of CCO. Here, I used the same

5/3 unit cell for all the calculations and tested some of my results using a smaller unit cell

of composition [Ca2CoO3]4[CoO2]6 (i.e. the 3/2 approximant with 42 atoms). After careful

convergence tests, 550 eV plane wave cutoff energy and 6×3×3 Monkhorst-Pack k-point mesh

were used for the 5/3 and 3/2 unit cells. For the convergence of the calculations, the energy

threshold for the self-consistent field (SCF) is set to 10−6 eV. In the ionic relaxations, the

conjugate-gradient algorithm (73) is used and the force threshold is set to 0.001 eV/Å. In the

calculation of density of states (DOS), 12×6×6 Monkhorst-Pack k-point mesh (74) and the

tetrahedron method with Blochl corrections were selected. In all calculations, spin-polarization

was considered to analyse the spin state transition. To model moderate electronic correlations

in CCO, my calculations were performed within the PBE+U framework. The on-site Coulomb

interaction was considered with Hubbard U = 5 eV and Hund exchange J = 1 eV on Co atoms

following Dudarevs approach (61). For Ti-doped CCO, I tested U −J values ranging from 0 to
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4 eV on the Ti atom. Different effective U values resulted in essentially the same characteristics

in the density of states. Therefore, I chose an effective U = 0 eV on the Ti atom for simplicity.

Defect formation energies were computed as a function of the chemical potentials µi (i =Ti,

Co, Ca, O) using well-established methods with grand canonical ensembles (75; 76; 77).

Eform = Edefect − nCaµCa − nCoµCo − nOµO − nTiµTi (4.2)

where Edefect is the total energy of the CCO system with the corresponding defect, the ni is the

number of the atom i (i = Ca,Co,O,Ti) in the CCO with the defect and µi is the chemical

potential.

The boundaries of the individual chemical potentials were determined by using equilibrium

with bulk CCO and by avoiding precipitation of secondary phases such as bulk Ca, CaO, Co,

CoO, Co3O4, Ti, Ti2O, TiO, Ti2O3, TiO2, CaTiO3 compounds and molecular oxygen.

4.3 Structural properties of Ti-doped CCO

To present the Ti dopant effects on the structure of CCO, the atomic resolution images

are recorded for this comparison. Figure 13 shows the HAADF images of the pristine CCO

and the nominally 100 nm thick Ti-doped CCO (Ca3Co3.8Ti0.2O9) single crystal film in the

[110] projection. The layered structure of CCO includes the Ca2CoO3 subsystem with the RS

structure and the CdI2-type layers of the CoO2 subsystem. The subsystems with three parallel

layers of distinct atoms are in the RS structure, while the layers between the RS subsystems

are the CoO2 subsystems. These two sub-systems are stacked alternately along the c-axis.
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Comparing the HAADF images for pristine and the Ti-doped CCO, the average Co-O bond

length in the RS subsystem shrinks from 2.90 Å to 2.76 Å by 4.7% after doping, which still

keeps the shape of structure. There is no apparent change in the crystal structure upon doping

with Ti, suggesting that the Ti dopants do not influence the atomic structure significantly.

a) b)

Figure 13: High-angle annular dark field (HAADF) images of a) the pristine CCO thin film
and b) the Ti-doped CCO thin film both in the [110] projection.

In order to investigate this further, I performed first-principles calculations on the structure

of the pristine and Ti-doped CCO. The optimized structure of pristine CCO with a 5/3 unit cell

is shown in Figure 14. Figure 14a) shows the two alternatively stacked subsystems with each

distinctive octahedral structure. The CoO2 layer consists of CoO6 octahedra with main axis

tilted to [111] direction. In RS the CoO6 octahedra are tetragonal distorted with compression

along c axis.

After structural relaxation, I find a clustering with three units of Ca2CoO3 (denoted by X3)

along the b axis of the RS subsystem, which is a feature also observed by Rebola et al. (61).

Due to this clustering, the CoO6 octahedra on either side of X3 are significantly distorted. This
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Figure 14: Relaxed structures of pristine CCO with a 5/3 approximant unit cell along the [100]
(left) and [010] (right) directions. The grey, red, and dark red balls represent Ca, O, and Co
atoms respectively. The clustering with three units of Ca2CoO3 (X3) in the RS subsystem is
highlighted with a dashed ellipse. The lattice constants along the b-axis for the RS and CoO2

subsystems (bRS and bCoO2) are also shown.

clustering is formed to release the shear stress between two subsystems, stemming from the

mismatch of the unit ratio between the modeling and real situation.

The calculated lattice parameters (in Å ) for the 5/3 approximant of bulk CCO are shown

in Table I. The results are essentially the same as those obtained by Rebola et al. (61) and

agree well with experimental data (51).

Next, I studied Ti dopants by substituting Ti for Co atoms (in RS or CoO2 layer) or Ca

atoms. All 16 Co sites and 12 Ca sites in the 5/3 unit cell have been considered. Figure 15

presents the optimized structures with Ti substitution at four inequivalent sites: the Co site in

the middle of the X3 cluster (Co1), the Co site on the side of the X3 cluster (Co2), the Co site
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TABLE I: Calculated lattice parameters (Å) for the 5/3 approximant of bulk CCO compared
with previous calculations of Rébola et al. (61) and experimental data taken from Miyazaki
et al. (51). bRS and bCoO2 are the lattice constants along the b-axis for the RS and CoO2

subsystems, respectively.

System a bRS bCoO2 c β

5/3 (This work) 4.87 4.70 2.81 10.85 98.37◦

5/3 (Rebola et al. (61)) 4.88 4.71 2.82 10.85 98.34◦

Experiments (Miyazaki et al. (51)) 4.83 4.56 2.82 10.84 98.13◦

in the CoO2 layer, and the Ca site in RS. The changes of the average bond lengths are shown

in Table II.

TABLE II: The average bond lengths (Å) in pristine CCO and corresponding bond lengths in
defects. TiCa is the defect when Ti substitutes the Ca atom in RS. TiCo1;RS, TiCo2;RS, TiCo;H

are defects when Ti substitutes Co1 and Co2 in RS, Co in CoO2 layer. dCo1
RS is the average

bond length of Co1-O bond in RS. dCo2;a
RS , dCo2;b

RS , dCo2;c
RS are the average bond lengths of Co-O

bond in RS along a, b, c axis respectively. dCa
RS is the average bond length of Ca-O bond in RS.

dCo
CoO2

is the average bond length of Co-O bond in CoO2 layer.

Defect Pristine TiCa TiCo1;RS TiCo2;RS TiCo;H

dCo2;a
RS 1.97 - - 1.86 -

dCo2;b
RS 2.01 - - 1.91 -

dCo2;c
RS 1.80 - - 1.83 -

dCo1
RS 1.90 - 1.93 - -

dCa
RS 2.42 1.99 - - -

dCo
CoO2

1.91 - - 1.91 1.97

When Ti substitutes Co1 in RS (Figure 15a)) or Co in CoO2 layer (Figure 15c)), original

CoO6 octahedra become TiO6 octahedra with a slight increase of average bond lengths and little
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a) b)

c) d)

Figure 15: Optimized structures of Ti-doped CCO with Ti atom at a) the Co site in the middle
of the X3 cluster (Co1), b) the Co site on the side of the X3 cluster (Co2), c) the Co site in the
CoO2 layer, d) the Ca site in RS. The yellow balls represent the Ti atoms.
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change of the shape. When Ti substitutes Co2 in RS(Figure 15b)), Ti atom moves towards the

center of the CoO4 tetrahedron-like structure to get a tetrahedron TiO4 with the decrease of

the standard deviation of bond lengths (dCo2;a
RS , dCo2;b

RS , and dCo2;c
RS ) (from 0.11 Å to 0.04 Å). The

calculations also show that Ti substitution will not result in any significant structural change.

In summary, the average Ti-O bond lengths differ from the original Co-O bond lengths by only

1.6%, -3.1%, and 3.1%, when the Ti substitutes the Co atom (i) in the middle of X3, (ii) on

the side of X3, and (iii) in the CoO2 layer, respectively. This small changes of the bond-lengths

are close to the result from previous experimental images.

When Ti substitutes a Ca atom (Figure 15d)), on the other hand, the percentage difference

of the average Ti-O bond length from the original Ca-O bond length is found to be -17.8%.

This shows that the structural changes induced by Ti substitution at Co sites are relatively

small, while the Ti doping at a Ca site results in a significant reduction of bond length between

the central ion and the ligands. This reduction of bond length is due to the more attractive

potential caused by the additional positive charge of a Ti ion (4+) compared to a Ca ion

(2+). These calculations along with the HAADF images (shown in Figure 13) suggest that Ti

substitutes Co rather than Ca atoms, since the latter scenario would imply significant structural

rearrangements not observed experimentally. However, this analysis does not provide sufficient

insight to distinguish between Ti-doping at the RS or the CoO2 subsystems, which I investigate

next.

In order to determine the location of Ti dopants, I have performed atomic-resolution EELS

measurements. Figure 16 (a-d) shows the Z-contrast and EEL spectrum images of CCO, includ-
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ing the integrated Co, Ti, and Ca L-edge intensity distributions. Figure 16 (e) shows the profile

of the Ti L-edge intensity integrated along the c axis. The integrated signal of Ti L-edge shows

the relative concentration of the Ti dopants. I find that the Ti signal reaches its maximum at

the CoO column of the RS subsystem. This implies that the Ti dopants mostly replace Co in

the CoO column of the RS subsystem.

a) b) c) d)
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Figure 16: The Z-contrast (a) and EEL spectrum images (b-d) of CCO showing the integrated
Co, Ti, and Ca L-edge distributions. The Ti L-edge intensity integrated along the c axis is
shown in (e). The red rectangular region corresponds to the CoO layer of the RS subsystem.

To gain further insight about the location of Ti dopants, I used first-principles calculations

to determine the formation energies of TiCo (Ti atom substituting a Co atom in either the RS

or CoO2 layer) and TiCa (Ti substituting a Ca atom) as a function of the individual chemical

potentials µi (i = Ti,Co,Ca). To compare different defects energetically, the formation energies

Eform of defects in 5/3 unit cell are calculated by Equation 4.2.
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In the meantime, the chemical potentials of different constituents are subject to the con-

straints

Ebulk
CCO = nCaµCa + nCoµCo + nOµO, (4.3)

where Ebulk
CCO is the total energy of the CCO bulk.

When the defects are VO, VCa, TiCo, TiCa, the formulas of formation energy for different

defects can be respectively reduced to:

Eform = EVO
− Ebulk

CCO + µO

Eform = EVCa
− Ebulk

CCO + µCa

Eform = ETiCo
− Ebulk

CCO − µTi + µCo

Eform = ETiCa
− Ebulk

CCO − µTi + µCa

(4.4)

where EX is the computed energy of CCO with defects X (VO, VCa, TiCo, TiCa).

In addition, to avoid the formation of other compounds, chemical potentials of different

constituents are constrained in a growth region. Here I calculate energies of the following bulk

compounds to introduce more constraints: Ca, CaO, CaTiO3, Co, CoO, Co3O4, Ti, Ti2O, TiO,

Ti2O3, TiO2. An isolated O2 molecule has been calculated as well. Then the growth region

can be determined by the following inequalities:
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µCa ≤ µbulkCa

µCa + µO ≤ µbulkCaO

µCa + µT i + 3µO ≤ µbulkCaT iO3

µCo ≤ µbulkCo

µCo + µO ≤ µbulkCoO

3µCo + 4µO ≤ µbulkCo3O4

µT i ≤ µbulkT i

2µT i + µO ≤ µbulkT i2O

µT i + µO ≤ µbulkT iO

2µT i + 3µO ≤ µbulkT i2O3

µT i + 2µO ≤ µbulkT iO2

µO ≤ µmoleculeO

(4.5)

where µbulk
X is the calculated energy of the bulk compound X, µmolecule

O is half the energy of an

isolated O2 molecule.

To compare all the 4 defects, there are 4 variables to consider, µCa, µCo, µO, µT i. In order to

find out the preferred defect for different Ti doping rates, we discuss the problem with different

Ti concentrations, i.e. different µT i. At a given Ti concentration, the inequalities (Equation 4.5)

can be reduced to:
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µCa ≤ µbulkCa

µCa + µO ≤ µbulkCaO

µCa + 3µO ≤ µbulkCaT iO3
− µT i

µCo ≤ µbulkCo

µCo + µO ≤ µbulkCoO

3µCo + 4µO ≤ µbulkCo3O4

µO ≤ µbulkT ixO
− xµT i

µO ≤ µmoleculeO

(4.6)

For the other 3 variables, µCa, µCo, µO, within the constraint (Equation 4.3), a ternary

phase diagram has been calculated. The growth regions with different Ti concentrations are

shown in Figure 17. Based on Equation 4.4, every point in this plot yields four formation

energies for different defects. The defect with the least formation energy is presented by the

corresponding color of that point. The color red, blue and green present the defect TiCo, VO

and VCa, respectively.

In Figure 17 a), due to the constraints of Equation 4.6, the growth region is just a point

constrained by the compounds CoO, Co3O4, CaTiO3, which reaches the maximum of µTi as

well. The change of the growth region as Ti concentration decreases is only reflected on the

shift of the CaTiO3 line towards Ca-poor area. As µTi decreases, the growth region broadens

and takes the shape of a triangle after µTi is smaller than a certain value (Figure 17 c-e)). In
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a) b)

c) d) e)

Growth Region Growth Region

Figure 17: This is the phase diagram at a) µTi,max, b) µTi,max-0.5 eV, c) µTi,max-1.0 eV, d)
µTi,max-1.5 eV, e) µTi,max-2.0 eV. The red, blue and green zones are the area where TiCo, VO,
VCa are preferred respectively.

the meantime, as µTi decreases, the preferred defect changes from TiCo to VO. But in some

Ca-poor O-rich area VCa becomes favored.

To have a more specific comparison, the formation energies of different defects in a Ti-rich

situation (intersection in Figure 17 a) and a Ti-poor situation (the points of the growth region in

Figure 17 e) have been shown in Table III. For the Ti-poor situation, the data is calculated from

the point with the least difference in energy between most preferred phase and least preferred

phase in the VO dominated area.

When Ti concentration is low, VO in RS is the most favored one and dominates the major

portion of the growth region, which implies that VO is the intrinsic defect of CCO. In the
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TABLE III: The formation energies (eV) of different defects in 5/3 Ti-doped CCO in the Ti-rich
and Ti-poor situation.

Defects Eform for Ti-rich Eform for Ti-poor

TiCo in RS 0.09 1.54
TiCo in CoO2 layer 0.22 1.67
VO in RS 0.73 1.12
VCa 1.60 1.12
VO in CoO2 layer 2.05 2.43
TiCa 2.07 3.58

Ti-rich region (with µT i achieving its maximum value), the computed formation energies with

a 5/3 unit cell (averaged over all possible locations) are 0.09, 0.22, and 2.07 eV for TiCo (RS

layer), TiCo (CoO2 layer) and TiCa, respectively (78). This shows a strong preference of Ti

atoms substituting for Co, rather than Ca atoms. This also shows a somewhat significant (by

0.13 eV) preference for Ti substituting Co atoms in the RS subsystem, rather than the CoO2

subsystem, in agreement with my findings based on the EELS analysis.

I also computed the formation energies of Ti defects using a 3/2 unit cell of CCO. In this

case, the averaged formation energies for TiCo (RS layer), TiCo (CoO2 layer), and TiCa are -0.06,

0.60, and 1.91 eV respectively, which indicates an even stronger preference (by 0.66 eV) for Ti

to substitute a Co atom in the RS subsystem. In my calculations, Ti defects were simulated

by substituting one atom (Co or Ca) at a time in the pristine unit cell. The compositions of

Ti-doped (at a Co site) unit cells are, therefore, Ca12Co15TiO38 and Ca8Co9TiO24 for the 5/3

and 3/2 unit cells, respectively. The differences in the formation energies are most likely due to
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the different doping rates and the different in-plane strain between the two misfit subsystems.

Irrespective of the structural models, my results show that 1) Ti dopants tend to substitute Co

atoms rather than Ca atoms, and 2) Ti dopants are more likely to replace Co atoms in the RS

rather than the CoO2 subsystem.

4.4 Electronic properties of Ti-doped CCO

The Seebeck coefficient of the Ti-doped thin-film CCO was measured to be S = 135 µV/K

at room temperature. Therefore, I find no significant enhancement of S compared to pristine

bulk CCO (S ≈ 130 µV/K) within the experimental uncertainty of the transport measurement

(71). In order to explain this phenomenon and examine electronic properties of Ti-doped

CCO, I compare the near-edge fine-structures of the Ti L-, Co L- and O K-edges with the

corresponding density of states (DOS) from my DFT calculations.

To study the valence state of Ti, the fine-structure of the Ti L-edge was analysed. Fig-

ure 18 shows the near-edge fine-structure of the Ti L-edge in Ti-doped CCO, representing the

excitation of 2p electrons into the unoccupied 3d orbitals. The spin-orbit interaction breaks the

degeneracy of the energy levels in initial 2p states, which introduces an energy split as seen in

the two distinct L2 and L3 white lines of the Ti L-edge. More specifically, the two white lines

are the transition from the split 2p states (2p3/2 (L3) and 2p1/2 (L2)) to 3d states. According

to the crystal-field theory, the 3d states of Ti in the TiO6 octahedra will be spit into t2g and eg

state due to the local symmetry. This causes the further splitting of the Ti L3 and L2 peaks,

which is highly sensitive to the local oxidation state of Ti (79; 80).
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Figure 18: The EEL spectra of Ti L-edge in Ti-doped CCO. The spectra are calibrated with
respect to O K-edge onset at 532 eV. The split and onset of L2,3 edge are 5.0 eV and 460.5 eV,
respectively.
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In Figure 18, the Ti L-edge onset energy is found to be 460.5 eV, when the spectrum is

calibrated with respect to the O K-edge onset at 532 eV. The splitting of the Ti L3 and L2

edges is measured as 5.0 eV. Using the previously published relationship between the Ti L-edge

and the Ti valence state (81), I find that Ti is in a 4+ valence state in the doped CCO thin

films. More specifically, the measured Ti L-edge onset and L3-L2 splitting are very close to the

corresponding values of 459.5 eV and 4.8 eV, respectively, measured by Sankararaman et al.

(80) for Ti4+.

To further study the occupancy of Ti 3d orbitals, I have calculated and analyzed the pro-

jected density of states (DOS). Figure 19 (a) and Figure 19 (b) show the projected DOS of Ti

d-orbitals when Ti substitutes Co in the CoO2 and the RS subsystems, respectively. In both

cases, I observe that the Ti t2g (dxy, dyz, dxz) and eg (dz2 , dx2−y2) orbitals are unoccupied. I

note that for the case of Ti in the CoO2 layer, the coordination of Ti with oxygen is nearly

perfectly octahedral. As a result, the orbitals within the t2g and eg manifolds remain degen-

erate in both spin channels. However, for Ti in the RS subsystem, the TiO6 octahedra are

compressed along the c-axis, which causes splittings in the two manifolds, which is particularly

noticeable for eg orbitals, as shown in Figure 19 (b). However, in both cases, the partial DOS

below the Fermi-level, which results from the covalent bonding between the O 2p and the Ti

3d orbitals, is negligible. Therefore, I find the Ti atom to be in a 4+ charge state (t02ge
0
g) for Ti

substituting Co either in the RS or the CoO2 subsystems, which agrees with the experimental

findings based on the Ti L-edge analysis.
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Figure 19: Partial DOS projected into angular momentum resolved d orbitals of Ti atoms when
Ti substitutes a Co atom in (a) the CoO2 layer, and (b) the RS subsystem.
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Next, I study the valence state of Co upon Ti-doping. Since the Ti dopants prefer the Co

site in the RS subsystem, the calculations are performed within this structure and the influences

on the Co in the CoO2 layer are explored. Figure 20 shows the projected DOS for the d-orbitals

of Co in the CoO2 layer before and after the Ti substitution of Co in the RS subsystem. The

t2g-eg splitting due to the ligand field in the CoO6 octahedra is clearly visible. While the eg

orbitals are all unoccupied, the t2g orbitals are mostly occupied except for a small region of

up to 0.2 eV above the Fermi level in the spin-up channel. That the t2g orbitals are not fully

occupied implies that Co is in a mixed valence state of Co3+ (t62ge
0
g) and Co4+ (t52ge

0
g). After Ti

substitution, the ratio of unoccupied to occupied t2g orbitals remains the same, which indicates

that the Co valence state is not affected by the Ti substitution.

To further investigate the influence of Ti dopants on the electronic structure of Co, I analyze

the change of the experimentally measured Co L-edges as a function of Ti concentration. Since

Ti does not replace Ca atoms (as discussed in Sec. III), I use the Ti/Ca intensity-ratio as a

measurement of the local Ti concentration. I find that even within the same sample, the Ti/Ca

intensity ratio exhibits an inhomogeneity within the range of 0.067 to 0.130. Figure 21 (a)

shows the EEL spectra of Co L-edges in the CoO2 layer for two different Ti concentrations

(corresponding to Ti/Ca intensity ratios of 0.067 and 0.130). The two signals are normalized

with respect to a 50 eV window (830 eV to 880 eV) above the Co L2 edge. I find that there

is no difference between these two signals in terms of their edge onsets and the L3,2 splitting,

even though one spectrum is taken from a region with twice the Ti concentration. Figure 21 (b)

shows the Co L3/L2 ratio as a function of the Ti concentration and I can clearly see that there
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Figure 20: Partial DOS projected into angular momentum resolved d orbitals of Co (in the
CoO2 layer) before (blue curves, upper panel of each angular momentum component) and after
(red curves, lower panel of each angular momentum component) the Ti substitution of a Co
atom in the RS subsystem.
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is no significant correlation between the Ti concentration and the Co L2,3 ratio with almost

all the measured values corresponding to a Co valence of 3.5+ (within the experimental error

bars) as in pristine CCO. This is in agreement with the results from DOS analysis discussed

above.
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Figure 21: (a) EEL spectra of Co L-edges taken from regions with two different Ti concen-
trations corresponding to Ti/Ca intensity ratios of 0.067 and 0.13. (b) Co L3/L2 ratio as a
function of the Ti concentration. The shaded grey area corresponds to a Co valence of 3.5+
with a 5% error bar. (c) EEL spectra of O K-edge of O column in the CoO2 layer for the
pristine and Ti-doped CCO.

Finally, I examine the O K-edge fine-structure. As previously shown, the O K-edge pre-

peak is correlated to the hole concentration and the Co-ion spin state (82; 59). Figure 21 (c)

shows the O K-edge taken from the CoO2 layers for the pristine and Ti-doped CCO. Within the

experimental error bars, I do not observe a systematic change in the O K-edge fine-structure,
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either, which further confirms that the Co valence and spin-states remain unchanged after

Ti-doping.

4.5 Discussion and Summary

In this chapter, I have examined the structural, electronic and transport properties of Ti-

doped CCO thin films using a combination of first-principles modeling and atomic-resolution

scanning transmission electron microscopy. From both Z-contrast imaging and structural opti-

mization studies, I do not find any appreciable change in the crystal and local atomic structures

upon Ti doping. The EEL spectra of Ti, Ca and Co L-edge distributions strongly suggest that Ti

replaces Co in the RS sub-system. This experimental result is confirmed by my first-principles

calculations, which find the lowest formation energy for TiCo-type defects when Ti substitutes

the Co atoms in the RS layers. Furthermore, from an analysis of the site-projected partial

density of states, as well as the EELS fine-structure studies, I find the Co and Ti valence states

to be +3.5 and +4, respectively. This implies that there is no change in the Co valence state,

the Co-ion spin state, or the overall charge carrier concentration in the p-type CoO2-layers com-

pared to pristine CCO. All of these results are consistent with the finding of no enhancement

in the Seebeck coefficient for Ti-doped CCO samples in comparison to pristine CCO.

While the preferential location of Ti dopants (in the RS sub-system), as predicted by my

first-principles calculations, agrees with the earlier experimental results by Xu et al. (71), the

measured Seebeck coefficient of 135 µV/K is significantly lower than the value of 175 µV/K

reported in that study. On the other hand, the measured Seebeck coefficient is consistent with

the values measured by Torres et al. (70), who found no enhancement in the Seebeck coefficient
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for Ti-doping concentrations of up to x = 0.07 in Ca3Co4−xTixO9. In my studies, the Ti doping

concentrations was fixed at x = 0.2 (experiments) and x = 0.25 (calculations). It is perhaps

possible that relatively higher doping concentrations (i.e. x ≥ 0.3) may influence the Seebeck

coefficient as suggested by Xu et al., and this study cannot rule out this effect. Therefore,

higher doping concentration studies in thin films are needed to develop a more comprehensive

understanding of the Ti doping effects on the transport properties of CCO.

In this work, I have systematically examined the atomic scale structural and electronic

properties of Ti-doped CCO to explain the unchanged macroscale Seebeck coefficient upon Ti

doping. However, the direct observation of the dopant effects on the Seebeck coefficients is

missing. The in-situ measurements of thermal properties are needed to explore the local defect

effects. In the next chapter, I will present one possible approach for in-situ nanoscale thermal

characterization.



CHAPTER 5

THERMAL EXPANSION OF 2D MATERIALS

Parts of this chapter were previously published as X. Hu, P. Yasaei, J. Jokisaari, S. Öğüt,

A. Salehi-Khojin, and R. F. Klie, ”Mapping thermal expansion coefficients in free-standing 2D

materials at the nanometer scale”, Phys. Rev. Lett. 120, 055902 (2018).

5.1 Introduction

Transition metal dichalcogenides (TMDs), graphene and other two-dimensional (2D) ma-

terials, present a great potential for different innovative applications, such as photovoltaics,

transistors, and spintronics (83; 84; 85; 86). The combination of graphene with semiconducting

2D TMDs has the potential to revolutionize the field of high power/high frequency electronics,

leading to novel nanometer-scale devices (83; 85; 87; 84; 88; 89; 86; 90; 91). However, thermal

management in such devices will be crucial, due to the reduced dimensionality and high density

of the devices in tightly packed structures (92; 93; 94; 95; 96). While the miniaturization offers

remarkable improvements in electrical performance, heat dissipation and thermal expansion

mismatch can be a problem in designing electronic devices based on two-dimensional materials.

It was previously suggested that the presence of grain boundaries and heterointerfaces has a

significant impact on the overall thermal transport properties and thermal expansion of devices

based on 2D materials (97). Therefore, a better understanding of the limits set by heat dissipa-

tion and thermal expansion through grain boundaries and interfaces must be developed. One

67
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fundamental obstacle to be overcome is the lack of spatial resolution in common temperature

measurements.

As I mentioned in Chapter 1, the nanoscale thermometry employs in three types of ap-

proaches: 1, contact-based scanning probe methods; 2, non-contact optical techniques; and 3,

non-contact electron microscopy methods. Among these, electron microscopy methods have

the potential for thermal characterization with extremely high spatial resolution. In this

chapter, I utilize non-contact thermometry beyond the optical diffraction limit using a com-

bination of scanning transmission electron microscopy and electron energy-loss spectroscopy

(STEM/EELS) and first-principles modeling to map the local temperature and thermal ex-

pansion coefficient of 2D materials. More specifically, I develop an approach, based on the

temperature-dependent plasmon energy shift in 2D materials, which is related to the thermal

lattice expansion (98; 99; 100; 101).

In 2D materials, such as graphene or TMDs, quantum confinement and surface plasmon ef-

fects dominate the energy shift of the plasmon peaks (102; 103; 104), making this approach more

universal for atomically thin structures, including metallic (105) and semiconductor materials.

I will demonstrate that the spatial resolution of my approach is approximately 2 nm and mostly

limited by the localization of phonon scattering and stability of the sample under electron expo-

sure. My method provides the potential of in-situ nanoscale characterization for other thermal

properties and sets the framework of the direct nanoscale thermal characterization technology.
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5.2 Methods

5.2.1 Experimental Methods

Liquid exfoliation technique was employed to prepare the nanoflake dispersions. For the

TMDs (MoS2, WS2, MoSe2, and WSe2), 5 mg of commercial powder (Alfa Aesar) were dispersed

in 20 ml of isopropyl alcohol (IPA) and sonicated for 30 hours with a sonication probe. Following

sonication, the solutions were centrifuged at 2,000 rpm for 60 minutes and the supernatants were

collected. For graphene, I used a similar approach as in the paper by Hernandez et al. (106)

in which N-Methyl-2-Pyrrolidone (NMP) is used as the exfoliation solvent. In these samples, 2

mg of graphite flakes (Sigma Aldrich) was dispersed in 20 ml of NMP and bath sonicated for 30

minutes. The resulting solution was centrifuged for 90 minutes at 500 rpm and the supernatant

was collected. To avoid solvent residue in the subsequent graphene TEM samples, the solution

was vacuum filtered on a PTFE membrane of 0.1 µm pore size and thoroughly rinsed with

ethanol, water, and IPA. The filter membrane was then immediately washed in 20 ml of fresh

IPA and sonicated to re-disperse the flakes.

Following solution preparation, the dispersed nanoflakes were dropped cast on holey carbon

films supported by 200 mesh copper grids (Electron Microscopy Sciences) and dried for 5 min-

utes under an infrared lamp. The grids were then annealed in vacuum under argon at 350 ◦C

for 4 hours to remove any solvent residues. For graphene samples, 5% hydrogen in argon was

also introduced during the annealing step. The samples were then kept in a vacuum desiccator

until loaded into the microscope.
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The TEM samples were characterized using an aberration-corrected JEOL JEM-ARM200CF

equipped with a cold FEG and a Gatan Enfina EEL spectrometer. The accelerating voltage

and emission current were set to 80 kV and 5 µA for both imaging and EELS to reduce beam

induced damage and contamination. A 28 mrad convergence semi-angle was used for STEM

and EELS. The HAADF images were recorded with detector angles ranging from 68 to 280

mrad. The EEL spectra were acquired with a dispersion of 0.05 eV per channel in the low-loss

area. All the low-loss EELS have been performed on nanoflakes suspended over vacuum to

exclude the effect of carbon films.

Before loading the sample into the microscope, the heating holder (Gatan Model 652 Double

Tilt Heating Stage) was annealed at 373 K in vacuum for 2 hours to remove any contamination.

For each in-situ heating experiment, I initially heated the sample to 723 K and then lowered

the temperature by 50 K each time to record the data until 373 K was reached. At each

sampled temperature, I waited for half an hour (one hour for 723 K) or until no obvious drift

was observed before the data acquisition.

5.2.2 Computational Methods

Based on Equation 2.5, the energy dependence of the inelastic scattering is proportional to

the energy-loss function, lm[−1/ε(q, E)]. To simulate the low-loss EELS signals, the frequency

dependent dielectric functions were calculated using the Vienna Ab-initio Simulation Package,

including local field effects in the random-phase approximation (RPA). For a sufficiently accu-

rate simulation, I chose large plane wave cutoff energies: 750 eV for graphene and graphite and

600 eV for TMDs. For the smearing method, the tetrahedron method with Blochl corrections
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were selected. Monkhorst-Pack k-point meshes were chosen as 21×21×1 for the 2D materials

(one in-plane unit) and 21×21×7 for the bulk materials (one unit cell). The vacuum in the

out-of-plane direction for 2D materials was set as 30 Å. In the RPA calculations, in order to

have a sufficient description of the unoccupied states, the total number of bands was selected

as double the number of occupied bands.

5.3 Nanoscale Temperature Measurements

Five different free-standing 2D materials including graphene, MoS2, MoSe2, WS2, and WSe2

were prepared for transmission electron microscopy analysis using liquid phase exfoliation and

drop casting on a holey-carbon film coated Cu mesh. Low-loss EEL spectra were collected

for each material at 8 different sample temperatures, between T=373 K and 723 K in 50 K

increments using a Gatan in-situ heating holder. All spectra were calibrated using the zero-loss

peak, and the low-loss intensity was normalized with respect to a 40-60 eV energy-loss window,

so that the normalization is not affected by the plasmon peak. The shift in plasmon energy as a

function of the temperature was then measured for each material, thus providing a direct means

of calibrating the temperature for each of the different materials and allowing the temperature

to be mapped.

To demonstrate the temperature dependency of plasmon peak shift, the typical low-loss

EEL spectra from a monolayer of WSe2 are shown in Figure 22A for several temperatures.

Since the peak is relatively broad, simply reading the peak maximum from the shown plots is

not sufficiently accurate. Using a fitting function for the plasmon peaks, however, improves

the accuracy by nearly an order of magnitude. A two-Lorentzian fit is necessary for these
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thin 2D materials, as the signal associated with two different plasmons appears to overlap

given the energy-resolution of the cold-field emission microscope. For WSe2, the energy shift is

determined to be dE/dT=-2.7 meV/K: a shift towards lower energy occurs as the temperature

increases from 373 K to 723 K. This shift follows an approximately linear relationship between

the plasmon energy and temperature (Figure 22B). Similar measurements were also carried out

for several other TMDs and graphene.

Figure 22: A) Low-loss EELS spectra from a monolayer of WSe2 for temperatures between
373 K and 723 K. The purple lines indicate the plasmon peak centers for each temperature,
determined by fitting two Lorentzian curves to the peak. The black line shows the plasmon peak
center at a temperature of 373 K for comparison. B) The plasmon energy for each spectrum
from (A) as a function of the temperature. C-E) The energy shifts (dE/dT) as a function of
the number of layers of graphene, MoS2, MoSe2, WS2, and WSe2, respectively.

For each material, the effects of layer thickness were also considered ranging from monolayer

to a few layers thick. It is interesting to note that the thickness, more specifically the number of

layers, was found to also influence the plasmon peak shift, and this effect needs to be accounted

for in order to extract the temperature signal. The rate of plasmon energy change as a function
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of temperature (dE/dT) for free standing graphene and TMDs as a function of thickness is

presented in Figure 22C-E. Results indicate that graphene exhibits a positive energy shift

compared to TMDs. Moreover, in TMDs containing Se, the plasmon energy shifts appear to be

higher for all thicknesses compared to the corresponding TMD containing S. In all cases, the

energy shift decreases as the number of layers increases, following an inverse square dependence.

This thickness dependence seems to disappear for more than 3-4 layers. The inverse square

dependence of the energy shift on thickness can be attributed to quantum confinement effects

that become more pronounced as the thickness decreases (102; 103). Therefore, for materials

that are 1-3 layers thick, we need to distinguish the energy shift of the plasmon peak due

to changes in temperature from effects due to different sample thickness. This is achieved

by measuring the temperature dependence of the plasmon energy shift separately for various

2D material thicknesses and applying the appropriate calibration measurement to map the

temperature in area of known thickness.

In order to accurately measure the thickness of the nanoflakes in units of number of layers,

the ratio of the inelastically scattered over the transmitted electrons was determined using the

low-loss EELS log-ratio method. Figure 23A shows a sample of the WS2 nanoflake. It consists

of several regions of different thickness, with several broad flat areas of a particular number

of layers (I-V), suspended over vacuum. The relative thicknesses of the different regions are

calculated by applying the log-ratio method and the calculated thickness values are presented

as a scatter plot with multiple Gaussian fits in Figure 23B. Five distinct peaks could be fit, with

an almost equal separation between peaks. The relative intensity ratios for the peak centers
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(nearly 2:3:4:5:6) are used to determine the thickness of each area (i.e. number of layers).

A linear relationship, Figure 23C, between the relative ratios and the peak centers with a y-

intercept near zero, shows that for each of the five areas (I-V) the thicknesses are 2-6 layers.

This compares well with the more common method of determining the number of layers in a

2D material based on the step-wise increase in the HAADF intensity (104). In this work, layer

thicknesses in units of numbers of layers were all calculated through the procedure outlined

above. With the thickness known, it is then possible to use the plasmon peak shift to map the

temperature within each region of the sample.

Figure 23: A) Z-contrast image of several freestanding WS2 nanoflakes. The thickness varies
from two layers up to six layers thick. B) A plot of the thickness from the flakes in the hole
showing the fit curves for each location. C) A linear fit of the peak centers to number of layers.

Using the thickness dependent plasmon energy shifts, I determined the temperature distri-

bution with nanometer-scale resolution in a MoSe2 nanoflake, shown in the high-angle annular
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dark field (HAADF) image in Figure 24A, and the correlated plasmon-energy shift with the

corresponding temperature map (shown in Figure 24B). This temperature map was created

using the low-loss EELS signals acquired over the entire MoSe2 flake, consisting of areas with

different sample thickness labeled as I, II, III that are 1,2, and 3 layers thick, respectively. Using

the calibrations shown in Figure 22D-F to account for the variation in thickness, a temperature

map was produced for a MoSe2 nanoflake at a setpoint temperature of 573 K. The overlay of the

HAADF image and the temperature map (Figure 24C) shows that, for the regions (I, II, III)

corresponding to a uniform sample thickness, I measured a temperature of approximately 586K

using the plasmon energy shift. Histograms showing the variation in temperature measured in

each flat area are shown in Figure 24D. The temperature distributions are almost Gaussian and

by fitting a Gaussian function to the distribution, a mean temperature was calculated for each

region. The error is expressed as the percentage difference from the holder temperature set

point (573 K). The measurements for area (I, II, III) are 592K (3.3%), 591K (3.1%), and 576K

(0.5%), respectively. One source of error in my measurements is related to finding the center of

the plasmon peak, which accounts for an uncertainty of ±22 meV. The 22 meV peak position

uncertainty is small compared to peak shift of 270 meV per 100 K temperature difference in

WSe2, and corresponds to a temperature uncertainty of 8 K. For mapping the edges of the

2D layers, there is an additional error source due to changes in the plasmon peak shape due

to edge effects (107). This effect is clearly visible in the temperature map, where the edges

of the 2D layers appear cooler than the rest of the layer. However, the overall consistency

and accuracy demonstrated in the measured temperature is well within the error of the sample
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holder temperature setpoint, clearly demonstrating that my technique is capable of mapping

the temperature distribution at the nanoscale in 2D materials.

Figure 24: A) HAADF image of a MoSe2 nanoflake. B) Corresponding temperature map of
MoSe2 at a nominal sample temperature of 573 K. C) The overlayed image of A) and B) showing
three zones defined by the different thickness (I, II, III). D) The temperature distribution for
each area.

5.4 Mechanisms

Thus far, the temperature measurements have been presented empirically, using a calibration

curve of the plasmon energy shift as a function of temperature (dE/dT). Next, I will show that

the rate of this change is related to the lattice strain and the thermal expansion coefficient (TEC)

of the material. This relationship is thickness-dependent due to the quantum confinement effects

and underpins the temperature measurements.
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To explore the temperature dependence of plasmon energy, I start with the analysis of an

observable experimental variable, the normalized energy shift:

R =
1

E0

dEp
dT

(5.1)

=
1

E0

∂Ep
∂a

∂a

∂T
+

1

E0

∂Ep
∂c

∂c

∂T
(5.2)

=
a0

E0

∂Ep
∂a

αa +
c0

E0

∂Ep
∂c

αc (5.3)

= −γaαa − γcαc (5.4)

where Ep is the plasmon energy (assigned as E0 at temperature T0), a0, c0 are the in-plane

and out-of-plane lattice constants of the system at temperature T0, and αa, αc are the in-

plane and out-of-plane thermal expansion coefficients. In addition, I define new parameters to

describe the energy change of the collective electron oscillations (plasmon) due to the lattice

expansion, γa = − a
Ep

∂Ep

∂a and γc = − c0
Ep

∂Ep

∂c (similar to Grüneisen parameters for the case

of lattice vibrations). They present the decreasing (increasing) rate of plasmon energy with

increasing (decreasing) lattice constant. Therefore, the plasmon energy shift from the thermal

contribution can be divided into two steps: 1, the plasmon energy shift due to lattice expansion

(γ) and 2, the lattice expansion due to temperature elevation (α).

To relate the plasmon energy with lattice volume (γ), let us first consider the free electron

model, where the plasmon energy can be expressed as

Ep(T ) = h̄

√
n(T )e2

ε0m
. (5.5)
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Here m and e are the mass and charge of an electron. The temperature dependence of the

electron density n(T ) is due to the temperature dependence of the unit cell volume V (T ) of the

valence electron cloud n(T ) = n0
V (T ) , where n0 is the number of valence electrons in the unit cell.

For a crystal of tetragonal or hexagonal symmetry, the number density of valence electrons can

be expressed as

n(T ) =
n0

V (T )
= n0(

√
3

2
a(T )2c(T ))−1, (5.6)

where the unit cell volume V (T ) =
√

3
2 a(T )2c(T ), and a(T ), c(T ) are the lattice constants of

the system at temperature T.

Combining Equation 5.5 with Equation 5.6, the plasmon energy can be presented as:

Ep(T ) = h̄

√
n0e2

√
3

2 ε0m
a(T )−1c(T )−

1
2 (5.7)

Assuming the lattice expansions from in-plane and out-of-plane directions are independent

to each other (∂c/∂a = 0), the derivative of the plasmon energy can be written as:

dEp
Ep

= −da
a
− 1

2

dc

c
(5.8)

Equation 5.8 shows that the free-electron predictions for γ are, γa = 1 and γc = 1/2. While

this model can explain the temperature dependence of plasmon energy for bulk materials, the

confinement in the out-of-plane direction of the electrons in 2D materials presents problems, as

will be shown with more accurate calculations next.
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To explore the relation between the plasmon energy shift and the lattice expansion includ-

ing confinement effects, in a more quantitative way, one can calculate the parameter γ from

simulations of the low-loss EEL spectra as a function of the lattice parameters. I, therefore,

applied the random phase approximation (RPA) (108), which is a well-known approach for

the calculation of frequency-dependent dielectric function, ε(ω), to determine the plasmon loss

curves and the subsequent energy shifts. Low-loss EELS of graphene and TMDs were calcu-

lated for 10 different in-plane lattice constants, a/a0 = 0.97 − 1.04, which correspond to the

in-plane lattice parameters at different sample temperatures. For bulk materials, I also per-

formed calculations with different out-of-plane (c) lattice parameters, and their corresponding

plasmon energy shifts were determined by extrapolating the measured energy shifts shown in

Figure 22C-E to the limit of infinitely large sample thickness.

An example of the calculated low-loss EEL spectra for graphene is shown in Figure 25A. The

plasmon energy shift as a function of the lattice expansion is plotted in Figure 25B. A linear

relationship between the plasmon energies and lattice constants is observed, which results in

a constant γa = − a
Ep

∂Ep

∂a . The γa for different 2D systems are then calculated and shown in

Figure 25C. The γa tends to approach 1, which is the value predicted by the free electron

model, as the thickness increases from monolayer to the bulk system. However, for monolayer

or few-layer systems, γ deviates significantly from 1. For graphene, I find γa > 1, while for

2D TMDs, γa < 1. These observations can be explained by reconsidering the assumption for

Equation 5.8 (∂c/∂a = 0).
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Figure 25: A) Calculated low-loss EEL spectra for single-layer graphene with different lattice
constants. B) The plasmon energy for each spectrum from (A) as a function of lattice constant
a. C) Calculated γa in thin films and bulk of graphene and TMDs. The dashed line presents
the theoretical value of γa = 1 from the free electron model.
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Next, I explore the reasons for the findings of γa > 1 and γa < 1 for graphene and 2D

TMDs, respectively, by simulating the response of lattice expansion dc as a function of the

lattice expansion da. For graphene, I define the effective c from the spatial extent of the charge

density profile along the out-of-plane (c) direction. In particular, I choose the effective c as the

distance which contains 95% of the total charge density profile along c. For MoS2, I define c as

the distance between two S layers. These two definitions are depicted in Figure 26A.

Figure 26: A) Schematic diagram of the simulations for lattice expansion and determinations
of effective out-of-plane lattice constant c for graphene and MoS2. The C, Mo, S atoms are in
brown, purple, and yellow spheres, respectively. B) Relative change of the out-of-plane lattice
constant c (%) in terms of relative change of the in-plane lattice constant a (%) for graphene
and monolayer MoS2. C) Charge density difference for graphene expanded from a/a0 = 1 to
a/a0 = 1.05. Blue areas present charge loss, and yellow areas present charge accumulation

The variation of c as a function of a is simulated by the structural out-of-plane relaxation

(the in-plane relaxation is frozen) for different in-plane lattice expansions (the Poisson effect).
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The out-of-plane response with different in-plane lattice parameters (a/a0 = 0.95 − 1.05) for

graphene and monolayer MoS2 are presented in Figure 26B. The results show that dc
da is positive

for graphene, while it is negative for monolayer MoS2. Combining these observations with

Equation 5.8 shows why γa > 1 for graphene (dc and da having the same sign, hence increasing

γ) and γa < 1 for monolayer TMDs.

For graphene, the interesting finding of out-of-plane expansion when the lattice expands

in the in-plane direction can be observed from the charge density contour plots. A charge

difference distribution for graphene expanded from a/a0 = 1 to a/a0 = 1.05 is plotted from

top and side views in Figure 26C. During the in-plane lattice expansion, a charge transfer from

in-plane σ bonding to out-of-plane orbital is observed. The in-plane stretching weakens the in-

plane bonding, but the charge transfers to the out-of-plane orbital to strengthen the π orbitals.

For MoS2, the observed Poisson effect is due to the anisotropic atomic structures (Figure 26A).

The in-plane stretching lengthens the Mo-S bonding, which brings a restoring force along the

Mo-S bonding. The out-of-plane component of this force pulls nearby S atoms towards Mo

atoms, which induces the MoS2 shrinking in out-of-plane direction during the in-plane lattice

expansion.

5.5 Nanoscale Thermal Expansion Coefficient Measurements

With this computed relationship (γa, γc) and the experimentally measured plasmon energy

shift (R), the in-plane TECs can be obtained for both thin films and bulk materials. Based on

Equation 5.1, for 2D materials, neglecting thermal expansion effects in the out-of-plane direc-

tion, one can write R = −γaαa, which allows me to calculate the in-plane thermal expansion
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coefficients from the measured R values and the computationally determined γa values. For

bulk materials, the contribution from the out-of-plane direction cannot be neglected. Though

I can still compute γa and γc from RPA calculations of the low-loss EEL spectra and use the R

values extrapolated to an infinite thickness from Figure 22C-E, my procedure only gives a linear

relationship between αa and αc. To determine αa, I then use the experimentally measured ratio

of the thermal expansion coefficients αc/αa = β to write αa = − R
γa+βγc

.

Figure 27: Measured in-plane TECs in thin films and bulk of graphene and TMDs, compared
with reference data

The results for the TECs determined in this fashion are shown graphically in Figure 27.

Table IV provides a complete list of TECs derived from my measurements for single-, double-,

tri-layer as well as bulk materials. The error-bars in Table Table IV are computed using the
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TABLE IV: Comparison of in-plane TECs (10−5 K−1) obtained from the plasmon energy
shift measurements and corresponding RPA calculations with reference (theoretical† and
experimental‡) data (109; 110; 111; 112; 113; 114; 115; 116).

System Monolayer Bilayer Trilayer Bulk

MoS2 6.49±0.75 (8.24a†) 3.60±0.47 1.82±0.25 1.15±0.23 (0.66b†, 0.49c‡-0.79d‡)

MoSe2 10.62±0.64 (10.54a†) 5.44±0.35 3.46±0.28 0.69±0.10 (0.64b†, 0.74d‡)

WS2 15.21±1.38 2.26±0.20 1.31±0.10 0.32±0.04 (-0.15b†, 0.64f‡)

WSe2 15.42±0.69 4.18±0.25 2.74±0.29 1.01±0.06 (0.55b†, 0.68e‡-1.41f‡)

Graphene -2.14±0.37 (-0.31g†) -1.09±0.25 -0.87±0.17 -0.07±0.01 (-0.04g†, -0.08h‡)
a Ref. (109), b Ref. (110), c Ref. (111), d Ref. (112),
e Ref. (113), f Ref. (114), g Ref. (115), h Ref. (116).

scatter in the experimental data shown in Figures Figure 22C-E. Our predicted TEC values are

compared with values available in the literature (109; 110; 111; 112; 113; 114; 115; 116).

As can be seen from Table IV, my predictions for bulk materials are a close match with

previously reported experimental data, especially for graphite, MoSe2 and WSe2. The con-

sistency between the data reported here and the previously published data for bulk materials

shows that the temperature dependence of the plasmon energy can be directly correlated to

the thermal expansion. One important result of this study is that I was able to experimen-

tally measure the in-plane TECs for free-standing monolayer, bilayer and trilayer TMDs. For

monolayer TMDs, I found that the in-plane TECs agree well with the theoretical results (109)

showing increased TEC values that are more than one order of magnitude larger compared to

their bulk values. I attribute this effect to the fact that a monolayer film is unconstrained by

the inter-layer interactions.
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While my reported TECs for TMDs agree very well with published values, the calculated

TEC value for graphene differs substantially from the reference data while still exhibiting the

correct overall trend. This likely arises from the very high thermal and electrical conductivity in

graphene compared to the semiconducting TMDs. In particular, the temperature in nanoflakes

of graphene is correlated to the mean free path of phonons, which is orders of magnitude

larger in graphene compared to TMD materials. This means that the thermal transfer between

the graphene and the carbon support is much more efficient than for the TMDs, and the

temperature measurement is much less local. The difference between my measurements and

the reference may also come from the defects effects. A recent study reports that the TEC of

graphene shows a significant dependence on the defect density. The TEC of the pure graphene

in this study (∼ −0.9 × 10−5K−1) is close to my prediction of −2.14 ± 0.37 × 10−5K−1. My

high spatial resolution measurement reflects local TEC of pure and suspended graphene, while

the other techniques reflect the overall average of the properties. Another factor that may

influence the difference between my measurements and the reference data is substrate clamping.

As the reference data are measured for graphene grown on a substrate, the TEC for free-

standing graphene should be significantly larger. Therefore, my technique shows great promise

for measuring local temperature using graphene layers, and at TMD/graphene interfaces in

devices.

To further demonstrate the ability to map the thermal expansion coefficient of free-standing

2D materials, I acquired maps of the plasmon peak in MoSe2 nano-flakes at 473 K and 623 K.

The relative plasmon-peak shift as a function of position was measured and used to determine
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Figure 28: A) HAADF image of MoSe2 at 623 K and the spatially resolved map of the local
thermal expansion coefficient in the edge between double layer (DL) and 4-layer (QL) areas.
B) Line profile of thermal expansion coefficient of the interface indicated by the black line in A.
C) Representative atomic-resolution HAADF image of MoS2 taken at 573 K. D) Line profile of
image contrast across several layers of MoS2 at 573 K.

the TEC using the first-principles modeling results described above. Figure 28A shows a free-

standing MoSe2 flake at 623 K, as well as the measured thermal expansion coefficient. The region

of the MoSe2 shown in Figure 28A consists of two different layers, each exhibiting a different

thermal expansion coefficient ranging between 0.25 and 1.06× 10−4 K−1. It is interesting to note

here that the double layer area appears to exhibit the highest thermal expansion coefficient,

and appears to be confined by the edges of the individual layers. Figure 28B shows a line

profile of the edge between the double and 4-layer regions in MoSe2. The spatial resolution of

the thermal expansion coefficient map is 2.95 nm, and is mostly limited by the pixel size of the

spectrum image. Fitting a smoothed complementary error function reveals that the resolution

can be as high as 2.1 nm, if smaller pixel sizes are used for mapping the plasmon peak shift.



87

Figure 28C shows an atomic-resolution HAADF image of a free-standing MoS2 flake at

elevated temperature (573 K) consisting of 4 distinctive layers and demonstrates that the spatial

resolution for imaging (even at elevated temperatures) is better than 1 Å (Figure 28D). However,

the spatial resolution limit for the thermal measurements using STEM-EELS is lower than

this value, as the temperature measurements fundamentally depend on the mean free path

of phonons and electrons (105). More specifically, the localization of the EELS signal for a

plasmon peak at 20 eV can be determined using the equation introduced by Egerton (117):

d50 ≈

√√√√( λ

2θ
3/4
E

)2

+

(
0.6λ

β

)2

≈ 1.9nm, (5.9)

where λ = 2.51 pm is the electron wavelength at 200 kV, θE = 0.06 mrad is the characteristic

scattering angle, and β = 60 mrad is the EELS collection angle. On the practical side, the

current measurement resolution is also limited by spatial drift and the sensitivity of the 2D

materials to extended electron beam exposure. Nevertheless, the spatial resolution shown in

Figure 28B, is very close to the predicted theoretical limit at the given plasmon peak energy,

and orders of magnitude better compared to the spatial resolution of 100 nm for optical tech-

niques. Such a high resolution for temperature measurements is crucial for examining thermal

transport in the latest sub-10 nm transistors (118), where a direct temperature measurement

is only possible using the STEM-EELS method. Further improvements to the temperature res-

olution and accuracy can be achieved by increasing the energy resolution of the low-loss EEL

spectra using, for example, a monochromated STEM instrument (112). More importantly, the
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measurement rate of the technique is very high, providing the capability of capturing dynamic

temperature changes. The exposure time for low-loss EELS can be as low as 10−3s, with a

sufficient signal/noise ratio for most thin materials. This provides a great potential for in-situ

thermal experiments involving dynamic processes. Finally, it should be noted that a poten-

tial issue arises from electron beam-induced sample heating effects. However, using a thermal

conductivity, κ, of around 1 Wm−1K−1 for WSe2 (119), I found a beam-induced temperature

rise of only ∆T ≈ 0.95 mK for the electron probe conditions used. This value is significantly

smaller than the temperature resolution of the EELS based measurement, and may safely be

neglected.

5.6 Summary

In summary, I have presented a novel approach to nanoscale mapping of TECs in free-

standing 2D materials using high-resolution STEM imaging coupled with EEL spectroscopy.

The measurement utilizes the shift in the plasmon peak of the 2D material, which is related

to the thermal expansion of the 2D lattice. The measured plasmon energy shift exhibits a

dependence on the number of 2D layers, which is attributed to quantum confinement effects

in 2D materials. Accounting for the sample thickness of the 2D material, in units of number

of atomic layers, I showed that it is possible to map the local temperature with nanometer

resolution. Theoretical calculations using DFT and RPA were also developed to compare the

thermal expansion coefficients of 2D and bulk materials, and the results were found to be in

very good agreement with existing reference data. By measurement of the TEC near surfaces,

grain boundaries or heterointerfaces, I can predict and control the mismatch and thermal strain
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resulting from various device operations, avoiding strain induced (thermomechanical) fracture

or changes in the electronic properties. This is particularly important for 2D materials, where

temperature changes can cause strains on both sides of the interface due to the thickness depen-

dence of the TEC. Future studies examining temperature variations across hetero-interface or

grain boundaries, or other low-dimensional structures such as nanowires, in-plane heterostruc-

tures, and hybrid nanostructures will be essential to further elucidate the understanding of the

thermal transport properties in nano-scale devices. Controlling the thermal expansion of 2D

materials is also crucial for the design of nano-scale devices. Alloying engineering is a potential

approach to control the thermal expansion behavior via the tunable alloying concentration. I

will discuss this possibility in the next chapter.



CHAPTER 6

THERMAL EXPANSION OF TMD ALLOYS

Monolayer TMDs exhibit extraordinary optoelectronic properties due to the change from

an indirect band gap to a direct one when the thickness of materials is approaching monolayer

thickness. The ability to tune the band gaps make the group of monolayer TMDs an ideal

candidate for different optoelectronic applications, such as transparent flexible optoelectronics,

solar cell, and interband tunnel field-effect transistors. The control of band gaps is critical to

the research and applications of 2D TMDs and can be realized with a variety of methods, with

alloy engineering being the most common one. Due to similar crystal structure of different

TMDs, it is possible to mix two or more kinds of TMDs into an alloy system. Theoretical work

confirms that certain alloyed structure is energetically stable and the alloying concentration can

be continuously tuned for systems such as Mo1−xWxSe1−ySy. The control of band gaps through

alloy engineering is widely studied in TMDs and achieved by alloying TMDs with different band

gaps. TMD alloys exhibit a great potential in the optoelectronic applications.

Meanwhile, the thermal expansion mismatch problem becomes more important in such

device design due to the large thermal expansion in the monolayer limit. However, the thermal

expansion behavior of 2D TMD alloys is not fully understood but is needed for the electronic

device design. It is of great interest to study the alloying effects on the thermal expansion

behavior of TMDs, which can result in the control of the thermal expansion mismatch. Here,

I utilized the nanoscale thermal expansion measurements on the TMD alloys, Mo1−xWxS2.

90
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Three different TMD alloys, Mo1−xWxS2 (x = 0.3, 0.5, 0.7), were prepared for thermal

expansion measurements using liquid phase exfoliation and drop casting on a holey-carbon

film supported by a holey SiN film (Protochips thermal E-chips). Low-loss EEL spectra were

collected for each material at 4 different sample temperatures, between T=423 K and 723 K

in 100 K increments using a Protochips in-situ heating holder. All spectra were calibrated and

normalized as the methods I mentioned in the last chapter.

Figure 29: Atomic resolution HAADF image of TMD alloys (Mo1−xWxS2) at 423 K with
different alloying concentration (x = 0.3, 0.5, 0.7).

Figure 29 presents the atomic resolution HAADF images of TMD alloys (Mo1−xWxS2) with

different alloying concentration (x = 0.3, 0.5, 0.7). The dark atoms are the Mo atoms, while

the bright atoms are the W atoms. Based on this contrast, I can find that the two atoms are

randomly distributed in the few-layer areas without obvious clustering or vacancy observed.

Based on the comparison among different figures, the density of bright atoms increases as the

W concentration (x) rises as expected. The next step is to perform heating experiments on

these samples of different alloying concentrations.
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Figure 30: A) Atomic resolution HAADF image of TMD alloys (Mo0.5W0.5S2) at different
temperature and B) the corresponding plasmon energy as a function of temperature. The
plasmon energy is determined from the low-loss EELS recorded in the red rectangle area. The
yellow rectangle, the yellow arrow and the blue arrow indicate the defects forming in the heating
process.

For the first step of the experiments, I will explore the heating effects on the lattice struc-

ture. As an example, Figure 30A) shows the atomic resolution HAADF images of TMD alloy

Mo0.5W0.5S2 at different temperatures (423 K - 723 K). During the heating process, the mono-

layer area (the yellow rectangle area) is gradually destroyed which may stem from the large

thermal expansion of the monolayer area. At the same time, the atoms diffuse and accumu-

late on the edge of two-layers-thick area, and triangle shaped vacancies form and grow in the

two-layer-thick area (the yellow arrow). Despite the destructive effects in the monolayer, in

two-layer and thicker areas the heating results in the formation of atom clusterings and the
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triangle shaped vacancies which can easily diffuse in the few-layer areas at high temperature.

This redistribution of lattice defects can influence the measurements of the plasmon energy.

Figure 30B) presents the corresponding measured plasmon energy as a function of temper-

ature acquired using the low-loss EELS recorded in the red rectangle areas. I find that the

plasmon energy exhibit a linear relationship with the temperature at the regime (T = 423 K

- 623 K), while it suddenly increases at T = 723 K. This increase can be due to two effects,

I observed in the atomic resolution images: 1), The atoms accumulate at the edge: due to

the delocalization of plasmon signals, the EEL spectra recorded in the red rectangle may be

influenced by the change of edges structures. The higher density of atoms brings a higher con-

centration of free electrons and hence increases the plasmon energy. 2), There is a cluster of W

atoms near the area where the EELS was acquired. This cluster appears to move at elevated

temperature (see blue arrow). The change of plasmon energy occurs simultaneously as the W

cluster diffuses across the area. I attribute this change in plasmon energy to the diffusion of

the W cluster into the EELS area.

In the following heating experiments, all the EELS recording areas are selected to be at least

2 nm away from the edges without any visible defect even at high temperature. The atomic

resolution images are recorded before and after each EELS acquisition.

As an example, Figure 31 shows a typical sample area for Mo0.3W0.7S2 at T = 723 K

and corresponding plasmon energy shift on this sample compared with the pure materials

MoS2 and WS2. Figure 31A) shows that in this monolayer sample there is no defect in the

recording area. The plasmon energy shift from this sample is smaller than both pure materials
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Figure 31: A) Atomic resolution HAADF image of Mo0.3W0.7S2 at T = 723 K and B) corre-
sponding plasmon energy shift on this sample in different thickness compared with the pure
materials MoS2 and WS2.

in the 1L - 3L thickness and approaches the value from WS2 when the thickness is above

three layers (as seen in Figure 31B). This trend shows the potential of alloy engineering on the

thermal expansion coefficients. For a complete analysis of the thermal expansion behavior of

TMD alloys, simulations of the plasmon energy shift in terms of the lattice expansion will be

performed next.

Due to the difficulties in simulating a randomly distributed structure with a periodic ap-

proximation, I use the Special Quasirandom Structure (SQS) (120). The special quasirandom

structure is a structure which considers the correlation of the nearby sites and makes this corre-

lation close enough to the one from the truly disordered structure. I generate the SQS using a

Monte-Carlo algorithm implemented in the Alloy Theoretic Automated Toolkit (ATAT) (120).

Figure 32A) presents a typical SQS of Mo0.3W0.7S2 in the top and side view. For different al-
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Figure 32: A) The special quasirandom structure (SQS) of Mo0.3W0.7S2 in the top and side
view and B) corresponding relaxed lattice constant as a function of alloying concentration (x)
compared with the one from MoS2.

loying concentration, the corresponding SQS is generated and relaxed to an energetically stable

structure. Compared with the lattice constant of MoS2, the relaxed lattice constant is plotted

in Figure 32B) as a function of alloying concentration. It turns out that the lattice sightly

expands during the alloying process and reaches the maximum when Mo and W atoms have

the same concentration.

Based on the SQS I generate, the frequency dependent dielectric functions (ε(ω)) for different

TMD alloys (x = 0.33, 0.5, 0.67) are calculated by RPA. The corresponding EELS signals,

Im(−1/ε, are simulated to determine the plasmon energy shift as a function of lattice expansion.
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Figure 33: A) Calculated γa and B) the thermal expansion coefficients (α) of monolayer
Mo1−xWxS2 at different alloying concentrations (x = 0, 0.3, 0.5, 0.7, 1).

The parameter γa is then calculated and plotted in Figure 33A). The γa reaches a maximum

value for an equally alloying (x = 0.5).

Based on the parameter γa and the experimental plasmon shift of the materials, the thermal

expansion coefficients for different monolayer TMD alloys are predicted (Figure 33B)). From this

figure, I find that alloy engineering can tune the thermal expansion behavior of materials. But

it is interesting to note that the thermal expansion is not linear with the alloying concentration.

The thermal expansion coefficients of all TMD alloys are reduced by the alloy engineering and

reach a minimum value for Mo0.5W0.5S2.

Due to the random distribution of Mo and W atoms in the alloys, the nearest neighbor

surroundings for Mo or W atom are not symmetrical as in pure materials, resulting in a local

stress σ. The direction and value of this stress depend on the configuration and it will be

released via a small redistribution or buckling to form a stable configuration. The random
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displacements from the original sites may interfere with the propagation of phonons and thus

constrain the thermal expansion during heating. The interference stems from the randomness

of the configuration, which will reach a maximum (i.e. highest entropy) at the equally alloyed

sample (Mo0.5W0.5S2).

The reduction in the thermal expansion coefficients shows a great potential to control the

thermal expansion mismatch at hetero-interface as formed in the design of electronic device.

The gradual change from one material to another may occur in the interface of two materials.

The non-linear reduction of thermal expansion coefficients at the interface may be of critical

interest in the device design. This hypothesis needs further confirmation from experiments.



CHAPTER 7

CONCLUSION AND OUTLOOK

The thermal properties of electronic devices are of great importance in materials research.

However, as the current electronic devices are scaled down to the nanometer size, the nanoscale

thermal characterization techniques are not well developed, but needed for future studies. In

this thesis, I have demonstrated a systematic nanoscale thermal characterization study using

the combination of STEM/EELS and first-principles calculations, which includes an indirect

and a direct characterization method.

The indirect characterization method is to explore the nanoscale electronic properties of

materials by STEM/EELS and first-principles calculations, and then study the relation be-

tween thermal properties and electronic properties to explain the thermal phenomenon. Here,

I utilized the indirect characterization method to explore the Ti dopant effects on the crystal

structure and electronic structure of CCO and explain the unchanged Seebeck coefficient after

Ti doping. Specifically, I used the STEM/EELS techniques to locate the Ti dopants which were

mainly located in the RS sub-system. However, in CCO, the Seebeck coefficients are mainly

determined by the concentration and spin state of Co4+ which are located in CoO2 layer. The

influence of Ti dopants in RS layer was limited on the electronic structure of Co4+ in the

CoO2 layer, which was confirmed by the Co L- and O K -edge EELS and the density of states

calculations of Ti-doped CCO. For a higher doping concentration, the Ti atoms may start to

replace the Co atoms in the CoO2 layer and influence the electronic structures of Co4+ to tune

98
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the thermoelectric property of CCO. The researches in both experiments and calculations for a

high concentration Ti-doped CCO are needed to provide a complete study of Ti dopant effects.

Furthermore, if the direct thermal characterization method can be developed, the in-situ local

defect effects can be observed.

The direct characterization method measures the local temperature and thermal proper-

ties using STEM/EELS and first-principles mechanics, and studies local defect effects on the

nanoscale thermal properties. Here, I demonstrated a direct characterization method to pre-

dict the nanoscale temperature and thermal expansion properties of 2D materials (graphene

and TMDs). Specifically, based on the temperature dependent plasmon energy shift recorded

from EELS, I can measure the temperature from a sub-10 nm area with the combination of

atomic resolution imaging (STEM). Combining this temperature dependent shift with the lat-

tice expansion dependent shift simulated by DFT and RPA, I predicted the thermal expansion

coefficients of different 2D materials from monolayer to bulk with a high spatial resolution (≈

2.1 nm). The thermal expansion coefficient from each monolayer 2D material was almost one

order of magnitude larger than the one from bulk, which suggested a severe thermal expansion

mismatch problem in the design of electronic devices. Predicting and controlling the thermal

expansion behavior of 2D materials to avoid strain induced fracture will be critical for the future

application and researches.

Then, I utilized the nanoscale thermal expansion measurement technique on the TMD

alloys (Mo1−xWxS2). In the in-situ heating experiments, I observed the temperature induced

a structural change in the few-layer areas using the atomic resolution STEM images. During
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heating, the relative distribution of Mo and W atoms did not significantly change, but the

atom clusters and vacancies formed, grew and diffused easily due to the internal energy at

high temperature. Since the defects will largely influence the plasmon energy in that area,

atomic resolution EELS is needed and performed for the thermal expansion measurement of

TMD alloys. With the EELS simulation based on the special quasirandom structures (SQS)

of alloyed samples, I predicted the thermal expansion coefficients of monolayer TMD alloys.

The thermal expansion coefficients are reduced upon additional substitutional doping (Mo or

W atoms). The strains upon doping were confirmed by the SQS simulations and are predicted

to interfere with the lattice expansion of materials. Control of thermal expansion behavior

by alloy engineering suggests a potential to avoid the thermal expansion mismatch or strain-

induced fracture in the design of 2D-material-based devices. It also suggests that the thermal

expansion between two different materials may be not a linear transition from one to another

one which is of great importance in the fundamental research and future applications. In the

future, it will be interesting to explore the thermal expansion behavior across the TMD in-plane

hetero-structures.

More importantly, the high spatial resolution of this technique enables future studies of

thermal properties at the hetero-interface, hybrid nanostructures, or other low-dimensional

structures such as quantum dots and nanowires, which will be crucial to further understand

the thermal transport properties of materials in nano-scale devices. Here, I proposed two

possible approaches for the research on thermal transport properties of the in-plane hetero-

interface: 1), examine the temperature variance on the sample with a spatial thermal gradient
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across the interface. The spatial thermal gradient can be achieved by applying a metal wire

between electrodes of electric chips to support a heating flow on the sample. 2), examine the

in-situ temporal temperature variance on the sample and background simultaneously. Since the

temperature of the background (can be observed by applying reference materials on the carbon

film) is designed to reach the desired temperature immediately, it can be used as a reference

temperature for this temporal temperature changing process. This in-situ observation of the

process of reaching thermal equilibrium can be then used to explore the thermal transport

properties between the sample and background, and between the two materials around the

interface.

The second approach can be achieved due to the high temporal resolution (acquisition time

< 10−3 s) of the low-loss EELS for plasmon energy. It suggests a potential of in-situ experiments

of the dynamics of temperature change or the free electron density change, which could be used

for the research of the thermal properties or chemical reactions of materials, or both (heat in

exothermic reaction). The sensitivity of this technique is determined by the energy resolution

of EELS (0.35 eV for our JEOL ARM) which is high enough for the current thermal property

analysis. However, a possible ultra-high energy resolution of monochromated EELS (< 10

meV) could extend the application of this technique to a variety of studies, such as temperature

effects on the local phonon energy, the role of the phonon vibration on the thermal transport,

defect effects on the phonon transport, and the couplings between phonon and plasmon. The

ultra-high energy resolution can provide a much higher temperature resolution and potentially

depict the temperature dependent thermal expansion behavior which is especially important
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for graphene at low temperature (since TEC of graphene is not constant or simply linear at low

temperature). This resolution can also detect new information for analyzing the mechanisms of

the plasmon energy shift phenomenon. This direct nanoscale thermal characterization technique

has presented a variety of possibilities on the thermal property studies so far and can be used

to provide a comprehensive and fundamental understanding on the thermal properties of nano-

materials.
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