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SUMMARY 

 Liquid interfaces play an important role in the development of novel devices.  At the interface, 

arrays of nanoparticles can scatter coherently, absorb and emit light. The fluidity of the interface 

presents a novel environment for assembling nanoparticles in different configurations. In spite of 

the growth, interest, and potential in assembling nanoparticles at the liquid-liquid interface, 

nanoparticle adsorption at a liquid-liquid interface is poorly understood.  

 It is evident from theory, simulation and experiment that the description of electrostatic and van 

der Waals forces contained within the DLVO theory is inadequate to explain the adsorption and 

stability of nanoparticles at a liquid-liquid interface. Instead, the interactions of nanoparticles at a 

liquid-liquid interface are governed by hydration forces, capillary forces, electrostatic correlations 

and long-range dipole interactions due counterions, among others. 

 In this study, we use an electrochemical technique to remotely tune interfacial interactions 

between nanoparticles at a liquid-liquid interface between water and 1,2-dichloroethane electrolyte 

solutions. We demonstrate the formation of a 2D array of nanoparticles. X-ray measurements 

revealed that further tuning of the interfacial potential changed the 2D arrays to 3D clusters of 

nanoparticles. The X-ray measurement techniques used were X-ray reflectivity (XR) and grazing 

incidence small angle X-ray scattering (GISAXS) to probe the out-of-plane and in-plane interfacial 

structures.  
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CHAPTER 1 

 

 INTRODUCTION 

 

Self-assembled structures made from nanoscale materials are important scientifically and 

technologically. Next generation devices fabricated from nanoscale materials have applications in 

the areas of optical  mirrors (1, 2), drug delivery systems for cancer treatment (2, 3), membranes 

for separation technology (4), biochemical sensing (5), solar energy harvesting (6), and optics such 

as self-healing mirrors (7), anti-reflecting substrates (8), and plasmonic  rulers (9). 

 Nanomaterials, defined as materials having at least one dimension in the range of 1-100 nm 

have properties different from their bulk materials due to finite-size quantum effects (10). These 

quantum effects influence the structural, optical, electrical and magnetic properties of 

nanomaterials. Their relatively large surface area to volume ratio compared with bulk materials 

make them more chemically reactive (11-13). 

 The ability of nanoparticles to scatter, absorb and emit light at interfaces has been exploited in 

the manufacture of optical devices and biosensors that use colorimetric (14, 15) and surface 

enhanced Raman scattering (SERS) (16-18). For example, in SERS, arrays of nanoparticles create 

local hotspots of electric fields. The presence of analyte molecules in the local hotspots enhances 

the emission of certain wavelengths, which are fingerprints of the analytes. Liquid interfaces play 

a role in the development of these devices since nanoparticles are often prepared and stabilized as 

colloids. 
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Nanoparticles adsorbed at a liquid-liquid interface were first reported by Pickering and 

Ramsden (19, 20). Recently, studies of nanoparticles at liquid-liquid interfaces have demonstrated 

concepts that can be explored as an alternative route to making functional devices. A liquid-liquid 

interface is formed when two immiscible electrolytic solutions (ITIES) are brought into contact; 

hydrophilic salt is dissolved in the water phase and hydrophobic salt in the organic phase. Back-

to-back electrical double layers, one in each phase, are formed on either side of the interface. The 

potential drop is localized in the region of the double layers (21-23). 

 The assembly of nanoparticles at a liquid-liquid interface is cheap, fast, and reproducible, 

making it suitable for technological applications. In most cases, uncharged dielectric (24)  and 

metallic nanoparticles (25-27) capped with organic molecules are used. The assembly of NPs at 

liquid-liquid interfaces does not need sophisticated engineering;  the interfaces are self-healing, 

robust, and the structure can be easily reformed from dissolved nanoparticles in the bulk phases 

(28). The optical transparency of oil and water used for liquid-liquid studies, combined with the 

mechanically flexible nature of the interface, make it attractive for colloidal assembly (29, 30). 

The mechanical flexibility of the interface provides a platform to form varying geometries from 

planar sheets (31, 32) to curved lenses (33) and three dimensional objects coated with nanoparticles 

(32, 34). The interfacial nanoparticles are accessible to chemical species introduced into the bulk 

phases. 

 While liquid-liquid interfaces can provide an opportunity for transformative discoveries and 

applications, the adsorption of nanoparticles at a liquid-liquid interface is poorly understood. It is 

evident from theory (24, 35) , simulation (36-38),  and experiment (39-41) that the description of 

electrostatic and van der Waals forces in the DLVO theory used to describe colloidal solutions is 

not enough to explain the adsorption, stability and equilibrium position of nanoparticles at the 
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liquid-liquid interface. Instead, the interactions of nanoparticles at a liquid-liquid interface are 

governed by interfacial tension stabilization (1), hydration or solvation forces due to immersion of 

nanoparticles at the interface (42), capillary forces due to deformation of the interface (43) and 

long range-dipole interactions due counterions. While uncharged nanoparticles can spontaneously 

adsorb at the interface, charged nanoparticles may require an initial driving force to facilitate their 

adsorption and ordering at the interface. 

 Techniques for inducing interfacial adsorption include the addition of ethanol to the interface 

(44), centrifugation (9), electrochemical methods (23, 45), and controlled evaporation of  solvents. 

These techniques have been used to form long-range close-packed assemblies of nanoparticles 

(39). On the other hand, spontaneous self-adsorption is more convenient than induced adsorption; 

however, it is limited by the diffusion time of the nanoparticles. Once adsorbed to the interface, 

interactions between nanoparticles can be remotely tuned by an external electric potential (23, 42, 

45, 46), pH (29, 39, 47, 48), and ionic strength (9, 49) . 

 Turek et. al. used centrifugal force to adsorb a passivated gold nanoparticle with a 16 nm core 

diameter to a water/1,2-dichloroethane interface (9). Variable spacing of 4.5 to 35 nm between the 

nanoparticles was achieved by varying the pH and salt concentration of the aqueous phase. 

Nanoparticle adsorption and desorption to the interface was characterized by measuring the 

localized surface plasmon resonance (LSPR) shift in the bulk phase and at the interface. The study 

revealed a significantly tunable array of gold nanoparticles. In both cases, plasmon shifts were 

attributed to a variation in nanoparticle spacing in the bulk and at the interface. Adjustment of pH 

with HCl and NaOH modulated the surface charge density of the passivated nanoparticles, thereby 

reversibly increasing and decreasing the spacing between nanoparticles. 
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 Pioneering work on electrochemical adsorption of charged gold nanoparticles (~1.5+/-0.4  nm 

gold core diameter) by Girault’s group showed a reversible voltage-tunable nanoparticle density 

at a water/1,2-dichloroethane interface (23). By measuring the potential dependent interfacial 

tension at the interface, the calculated excess surface charge revealed a reversible modulation of 

gold nanoparticle density at the liquid-liquid interface. 

 Schlossman’s group demonstrated the formation of a 2D array of charged nanoparticles whose 

lattice spacing was reversibly tuned between 6 and 7 nm by varying an external electrochemical 

potential from -130 to +180 mV across the interface (45). In this study, passivated gold 

nanoparticles of 2 nm core diameter were studied at a water/1,2-dichloroethane interface. The 

study discovered that ion correlations between charged nanoparticles and counterions played an 

important role in the assembly process. Understanding effects of ion correlation such as ion 

condensation, overcharging, among others, can bring transformative and alternative route to 

nanoparticle assembly at a liquid-liquid interface. The X-ray study probed the direct interfacial 

coverage of nanoparticles and the interfacial position of nanoparticles as a function of interfacial 

potential. 

 Edel’s group studied electrochemical adsorption and tunability (3-20 nm spacing) of 16.1 nm 

passivated gold nanoparticle at a water/1,2-dichloroethane interface using LSPR measurements 

and by visual observation. The potential dependent LSPR measured was consistent with changes 

in the colorization observed at the interface (50). Edel’s group also exploited the plasmonic 

properties of assembled gold nanoparticle (~ 43 nm Au core) arrays for trace analyte detection at 

a water/1,2-dichloroethane interface (16). By assembling nanoparticles in an array, hotspots of 

local electric fields were created and the presence of trace molecules near the hotspots caused the 

molecules to emit light measured with surface enhanced Raman scattering (SERS). Each trace 
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analyte studied had a unique SERS fingerprint corresponding to the chemical nature of the analytes 

and the affinity of analytes to the gold nanoparticles. Additional study detected the presence of 

mercury, Hg(II), with arrays of gold nanoparticles, as well as polyatomic ligands (51). The study 

demonstrated the versatility of the liquid-liquid interface in detecting different ligands and Hg(II). 

Visual, SERS, and LSPR measurements established a proof of concept for a voltage, pH, and ionic 

strength tunable assembly of nanoparticles at a liquid-liquid interface, indicating the potential to 

make functional devices such as electro-variable mirrors, optical filters, biochemical sensing 

devices, among others. The studies provided insight into the mechanism that controlled the spacing 

of nanoparticles within the array, which can be exploited to vary with plasmonic properties of the 

interfaces. 

 In this study, we use synchrotron X-ray techniques to demonstrate the formation of 2D arrays 

and 3D clusters of gold nanoparticles at a liquid-liquid interface by electrochemical techniques. 

Nanoparticle clusters have different plasmonic properties than single-nanoparticle arrays. Among 

the questions we address: What are the driving forces for the formation of 2D and 3D nanoparticle 

structures? What is the effect of bulk nanoparticle and electrolyte concentration on the equilibrium 

interfacial structure, position and coverage of the nanoparticles? We remotely control the screening 

of heavily charged nanoparticles by changing the local electric field around the nanoparticles with 

an external electric field. It has been established that a planar object in contact with an electrolyte 

solution can experience condensation of counter-ions on its surface, leading to the screening of 

heavily charged planar objects (52, 53). It is therefore reasonable to expect more nanoparticles to 

adsorb at the interface due to screened electrostatic repulsive forces. 

 Using 50 mM NaCl in aqueous phase and 5 mM BTPPATPFB in DCE phase, we stabilized a 

gold nanoparticle array at the water/DCE interface. The nanoparticles have a 2 nm diameter gold 
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core coated with one hundred ligands whose terminal endgroup is a positively charged trimethyl 

ammonium (TMA). Our X-ray measurements revealed potential dependent tunable 2D and 3D 

structures on the DCE side of the water/DCE interface. The 2D structures were formed at 

interfacial potentials of 60 mV and 40 mV while the 3D structures were formed at interfacial 

potentials of 10 mV and below.  Our X-ray reflectivity and GISAXS analyses showed that the 2D 

structure is a hexagonal close-packed lattice (HCP) of single gold nanoparticles. XR and GISAXS 

analyses showed that the 3D structure is a non-spherical gold nanoparticle cluster whose form 

factor is consistent with a pyramidal form factor. The X-ray and GISAXS analyses also showed 

that increasing the bulk concentration of nanoparticles changed the interfacial adsorption of 

nanoparticles and their spacing. By investigating the structure of adsorbed nanoparticles at the 

interface as a function of applied interfacial potential and bulk concentration, we gained insight 

into the mechanism and driving forces leading to the formation of 2D and 3D nanoparticle 

structures. 
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CHAPTER 2 

 REVIEW OF PROBING TECHNIQUES, INTERACTIONS AND SUBSTRATES 

FOR NANO-ASSEMBLY  

 

Nanoscale assembly structures have been formed on several different types of substrates in 

recent times. Examples are air-solid, solid-liquid, air-liquid and liquid-liquid interfaces.  Fixed 

arrays of nanoparticles have been formed on solids. Protein cages (54) and DNA (55) templates 

are widely used in assembling 2D and 3D structures in different geometric shapes, such as trigonal, 

tetrahedral, and pyramidal structures. The liquid-liquid interface can be exploited to assemble 

nanoparticles cheaply and simply, producing mechanically flexible, self-healing arrays that can be 

accessed by light from either side of the array, which can also interact with either hydrophilic or 

hydrophobic chemical species.  

 

2.1 Real Space and Reciprocal Space Imaging  

Imaging tools such as atomic force microscopy (AFM), transmission electron microscopy 

(TEM), nuclear magnetic resonance (NMR), optical microscopy, scanning electron microscopy 

(SEM) and X-rays have been used to investigate nanoparticle systems. These tools measure 

physical parameters, for example, concentration, surface area, length, tissue parameters in 

biological systems  (56)..  

 Spatial resolutions and acquisition frequency of imaging techniques have improved over the 

years providing the ability to probe sub-nanometer length scales in validating established 

computation models. For example, models describing the activity of protein interactions and 
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biochemical signaling networks (56-58). SEM and optical microscopy yield an accurate image of 

a surface but cannot provide quantitative information about surface roughness (59). Surface 

roughness provides information, for example on particle-particle separation. AFM provides 

quantitative roughness and height measurements of surfaces with a good lateral resolution of 1 nm 

and vertical resolution of 1 Å (60, 61). However, AFM measurement is slow and probes only small 

area (59). Light scattering has been used to study particle sizes. It is non-destructive. In literature, 

a number of theories have been established for the study of particles with light scattering. However, 

those theories may be valid under some specific conditions, different from experimental conditions. 

Light scattering measurements are often performed in conjunction with other techniques (62). 

 Electrical capacitance (63, 64), optical reflectivity (1, 9, 65), and X-ray techniques (45, 66)  

have been used in recent times to characterize the structure of nanoparticles at liquid interfaces. 

The X-ray technique is non-destructive and measures averages of parameters over a large area of 

a sample. It can operate in different environmental conditions from ultra-low to ultra-high pressure 

and can discriminate many different elements in a sample. It can access buried interfaces and probe 

different morphologies. However, probing nanometer and sub-nanometer length scales require 

synchrotron radiation (highly collimated X-ray source) due to low signals from the surface, which 

scales with the size of the nanoparticles. Information provided by X-rays is in reciprocal space and 

has to be translated into real space, which requires modeling. It is also difficult to discriminate a 

single nanoparticle from other nanoparticles due to the X-ray beam size, divergence and X-ray 

optical limitations.  
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2.2 Nano-assembly Interaction Energies 

A number of forces play a role in the equilibrium position of the nanoparticles. For example, 

capillary charges, electrostatic interactions, cheerios effect, thermal energy capillary arrest, van 

der Waal’s interactions, etc. These interacting forces at the interface will be discussed in the 

following sections.  

 

2.2.1 Competitive Wetting 

The driving force for the adsorption of particles to an interface is the decrease in interfacial 

energy, which depends on the three-phase contact angle. The maximum gain of interfacial energy 

occurs when the contact angle is 90 degrees. The interfacial adsorption energy of micrometer-sized 

particles is usually 106 kT, making the particle effectively stuck at the interface (67). For a 

nanometer-sized particle, the gain in energy is comparable to thermal energy (kT), which can 

detach the particle from the interface into the bulk. A small deviation of the 3-phase contact angle 

from 90 degrees can prevent nanoparticles from adsorbing to the interface. Wetting experiments 

have shown that an approximately 90 degree three phase contact angle is required to stabilize 

layers of gold and silver nanoparticles at an interface (68, 69). It has also been shown that a 3 nm 

CdSe at water/toluene interface is spontaneously replaced by a 5 nm CdSe nanoparticle (70, 71). 

 Considering the uncharged particle shown in Figure 1. The position of the nanoparticle at the 

oil-water interface is dominated by its ability to reduce the interfacial energy. When the particle 

adsorbs to the interface, it pierces the interface to reduce the interfacial energy. Therefore, energy 

is “gained” by interfacial adsorption. If  𝛾𝑝,𝑜 < 𝛾𝑝,𝑤 + 𝛾𝑤,𝑜 and the particle is hydrophilic, the 

particle will move to the water side of the interface in order to remove some contact area from the 
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oil side. If  𝛾𝑝,𝑜 < 𝛾𝑝,𝑤 + 𝛾𝑤,𝑜 and the particle is hydrophobic, then it will localize on the oil side 

but still pierce through the interface to reduce the water/oil interface’s energy (42).  

 

Figure 1. Interplay of interaction forces between nanoparticle and the interface of water and DCE. 

 

For a particle of radius R and interfacial energy between the water-oil, nanoparticle-oil and 

nanoparticle-water  𝛾𝑤,𝑜,  𝛾𝑝,𝑜  and 𝛾𝑝,𝑤 respectively,  the interfacial energy gained, ∆𝐸 when the 

particle is located at the interface is (72): 

 

∆𝐸 = −𝜋𝑅2

𝛾𝑤,𝑜
⁄ (𝛾𝑤,𝑜 − (𝛾𝑝,𝑜 − 𝛾𝑝,𝑤))

2

                         (2.2.1.1) 

 

From the Young-Laplace equation, 𝛾𝑝,𝑜 − 𝛾𝑝,𝑤 = −𝛾𝑜,𝑤 cos 𝜃 , (42), the equation (2.3.1.1) reduces 

to ∆𝐸 = −𝜋𝑅2(1 − cos 𝜃)2.  Due to ionic screening on the charged nanoparticle, the free energy 

of formation of the double layer changes the surface free energy of the charged nanoparticle (73) , 

𝛾𝑃1 = 𝛾𝑃,0 + ∆𝐹𝐷𝐿  where 𝛾𝑃1  is the interfacial energy of the nanoparticle due to coulombic 

screening, 𝛾𝑃,0 is the interfacial energy of the nanoparticle at zero charge and ∆𝐹𝐷𝐿 is the free 
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energy due to ionic screening. By substituting 𝛾𝑃1 = 𝛾𝑃,0 + ∆𝐹𝐷𝐿 into the Young-Laplace contact 

angle, cos 𝜃𝑛𝑒𝑤 = cos 𝜃 −
∆𝐹𝐷𝐿

𝛾𝑤,𝑜
. Since the ionic screening is spontaneous, this implies ∆𝐹𝐷𝐿 < 0 

and therefore, the contact angle for the charged nanoparticle, 𝜃𝑛𝑒𝑤 is smaller than the contact angle 

of the uncharged nanoparticle, 𝜃. Although the applicability of the laws of macroscopic capillarity 

at the nanoscale could be questioned, several experimental and molecular dynamics (MD) 

simulations have observed an extension of the wetting properties from their macroscopic states to 

microscopic states (36, 74, 75). 

 

2.2.2 External Electric Field 

A voltage drop across an oil/water electrolytes interface will cause repositioning of ions 

between the bulk phases and the interface., which can destabilize or stabilize nanoparticles at the 

interface. For example, if a positively charged nanoparticle is in the bulk water phase and a positive 

potential drop is applied across the interface, the nanoparticle would be pushed towards the 

interface under the applied electric field. However, solvation and interfacial tension will also act 

in the direction opposite to the applied electric field and could prevent nanoparticle penetration 

into the oil phase (42). If the electric field is greater than the solvation energy and the interfacial 

tension, then the nanoparticle will move to the oil side of the interface. Otherwise, it would stay 

on the water side of the interface if the effects of solvation and the interfacial tension dominated. 

Figure 2 is a cartoon of a nanoparticle attracted to the interface under an external potential. Without 

the external field, the solvation energy of charged nanoparticles repel charged nanoparticles from 

the organic phase. The role of the electric field is to cause ion enhancement, which can stabilize 

or destabilize the nanoparticles at the interface. For example, a positively charged nanoparticle in 

the water bulk phase under a positive potential drop would be attracted to the interface by counter-
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ions on the oil side. If the interfacial potential is reversed where co-ions instead of counter-ions 

are enhanced on the oil side of the interface, then the charged nanoparticles would be repelled from 

the interface. 

 

Figure 2. Nanoparticle attracted to the interface under an external electric field. 

 

2.2.3  Solvation Energy of Charged Nanoparticle 

Bare metal nanoparticles are often passivated with a ligand which can hydrolyze (deprotonate) 

in water to stabilize the particle-particle interactions. For example, it is expected that a carboxylic 

(-COOH) terminal ligand can deprotonate in water giving rise to high charge density on the surface 

of the nanoparticle. The solvation energy scales as z2 where z is the number of deprotonated 

charges on the surface of the nanoparticle (42). When the nanoparticle is moved into a high 

permittivity medium, for example, water, the effective charge on the nanoparticles, z will decrease. 

The solvation energy is therefore significantly reduced due when moving from oil to water side of 
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the interface (42). The effect of solvation energy in moving a particle from oil to water side of the 

interface can give a different ordering based on electrostatic interactions.    

 

2.2.4 Effect of Ionic Size and Valence on Screening of Charged Nanoparticle. 

The size and valence of ions in an electrolyte solution play important roles in the screening of 

the charged nanoparticle. There is experimental evidence of the role of size in electrostatic 

interaction between the counter-ions and the heavily charged nanoparticles (76).  Dishon et al. 

provided experimental evidence of ion specific interactions with negatively charged silica particles 

in solutions. They discovered that given NaCl, KCl and CsCl, NaCl created a repulsive 

environment between the charged silica particles while KCl and CsCl created attractive 

environment. It was concluded that ion specific adsorption was favorable for relatively larger 

cations, thereby justifying why Na+  did not adsorb onto the surface of the silica particles (77).  

 Ion specific adsorption was correlated with the solvation properties of the ions and the free 

energy cost associated with partial or full dehydration of the adsorbing cations on the surface of 

the silica particles. The driving force for the ions accumulating on the surface of the charged silica 

was due to increased competing osmotic pressure (concentration gradient) of the ions in the 

solution and ion hydration in the bulk. Thus, while hydration forces favor ions remaining in the 

aqueous solutions, osmotic pressure drove the salts from the solution to the surfaces of the charged 

silica particles (76). It was observed that beyond the neutralization point where the charged silica 

particle surfaces were slightly overcharged positively charged ions continued to adsorb at the 

surface of the charged silica particles, indicating that the driving force between silica particles and 

counter-ions was beyond coulombic interaction. Thus, hydration and osmotic pressure played an 

important role. Hydration is favorable for high charge densities. Hence, smaller and divalent 
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charges have higher hydration energy and will prefer to stay in solutions rather than adsorb on the 

charged silica particles. On the contrary, between divalent and trivalent charges, it was observed 

that an additional force of interaction between the charged silica and the trivalent existed making 

the trivalent ion favorably adsorbed on the surface of the silica particles showing an anomalous 

role in the size and charge of counter-ions around a heavily charged particle.  

Colloids and capillary forces combine to form a high energy barrier due to a significant change 

in energy landscape when a large particle replaces small molecules at a liquid-liquid interface. For 

molecular size l the interfacial energy landscape scales with kT/l2 where k is Boltzmann constant 

and T is temperature. The change in interfacial energy ∆𝑈  for a colloidal particle of size R 

replacing the solvent is,  ∆𝑈
𝑘 𝑇⁄ ≈ (𝑅 𝑙⁄ )2 . This explains why capillary forces and colloids 

combine to form metastable states which can induce different forms of ordering at a liquid interface 

(78). The free energy gained, −∆𝑈 is relatively large compared with thermal energy 𝑘𝑇 (79). The 

metastable state of the adsorbed nanoparticle at the interface under certain conditions can cause 

precipitation of the particles. For example, precipitation has been observed in anisotropic phase of 

solvents when colloidal particles were in metastable states (78, 80) .  
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2.2.5 Cheerios Effect 

The so-called “Cheerios effect” is a capillary phenomenon which induces aggregation of 

microparticles at an interface. A typical case is a floating bubble on an air/water (medium 1 and 2) 

in a vessel as in Figure 3. 

 

Figure 3. Adsorbed bubble at an interface with distorted meniscus near the wall 

 

  The wall of the vessel distorts the interface forming a meniscus. This induced meniscus at the 

interface causes an aggregation of the bubbles at the interface. Considering the weight of the 

bubble, the particles will experience net buoyance force.  If the particle is constrained to stay at 

the interface, the buoyancy force, Fb will cause the particles to move upwards along the curved 

meniscus to the edge of the vessel. This motion towards the wall appears as if there is an attractive 

force between the wall and the particle when in reality, the buoyancy force causes the particle to 

move along the curved meniscus towards the wall (81). This effect is responsible for the 

accumulation and aggregation of bubbles and other micro particles at interfaces. On a nanometer 

length scale, however, the weight of the nanoparticle is insignificant (scales as R3) for a sphere of 

radius R and the cheerios effect becomes negligible.  
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2.2.6 Electro-capillary Charges 

Particles attached to an interface between a polar solvent  (water) and non-polar solvent (oil) 

can experience  the following  forces: electrodipping force (82), direct electric repulsion between 

the charged particles (83, 84) and electric field induced capillary attraction (85).  

 

 

Figure 4. Forces acting on charged particles at an interface. 

 

The electrodipping force, FDP, normal to the interface is an electrostatic image charge effect which 

pushes the particles into the lower phase (86, 87). The particles see image charges on the other 

side of the interface, which can cause attraction or repulsion depending upon the relative 

permittivities of the two phases. A force imbalance between the electro-dipping force and the 

interfacial energy will cause interfacial distortion. This interfacial distortion in Figure 4 can lead 

to capillary attractive force at the interface. The direct repulsion, FR,, is due to the electrostatic 

repulsion between like charges of the nanoparticles. The capillary  attraction, Fc, is due to the 

deformation of the interface from the  particle causing attraction between dimples formed at the 

interface (85).  
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2.2.7 Screened Coulombic Interactions and van der Waals Interactions 

Counter-ions screen the bare charges of nanoparticles leading to reduction in the electrostatic 

repulsive energy of the two like charged nanoparticles. The electrostatic interaction energy, 𝑈𝐶, 

between two particles in a bulk solvent is given by (88) 

 

𝑈𝐶 = 64𝜀𝑟𝜀𝑜 𝑎 2⁄ (𝑘𝑇 𝑒⁄ )
2

𝛾2𝑒−𝜅𝑠         (2.2.7.1) 

 

where 𝜀𝑟 is the relative permittivity, 𝜀𝑜 is the permittivity of free space, 𝑘 is Boltzmann’s constant, 

T is the temperature in K, e the charge of electron. The reciprocal Debye length, 𝜅 = 1/𝐷𝐵 (88): 

 

 

𝜅 = ∑ √
(8𝜋𝑐𝑖𝑒2𝑧𝑖

2)
(𝜀𝜀𝑟𝑘𝐵𝑇)

⁄𝑖           (2.2.7.2) 

 

Where zie is the charge on an aqueous ion of valence zi  and ci is the ion concentration in m-3 . The 

variable γ is determined by the surface potential, ψ, using  γ = 𝑡𝑎𝑛ℎ[(𝑒𝜓) (4𝑘𝐵𝑇)⁄ ] . The surface 

potential can be calculated from the surface charge density 𝜎 of the particle using the Grahame 

equation (88): 

 

𝜓 =
𝑘𝐵𝑇

(2𝑧𝑒)⁄ 𝑠𝑖𝑛ℎ−1 (𝜎
√8𝑘𝐵𝑇𝑐𝜀𝜀𝑜

⁄ )        (2.2.7.3) 
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The non-retarded van der Waals interactions between identical spheres of radius R and separation 

distance s is given by (89):  

 

𝑈𝑣𝑑𝑊 = −
𝐴

6
[(2𝑅2

𝑠2 + 4𝑅𝑠⁄ ) + (2𝑅2

𝑠2 + 4𝑅𝑠 + 4𝑅2⁄ ) + 𝑙𝑛 [
𝑠2+4𝑅𝑠

𝑠2+4𝑅𝑠+4𝑅2
]]    (2.2.7.4) 

 

where A is the Hamaker constant of the particle. Based on the classical Derjaguin-Landau-Verwey-

Overbeek (DLVO) theory of colloidal behavior, the competing forces are the long-range 

electrostatic and short-range van der Waals interactions. Within DLVO theory, particles of like 

charge are stabilized against aggregation by their mutual long-range electrostatic repulsive forces. 

In some solution conditions, this electrostatic repulsive energy barrier, which prevents aggregation, 

can be overcome leading to cluster formation.  

 

2.2.8 Motivation: Previous Study and Simple Calculation  

Our previous study on the assembly of arrays of charged nanoparticles at a water/1,2-

dicholoethane interface focused on interfacial potentials in the range -130 mV to 180 mV. A 2D 

array of gold nanoparticles was formed on the DCE side of the interface using 5 mM aqueous NaCl 

and 5 mM BTPPATPFB in DCE.  Figures 5 and 6 show the GISAXS and XR results of the 

previous study.  
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Figure 5.GISAXS image from 2D arrays of gold nanoparticle (62). 

 

 

Figure 6.  a) XR data and fit; b) electron density profile from the fit (62). 

 

Figure 5 shows a GISAXS measurement of the two dimensional (2D) hexagonal close-packed 

(HCP) diffraction rods. X-ray reflectivity (XR) in Figure 6 shows that the nanoparticles transported 

from the bulk water phase to the DCE side of the interface. MD simulation results supported this 

observation as shown in Figure 7.  
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Figure 7.  a) Nanoparticle initially on the water side b,c, d) Nanoparticle transporting to the 

DCE side of the interface (62). 

 

 Our current system is a 50 mM aqueous NaCl concentration and a 5 mM BTPPATPFB in DCE 

using interfacial potentials from 60 mV towards -190 mV. The goal is to stabilize the nanoparticles 

on the water side of the interface by enhancing the electrostatic potential energy of the 

nanoparticles on the water side of the interface. In our previous study, even though, the 

nanoparticles were initially in the water phase, on applying an external field, the electrostatic 

correlation between the nanoparticles and the counter-ions on the DCE side of the interface 

facilitated the transport of the nanoparticles to the DCE side of the interface. Our simple calculation 

showed that ~ 7 mM NaCl and 5 mM BTPPATPFB in DCE should be enough to stabilize the 

nanoparticles on the water side of the interface if electrostatic correlations and entropy are 

neglected. 

 

 The relative permittivity of water, εr is ~ 80 and that of DCE is ~ 10 and the electrostatic 

correlation energy (Er) scales as, Er α 1/ εr.   To account for entropy and electrostatic correlations, 

we could replace the DCE with a higher permittivity medium for example, nitrobenzene. 



21 

 

 

 

Alternatively, the concentration of the bulk water solution can be increased. This will change the 

electrostatic potential energy of the nanoparticle in water and compensate for the stronger 

electrostatic correlation from the DCE side of the interface.  

 We propose an increased bulk water concentration since it will be easier to compare the results 

with our previous study. We have done preliminary estimation on the electrostatic potential energy 

of the system and found that given the relative dielectric of water and DCE to be ~ 80 and 10 

respectively, the electrostatic potential energy will be equal (UDCE  = UH20) for nanoparticles if 5 

mM BTPPATPFB in DCE and  ~ 7 mM NaCl in water were maintained. Beyond the 7 mM NaCl 

in water -while maintaining the same conditions in the oil phase-one would expect the 

nanoparticles to localize on the water side of the DCE. This is the case when electrostatic 

correlations and entropy are not considered. The Debye length, 𝜆𝐷 of an ionic cloud around a 

charged nanoparticle is estimated as: 

 

 𝜆𝐷 =
1

√8𝜋𝑙𝐵𝐼
             (2.2.8.1) 

 

Where I is the molar ionic strength and 𝑙𝐵 is the Bjerrum length. The molar ionic strength, 

 𝐼 = 1
2⁄ ∑ 𝑐𝑜𝑧𝑖

2
𝑖  arises from Debye-Huckle theory which is a result of  linear approximation of 

the Poisson-Nernst-Planck equation for small voltages (90). The Bjerrum length, lB, is the length 

scale at which electrostatic interactions between ions is comparable to thermal energy, 𝑘𝑇 of the 

bulk medium. For a monovalent ion with a magnitude of charge, q , in a relative dielectric medium 

of solution, 𝜀  and Bjerrum length, lB,  𝑘𝑇 =
𝑞2

4𝜋𝜀𝑙𝐵
 . Then, 𝑙𝐵 =

𝑞2

4𝜋𝜀𝑘𝑇
 . The electrostatic potential 

energy, UE of the charged nanoparticles by the ionic cloud around the nanoparticles is given as: 
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𝑈𝐸 = 1
2⁄

𝜎2𝜆𝐷

𝜀
             (2.2.8.2) 

 

 The charge density of the nanoparticle, 𝜎, is the total number of charges  per unit area of the 

nanoparticle. Given the relative dielectric of water and DCE as 80 and 10 respectively for a 

spherical gold nanoparticle, then: 

 

𝑈𝑜

𝑈𝑤
=

𝜆𝐷,𝑜

𝜆𝐷,𝑤

𝜀𝑟,𝑤

𝜀𝑟,𝑜
             (2.2.8.3) 

 

Where 𝑈𝑜 and 𝑈𝑤 are the electrostatic potential energies of the nanoparticles in the DCE and water 

phases respectively. The parameters,  𝜀𝑟,𝑤 and 𝜀𝑟,𝑜 are the relative dielectric constants of water and 

organic phases,   𝜆𝐷,𝑜 and 𝜆𝐷,𝑤 are the Debye lengths of the ionic clouds around the nanoparticles 

in the DCE and water phases respectively. For the electrostatic potential energy to be the same for 

both water and DCE phase, 

 

𝜀𝑟,𝑜

𝜀𝑟,𝑤
=

𝜆𝐷,𝑜

𝜆𝐷,𝑤
= √

𝑙𝐵,𝑤 𝐶𝑤

𝑙𝐵,𝑜 𝐶𝑜
           (2.2.8.4) 

 

The parameters, 𝐶𝑜  and 𝐶𝑤  are the concentrations of salts in the organic and aqueous phases, 

𝑙𝐵,𝑤 and 𝑙𝐵,𝑜  are the Bjerrum lengths in the water and organic phases respectively. Given a 

monovalent symmetric salt  BTPPATPFB in DCE whose charge  in the organic solvent  is ±1 and  

1 electronic charge to be equal to 1.69 x 10-19 C,  relative dielectric of organic solvent, 𝜀𝑟,𝑂 ≈ 10, 

permittivity of air, 𝜀𝑜 = 8.85 ×  10−12 𝐹/𝑚 , Boltzmann constant, 𝑘𝐵 = 1.38 ×  10−23 𝐽/𝐾 , 

then, 𝑙𝐵,𝑜 ≈ 6.2 𝑛𝑚 = 62 Å. 
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 If we consider the dissociation of the BTPPATPFB to be 58 % (91) , then  the ionic strength, I, 

of BTPPATPFB in DCE reduces by a factor of  (0.58)2. This dissociation factor scales the Debye 

length of the nanoparticles in organic phase by a factor of 1.72. Similarly, for a symmetric salt, 

NaCl in water of relative dielectric, 𝜀𝑟,𝑊 ≈ 78 ,  𝑙𝐵,𝑤 ≈ 0.8 𝑛𝑚 = 8 Å  . The NaCl salt is 

completely dissociated in water. Substituting the defined parameters into equation (2.3.9.4) gives  

𝐶𝑤

𝐶𝑜
= 1.72 . Hence, for a 5 mM BTPPATPFB in DCE, 7 mM of NaCl is required to keep the same 

electrostatic potential between the water and DCE. However, this simple calculation does not 

account for the entropic contributions in the water and DCE phase. It  does not also account for 

the electrostatic correlation. Again, the assumption of diffused double layer is not valid in the DCE 

phase as MD results showed that the counter-ions condense heavily condensed on the nanoparticles. 

It is no longer a diffused double layer in the oil phase. We propose the following: 

i) Use 50 mM NaCl in place of the 5 mM NaCl while maintaining the 5 mM BTPPATPFB 

in DCE used previously. By this, we expect the nanoparticles to form a 2D array on the 

water side of the interface. Our preliminary measurement with 20 mM NaCl did not show 

significant changed in the GISAXS and reflectivity measurements compared with our 

previous study. We therefore study our system with 50 mM NaCl instead. Beyond 50 mM, 

we saw instability and precipitates.  

 We propose the formation of cluster at the interface. Cluster formations were observed in 

our previous study at certain negative potentials. We will explore a broader range of the 

negative interfacial potentials. 
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CHAPTER 3 

 MATERIALS AND METHODS 

 

3.1 Gold Nanoparticles  

The gold nanoparticles used in this study consist of a 2 nm diameter gold core bound to a thiol (S) , 

hydrocarbon chain, a polyethylene glycol chain and a trimethlyammonium terminal moiety (TMA) 

– Au-(S(CH2)10(CH2OCH2)4CH2N
+(CH3)3)100 . Figure 8a is a transmission electron microscope 

image of the gold core nanoparticles.  

 

Figure 8. a) TEM image of gold nanoparticles and b) the analyzed TEM image 

 

The total length of the nanoparticle including the ligand is ~ 6 nm. The hydrocarbon part of the 

ligand provides steric repulsion and the trimethylammonium (TMA) provides electrostatic 

repulsion. The polyethylene glycol (PEG) stabilizes the ligand in water by adsorbing water 

molecules so that the ligand does not shrink in water. The methodology used in making the 

nanoparticles has been described in details by Moyano et al. (92, 93). 

The transmission electron microscopy (TEM) was performed at the research resources center, UIC. 

The TEM is a 300 kV transmission electron microscope with a LaB6 electron source. It collects 
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images using a Gatan Orius SC200 CCD Camera (2K x 2K) with Windows XP computer running 

a digital micrograph software, which is capable of recording in-situ events at a TV rate and high-

resolution images. Small amount of the gold nanoparticles was diluted in water. The dilution is 

discontinued when the nanoparticle solution becomes colorless.  This is to ensure that the 

nanoparticles are separated from each other and only a 2D nanoparticle is resolved. A portion of 

the diluted nanoparticles is deposited on a holey carbon-grid and heated at a temperature of 200-

300 oC for ~ 10 minutes to evaporate the water.  The carbon grid is then transferred to a JEM-3010 

TEM equipment where the surface of the grid is probed. It collects images using a Gatan Orius 

SC200 CCD Camera (2K x 2K) with windows XP computer running a digital micrograph software, 

which is capable of recording in-situ events at a TV rate and high-resolution images. The TEM’s 

images were analyzed using image j software. The distribution of the analyzed images was fitted 

with a lognormal probability distribution function .The nanoparticle’s sizes, r was fitted with a 

lognormal probability distribution function P (r):  

 

P (r ) =
𝑓𝑎𝑐 .1

𝑟⁄ . 1
√2𝜋𝑅𝑠𝑖𝑔

⁄ 𝑒𝑥𝑝 (−
(𝑙𝑜𝑔𝑟 − 𝑅)2

2𝑅𝑠𝑖𝑔
2⁄ )     (3.1.1) 

 

Where R, is the probable size of the nanoparticles and Rsig is the width of the distribution of the 

nanoparticles. 

 

3.2  Preparation of NaCl and BTPPATPFB Salts 

Sodium chloride (NaCl) was purchased from Alfa Aesar Putratronic and roasted at 450 °C for 

45 minutes to remove organic impurities. The final product was allowed to cool to room 

temperature (25 °C) and stored in a tightly sealed container. The Bis(triphenyl phosphoranylidene) 
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ammonium tetrakis penta fluorophenyl borate  (BTPPATPFB) salt  was prepared by dissolving  

equal moles (1:1)  of  bis(triphenyl phosphoranylidene) ammonium  chloride (BTPPACl)  and 

potassium  ammonium tetrakis penta fluorophenyl borate (LiTPFB)   separately in a 2:1 volume 

ratio  of methanol and water separately. Each mixture, after dissolving in the water/methanol 

mixture was slowly and simultaneously poured into a cleaned beaker containing a magnetic stirrer 

to mix the reactants. A gel-like product appears in the beginning of the reaction and becomes a 

slurry as more of the reactants were added. The product was allowed to sit for about 30 minutes 

for the reaction to complete. Liquid (filtrate) in the product was removed by filtering the slurry 

with a 0.2 µm Wilma filter. The solid part of the product was allowed to dry on the filter for about 

24 hours. To crystalize the dried product, a small amount of acetone was used to dissolve the 

product in a clean dry beaker. The dissolved salt was heated gently until a cloudy solution appeared 

at which the heating was discontinued and taken off the heating element. The solution was allowed 

to cool to room temperature where small white crystals, about 2-3 mm in size were formed. The 

crystals were separated from the acetone solution with a 0.2 µm Wilma filter and transferred into 

a cleaned bottle and allowed to dry for about 24 hours. 

 

3.3 Purification of 1, 2-dichoroethane (DCE) 

1, 2-dichloroethane used for this study was purchased from Sigma Aldrich with a purity of 

99.8%. The DCE was further purified by running it through activated aluminum oxide in a glass 

column 6 times to remove ionic impurities. For every third run, fresh activated alumina was used. 
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3.4 Electrolyte Preparation 

Water from Nanopure UV Barnstead system whose conductivity is approximately 17.7-18 MΩ-

cm (Siemens) was used to prepare the NaCl solution by adding the water to a known amount of 

NaCl salt in a 500 mL volumetric flask. While the volumetric flask was tightly sealed, the flask 

was shaken to dissolve the NaCl in water. About 10 mL of purified DCE was added to the water 

solution to saturate it. This pre-equilibration prevents diffusion of bulk DCE to the water side of 

the interface during experimentation. The water solution was placed in a rum shaker oscillating at 

a frequency of 10 Hz for 24 hours to completely saturate the bulk water with the added DCE. The 

water solution was filtered with a 0.2 µm filter (OMNIPORE membrane filter, PTFE) stainless 

steel pressure filter holder purchased from Sartorium Stedim Biotech (16249) to remove residual 

alumina entrained in the DCE. A small amount of water together with the saturation DCE were 

left to remain in the flask and safely discarded.  

 The BTPPATPFB in DCE solution was prepared by adding purified DCE to a known of amount 

of BTPPATPFB salt in a 500 ml volumetric flask. The flask was tightly sealed and shaken to 

completely dissolve the BTPPATPFB salt.  The DCE solution was saturated with about 10 mL of 

water in order to prevent water diffusing into the DCE bulk phase during experimentation.  The 

volumetric flask was placed in the rum shaker for about 24 hours for complete saturation.  The 

saturation water placed on top of the DCE was removed after 24 hours and the DCE solution 

filtered with a 0.2 µm filter (OMNIPORE membrane filter, PTFE) using a stainless steel pressure 

filter holder from Sartorium Stedim Biotech (16249) to remove residual alumina. The 

BTPPATPFB has 58% solubility in DCE according to conductance measurement (94). 
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3.5 Making of Electrodes 

The electrodes used were platinum (Pt) mesh and silver/silver chloride (Ag/AgCl). The 

platinum electrodes were purchased from Alder with 99.999% purity and the Ag/AgCl electrodes 

were prepared in our laboratory. To make Ag/AgCl electrode, a pure Ag metal about 3 mm thick 

was coated with silver chloride (AgCl) through an electrochemical reaction. The electrochemical 

process was done by passing ~ 10 mA current through two cleaned Ag electrodes in a 0.1 M 

hydrochloric acid (HCl) aqueous solution placed in a beaker for about 1 minute. The following 

reaction describes the electrochemical reactions at the anode and cathode respectively. 

 

At the Anode: 

 

𝐴𝑔(𝑠) → 𝐴𝑔+ + 𝑒-              (3.5.1) 

 

The 𝐴𝑔+combines with chloride ion (Cl-) in the solution to give: 

 

𝐴𝑔+ + 𝐶𝑙- → 𝐴𝑔𝐶𝑙(𝑠)              (3.5.2) 

 

AgCl deposits on the Ag metal anode forming the Ag/AgCl electrode. 

 

At the Cathode: 

𝐴𝑔(𝑠) + 𝑒- → 𝐴𝑔-                (3.5.3) 
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The 𝐴𝑔− combines with 𝐻+  in the solution to give: 

 

𝐴𝑔- + 2H+ → 𝐴𝑔(𝑠) + 𝐻2(𝑔)         (3.5.4) 

 

 

3.6 Sample Cell 

The glass sample cell, ~7 cm in diameter, was cleaned with piranha solution in a 1:3 volume 

ratio of hydrogen peroxide (H2O2) and sulphuric acid (H2SO4) respectively. Piranha solution 

oxidizes organic impurities mainly of carbon and hydrogen compositions to carbon dioxide (CO2)  

and water (H2O). It also generates a hydroxyl group (OH-) group on the surface of the glass which 

binds with water molecule and improve the glass cell’s wettability with the aqueous phase.  Piranha 

solution is very exothermic and should be prepared in a fume hood.  The peroxide solution in a 

separate beaker was slowly poured into the beaker containing sulphuric acid while the solution 

was continuously stirred. The hot mixture is carefully poured into the glass cell and allowed to sit 

in the cell until it cools down to room temperature. At this temperature, all organic contaminants 

were assumed to be completely oxidized to CO2 and H2O. The cooled piranha mixture was 

disposed in a special waste delivery bottle with perforated caps to allow built up gas (CO2) to 

escape. The cell was generously washed with water and dried with 99.99% nitrogen gas.The 

sample cell is a four electrode system, with electrodes labeled CE1, CE2 , RE1 and RE2 . The 

electrodes CE1 and CE2 provide electric field across the water/DCE interface while the electrodes 

RE1 and RE2 simultaneously measure the current due to ion adsorption at the interface. The CE1 

and CE2 act as negative and positive polarities as shown in the following Figure 9.  
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Figure 9. The experimental set up of the glass cell and its auxiliary components. 

 

A 532 nm green laser steered by Mirror 1 passes through the interface where it is scattered 

and steered by Mirror 2 to a photodiode detector. The scattering of the laser at the interface is 

due to thermal capillary waves. An auxiliary grating about 10 x 10 mm2 contained in a glass 

column provides additional light scattering to augment the weak scattering from the interface.  

An incoming x-ray impinges on the interface at an angle, α, where it scatters and leaves the 

interface at an angle, β. The scattered x-ray intensity is collected on a 2D detector for analysis. A 

syringe pump is used to regulate the level of the interface during x-ray measurement by adding 

or removing DCE from the lower bulk phase.  An X-ray measurement requires a very flat liquid-

liquid interface. Since the water readily wets glass and the DCE does not wet the glass, a curved 

meniscus at the interface will be formed, thereby making X-ray measurements and analysis 

difficult. To address this meniscus problem, a hydrophobic strip of Mylar (10 µm thick) is 

aligned on the DCE side of the interface to wet the DCE. This eliminates the curvature problem 

by changing the wetting surface of the glass on the DCE side. Equal volumes (~100 mL) of the 

electrolyte solutions were measured into the glass cell. The organic electrolyte due to its 
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relatively high density (1253 kg/m3) is poured at the bottom of the cell while the aqueous phase 

is later poured on top of the DCE. Few drops of an electrolyte solution consisting of 10 mM 

aqueous lithium Chloride (LiCl) and 1 mM bis(triphenyl phosphoranylidene) ammonium 

Chloride  (BTPPACl) were added  to the side of the lower lugging capillary containing the RE2  

electrode. The RE1 electrode is located in the upper lugging capillary of the aqueous phase. The 

overall electrochemical set-up of the cell is described as : 

Ag | AgCl (RE2) 50 mM NaCl (Water)|| 5 mM BTPPATPFB (DCE) 10 mM LiCl + 1 mM 

BTPPACl (Water)| AgCl (RE1) | Ag .  

 

3.7 Determination of Potential of Zero Charge (PZC)  

An applied external potential across the cell is different from the interfacial potential. The least 

amount of current occurs when the potential across the interface is zero. At this potential also 

known as potential of zero charge (PZC), the ions do not feel any external force. There is no surface 

excess charge across the interface at the PZC. The external potential applied across the cell consists 

of the potential at the interface and the potential across all other parts of the electrochemical cell. 

Forming interfaces. Therefore, a theoretical framework is required to discriminate the potential 

across the interface from the overall cell potential. There is a thermodynamic relationship between 

the PZC and interfacial tension, which can be established experimentally. The definition of 

thermodynamic quantities are based on bulk properties because the interface differs from the bulk 

phases by composition (95-97). Considering two semi-infinite bulk phases of the water/DCE 

system, as in  Figure 10. 
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Figure 10. Interfacial and bulk quantities of thermodynamics 

 

In a canonical ensemble, the thermodynamic property of the water/DCE system is determined by 

the temperature (T), volume (V), and number of ions (N) without direct reference to the details of 

the ions in the system. The volumes 𝑉𝛼  and 𝑉𝛽  are defined with respect to a reference 

surface/plane known as the Gibbs dividing surface (GDS) (96), and the total volume  

 𝑉 =  𝑉𝛼 + 𝑉𝛽. The surface was chosen such that ∑ 𝜇𝑖𝑁𝑖
𝑖 = 0 where i is ionic species, N is the 

number of ionic species, and µ is the chemical potential of the ionic species. The Helmholtz free 

energy, F in both phases are defined such that: 

 

                       𝐹𝛼 = −𝑝𝑉𝛼 + ∑ 𝜇𝑖
𝑖 𝑁𝛼

𝑖  ,     𝐹𝛼 = −𝑝𝑉𝛽 + ∑ 𝜇𝑖
𝑖 𝑁𝛽

𝑖      (3.7.1) 

 

The total free energy of the system is:  

 

𝐹𝛼 + 𝐹𝛽 = −𝑝𝑉 + ∑ 𝜇𝑖𝑁𝑖
𝐼             (3.7.2) 
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The bulk phases are characterized by volume, temperature and number of particles. To account for 

the total energy of the system, the interface whose area is A, and distinct from the bulk phases has 

to be taken into consideration. This energy of the interface (F) is the excess free energy of the 

system. 

𝐹 = 𝐹𝛼(𝑉𝛼, 𝜇𝛼 , 𝑁𝛼 , 𝑝) + 𝐹𝛽(𝑉𝛽 , 𝜇𝛽 , 𝑁𝛽 , 𝑝) + 𝐹𝑠(𝐴, 𝛾)       (3.7.3) 

 

We define the free energy at the interface as: 

 

𝐹𝑠 = 𝛾𝐴                     (3.7.4) 

 

Where 𝛾 is the energy per unit area of the interface and A is the area of the interface. This energy 

per unit area is the energy cost in creating such surface with an area A under conditions of 

isothermal reversible work. An applied external field across the interface changes the interfacial 

energy dF, defined as: 

 

𝑑𝐹 =  𝛾 + 𝜎𝑑(Δ𝜙𝑐𝑒𝑙𝑙
𝑤−𝑜)             (3.7.5) 

 

Where  𝜎 is the excess surface charge per unit area and Δ𝜙𝑐𝑒𝑙𝑙
𝑤−𝑜 is the external potential applied 

across the interface .  At thermodynamic equilibrium (thermal and chemical) where T, p, V and  µ 

are constant, 
𝜕𝐹

𝜕Δ𝜙𝑐𝑒𝑙𝑙
𝑤−𝑜 = 0 and we have Lippmann equation,  𝜎 = −(

𝜕𝛾

𝜕Δ𝜙𝑐𝑒𝑙𝑙
𝑤−𝑜)

𝑇,𝑉,𝜇

. This equation 

defines the excess surface charge concentration under constant temperature, T, volume V, and 
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chemical electrochemical potential, µ, of the system. Electro-neutrality condition holds for the 

system such that at any given external potential, 𝜎𝑤 + 𝜎𝑜 = 0 for the water, w and organic, o, 

phases. 

 

3.8 Quasi-elastic Light Scattering (QELS) Technique  

Considering a thermally fluctuating surface whose surface modes are represented in Figure 11. 

 

Figure 11. Capillary surface fluctuation at the interface 

 

The amplitude of the mode  tζ k  is given by (98): 

 

     rkit,rrζdA=tζ k




 exp 21

,
                                                   (3.8.1) 

 

where   t,rζ
  is the vertical thermally induced displacement of the liquid whose projection on the 

horizontal plane is r

 and A is the surface area of the vertically displaced liquid. At thermal 

equilibrium, the average displacement   0=,trζ


 where  is the ensemble average of the height 

fluctuations at the interface. A space-time correlation function for the surface,    Δ+rτ,+tζrt,ζ  



35 

 

 

 

which is temporal and spatially invariant, is defined for the system. The displacement Δ  

represents a change in position after time, τ  from a reference point r. Thus, for wave vectors k and  

𝑘′ corresponding to different surface modes at the interface, the space-time correlation function is: 

 

𝜁𝑘(𝑡)𝜁𝑘́ ( Δ+rτ,+t )
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

=        Rk'kiRdΔτ,Δg


expd 2
,
       (3.8.2)  

 

where   2/'r+r=R


. Since    Rk'kiRd


 .exp2
 is zero unless  'k=k


 and r is the projection 

of the displaced fluid in the horizontal plane. The Fourier transform of the space-time correlation 

function becomes: 

    d Δτ,Δg=τGk               (3.8.3) 

Equation (3.8.3) is the correlation function of the thermally induced fluctuating surface. The 

Fourier transform of the surface correlation function gives the surface fluctuation power spectrum 

(𝑃𝑘(𝜔)) (98) : 

       iωττGdπ=ωP k

+

k exp 2
1







          (3.8.4) 

 

ω is the propagating frequency of the surface modes.  In the QELS technique, the scattered light 

intensity was measured as an electric field current, i,. The measured current i consists of scattering 

from a grating , 𝐸𝑙𝑜, and scattering from the thermally induced fluctuating surface 𝐸𝑠,  (98).   

 

𝑖~(𝐸𝑙𝑜 + 𝐸𝑠)
2 = |𝐴𝑙𝑜𝑒

𝑖𝜔𝑜𝑡 + 𝐴𝑠𝑒
𝑖(𝜔𝑜±𝜔)𝑡 + 𝑐𝑐|

2
       (3.8.5)   
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The right hand side of equation (3.8.5) can be simplified to  |𝐴𝑙𝑜𝐴𝑠|𝑒
(𝑖2𝜔𝑜+𝜔)𝑡 +

|𝐴𝑠|
2𝑒𝑖2(𝜔𝑜+𝜔)𝑡 + 𝑐𝑐 ,, where 𝐴𝑙𝑜 𝑖𝑠 the scattering amplitude of the incident electric field scattered 

from the grating, 𝐴𝑠 is the scattering amplitude of  the electric field  from the fluctuating surface, 

𝜔 is the offset frequency from the propagating frequency at the interface (𝜔𝑜) by the grating  and 

𝑐𝑐 , is an additional complex conjugate term. Intrinsic noise in the laser adds an additional term to 

the scattering from the grating such that  𝐴𝑙𝑜 = 𝐴𝑙𝑜
𝑜 + 𝛿𝐴𝑙𝑜𝑒

𝑖𝛿𝑡𝛿𝜔. The 𝐴𝑙𝑜
𝑜  is the amplitude of the 

electric field signal scattered from the grating and 𝛿𝐴𝑙𝑜 is the amplitude of the accompanying noise 

signal from the incident beam which varies with time (𝛿𝑡) and 𝛿𝜔 is the frequency of the noise. 

The scattered intensity on the photodiode detector can be analyzed in different forms (98): 

𝐴𝑠 ≫ 𝐴𝑙𝑜 and the analyzed signal is homodyne detection : (|𝐴𝑠|
2𝑒𝑖2(𝜔𝑜+𝜔)𝑡). 

𝐴𝑙𝑜 ≫ 𝐴𝑠 ≫ 𝛿𝐴𝑙𝑜 and the analyzed signal is heterodyne detection : (|𝐴𝑙𝑜𝐴𝑠|𝑒
(𝑖2𝜔𝑜+𝜔)𝑡) 

𝛿𝐴𝑙𝑜 ≫ 𝐴𝑠 and the analyzed signal is laser intrinsic noise : (𝐴𝑙𝑜
𝑜 + 𝛿𝐴𝑙𝑜𝑒

𝑖𝛿𝑡𝛿𝜔) 

Our goal is to use heterodyne detection at the water/DCE interface.  

 

3.9 Spectral Analysis of QELS from Liquid-Liquid Interface 

The spectral analysis of the scattered intensity by the correlator is a Fourier transform (FT) of 

the correlation function. The scattering wave vector from the interface is 𝑘𝑜 .The peak center 𝑓𝑐  

of the spectrum can be estimated from Lamb’s equation (99): 

 

𝑓𝑐
2 =

𝛾𝑘𝑜
3

(2𝜋)2(𝜌𝑚,𝑜+𝜌𝑚,𝑤)
 ,            (3.9.1) 
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where 𝛾 is the interfacial tension,  𝜌𝑚,𝑜 and 𝜌𝑚,𝑤 are the mass densities of organic (DCE) and 

aqueous (water) phases respectively. To account for the effect of viscosity , 𝜂,  on the thermally 

induced wave which offsets the peak center of the spectrum, we have (99):  

 

    
  om,wm,

oom,wwm,oc

cp
ρ+ρπ

ηρ+ηρkf
f=f

4

2/12/1

         (3.9.2) 

 

 

 

Figure 12. Scattering from water/DCE interface and gratings 

From the Figure 12, the wave number (𝑘𝑜) of the scattered intensity from the interface is ,

λ

απ
=ko

sin2
, where α is the angle the scattered intensity makes with the normal to the surface 

and  λ is the wavelength of the laser (532 nm). The scattering from the grating by Bragg’s 

diffraction whose spacing d is 250 µm is  given as, 𝑑 sin 𝛼′ = 𝑛𝜆 where n is the diffraction order, 
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𝛼′ is the scattering angle of the intensity from the grating. The photodiode detector is about 1m 

(100 cm) away from the interface whiles the distance between the interface and the grating is about 

1 cm. Hence, one can assume 𝛼 ≈ 𝛼′  and 𝑘𝑜 ≈  
2𝜋𝑛

𝑑
. That is the wave number from the grating 

and the interface are assume to be the equal. The surface fluctuating power spectrum can be 

analyzed by fitting a Lorentzian function (LF) to the measured experimental spectrum. The model 

LF is of the form (98): 

 

𝑃𝑘(𝜔) =  
2𝑘𝐵𝑇(𝜂𝑜+𝜂𝑤)

𝜋𝛾(𝜌𝑜+𝜌𝑤)(𝜔−𝜔𝑘)2+(Δ𝜔𝑘)2
                                 (3.9.3) 

 

where  𝜔𝑘 is the peak  frequency of the scattered intensity, Δ𝜔𝑘 is an offset from instrumental 

resolution, T is temperature, γ  is interfacial tension, kB is Boltzmann constant,  𝜂𝑤 and 𝜂𝑜 are 

viscosities of water and organic electrolytes respectively.  

 

3.10 Cyclic Voltammetry 

Cyclic Voltammetry (CV) is a complementary technique used to measure the flow of ions across 

the interface.  By scanning the interface with a range of interfacial potential, currents were 

measured. Figure 13 is a CV measurement of a 50 mM NaCl aqueous solution with 5mM 

BTPPATPFB in DCE at a scan rate of 5 mV/s. 



39 

 

 

 

 

Figure 13. CV of 50 mM aqueous NaCl concentrations and 5 mM BTPPATPFB in DCE with a 

scan rate of 5 mV /s. 

 

On applying an external field across the interface, ions moved toward the interface from the 

bulk where they are measured as currents. CV measurements was done in the interfacial potential 

range of -190 to 400 mV in a step of 5 mV/s in a forward and backward sweep of   5 cycles. The 

curve in Figure 13 is consistent with literature curves of CV measurements (100-103).  The low 

current between -190 mV and 100 mV in Figure 13 correspond to ions moving towards the 

interface and remaining on either side of the interface without crossing. This is capacitive current.  

Beyond the 100 mV in Figure 13, the current increases and grows exponentially indicating ions 

transfer across the interface.  A cartoon depicting the flow of ions in the low currents and high 

currents from the CV measurements in Figure 13 is shown in Figure 14.  
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Figure 14. : a) When ions move to the interface without crossing b) When ions (Na+) begin 

to cross the interface 

 

TABLE I. GIBBS ENERGY TRANSFER OF IONS FROM WATER TO DCE (94) 

Ion Na+ Cl- BTPPA+ TPFB- 

∆𝐺𝑤→𝑜 (kJ/mol) 57.7±6 53.0±4 -56±2 -72.5±6 

∆𝐺𝑤→𝑜 (mV) 508±52.8 550±41.5 -536±19.1 -717±59.3 

 

To understand the flow of ions across the interface, the Gibbs transfer energies of the ions in the 

water/DCE system are shown in Table I. At the positive potential in Figure 13, it is expected that 

the electric field applied should transport Na+ ions from the bulk water to the water side of the 

interface and transport the TPFB- ions from the bulk DCE to the DCE side of the interface as well. 

The Gibbs transfer energy required to transport TPFB- across the interface is 717 mV while the 

Gibbs transfer energy required to transfer Na+ across the interface is 508 mV. From the Figure 13, 

the transfer of ions across the interface take place beyond 300 mV. It is clear that if any of the ions 

will be transported across the interface at high positive potentials on the water side, Na+ ions should 
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readily transport compared with TPFB-  on the oil side based on their Gibbs transfer energy. We 

believe that experimental conditions are different from theoretical estimates of Gibbs transfer 

energy. The Gibbs’ transfer at standard conditions assumes an infinitely dilute system, which is 

far from our experimental condition. This explains the differences in the potentials in which Na+ 

ions were transported in the experiment and the theoretical Gibbs transfer energy in Table I. The 

Cl- ions even though have a similar Gibbs transfer energy compared with the Na+,  will remain in 

the water phase because of the positive polarity of the electrode in the bulk aqueous phase. The 

TPFB-,   on the DCE side of the interface will not transfer across the interface at the high positive 

potentials due to its high Gibbs transfer energy needed to transfer it across the interface, which is 

beyond our experimental measurements. 
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CHAPTER 4 

  X-RAY MEASUREMENTS 

X-ray surface scattering techniques have been used to probe molecular structure at liquid-liquid 

interfaces with sub-nanometer spatial resolution (104). The main techniques used in this study are 

grazing Incidence small angle Scattering (GISAXS) and X-ray reflectivity (XR). While GISAXS 

is generally used to probe in-plane structures, XR is used to probe structures normal to the surface 

(perpendicular to the interfacial plane). A liquid surface reflectometer is used for both GISAXS 

and XR measurements.  

 

4.1 Liquid Surface Reflectometer 

Liquid surfaces and interfaces are of interest to scientists and engineers because they can be 

used to test ideas of structure and phase transitions. Understanding interfaces and surfaces offers 

an opportunity to understand synthetic and naturally occurring processes which can be optimized 

for technological advances in the field of medicine, pharmaceuticals, extraction, catalysis, 

communication, among others. The challenge is the technique needed to probe the length scales of 

the surfaces and interfaces. One of the rapidly growing techniques in recent times is the X-ray 

technique. This technique is able to measure length scales in atomic resolution and is applicable 

to a wide range of processes, which require special environments for studying, for example, ultra-

low pressure processes to ultra-high pressure processes. The liquid surface reflectometer is a set 

of optical arrangements designed to select a monochromatic X-ray energy, which interacts with 

the interfaces and surfaces to reveal their structural make up under various experimental conditions.  
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XR and GISAXS were used to study the structure of the adsorbed nanoparticles at the water-DCE 

interface with the surface reflectometer at ChemMatCars beamline 15-ID at the Advanced Photon 

Source (Argonne National Laboratory, USA).  XR was performed under specular condition (α = 

β) which probes the part of the interface normal to the sample’s surface as in Figure 15.  

 

 

 

Figure 15. Schematic of the X-ray surface reflectometer for probing surfaces. 

 

XR was measured by varying the perpendicular momentum transfer, Qz at the water/DCE 

interface where, 𝑄𝑧 = (4𝜋/𝜆) sin 𝛼  for specular reflectivity, α is the angle of incidence and λ is 

the wavelength of the X-ray forming a set of points called reflectivity curve. The energy of the X-

ray used and convenient for this study was a 30 kev corresponding to a wavelength, λ ~ 0.4132+/- 

0.00005 Å. This almost monochromatic X-ray energy was obtained by using a set of optical 

arrangements to resolve a broad range of X-ray energy source.  The resolved X-ray is further 

resolved by optical set-ups near the sample (steering crystal under Bragg diffraction).  The steering 

crystal made of germanium, Ge (111) also deflects the resolved X-ray energy to the desired angle 

(angle of incidence, α ) unto the sample’s interface. Before the X-ray hits the surface of the sample, 
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a rectangular slit, s1 of dimension 15 x 100 µm2 (height x width) is placed between the sample and 

the steering crystal to pre-determine the footprint of the X-ray at the interface. 

 The incident X-ray is scattered from the interface and collected on the 2D CCD detector. In 

addition to the scattered X-ray from the interface, a fraction of the direct beam penetrates through 

the upper phase (aqueous phase) and the glass after transmitting through the liquid-liquid interface 

and eventually striking the CCD detector. This beam can be separated from the reflected beam on 

the detector down to the smallest measured reflection angles (5𝑥10−4rad). A rectangular aperture, 

slit S3 (about 1 mm in height), is placed between the sample and the detector at a distance of 

approximately 550 mm from the sample to reduce scattering from the bulk liquid. The S3 slit is 

mounted to an arm that follows the reflected beam, ensuring that the scattered intensity passes 

through the center of the slit, S3 as the incident angle is varied.  

The CCD has a large active area of 6 x 6 cm2. Although fixed in position, it can detect 

reflectivity throughout the entire angular range of measurements.  A 5 mm vertical slit, S7, is 

placed 480 mm away from the detector to reduce the background scattering from the experimental 

hutch.  This slit is mounted in a fixed position, however, it has movable jaws that can be moved to 

follow the reflected beam and block the direct beam.  The reflected beam intensity is calculated 

by summing over a region of the 30 x 60 (height x width) virtual pixels whose center is determined 

by a 2D dimensional Gaussian fit to the signal.  The background is the average integrated intensity 

over two similar regions, separated horizontally on either side of the measured signal by ± 0.1 

degrees.  
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4.2 Momentum Transfer 

An X-ray wave impinging on a surface with an incident wave vector, 𝑘⃗ 𝑖  is scattered from the 

surface with an out-going wave vector, 𝑘⃗ 𝑠 such that the wave vector transfer (momentum transfer), 

𝑄𝑧
⃗⃗ ⃗⃗ =  𝑘⃗ 𝑠 − 𝑘⃗ 𝑖 . The incident wave vector, scattered wave vector and the wave vector is shown in 

Figure 16 (105).  

 

 

  Figure 16.  Momentum Transfer, Q 

 

The magnitudes of the incident and scattered wave vectors are |𝑘⃗ 𝑖| and |𝑘⃗ 𝑠|  respectively such 

that |𝑘⃗ 𝑖| = |𝑘⃗ 𝑠| = 𝑘 . By resolving the wave vectors normal to the scattering surface, the 

momentum transfer,  𝑄𝑧 = 𝑘 sin 𝛼 + 𝑘 sin 𝛽 . A special case of scattering, where the angle of 

incidence, α = β gives 𝑄𝑧 = 2𝑘 sin 𝛼 where 𝑘 =  2𝜋 𝜆⁄  and 𝜆 is the wavelength of the incident X-

ray. 
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4.3 GISAXS Measurements 

GISAXS is used to probe molecular ordering within the surface.  The X-ray beam is incident on 

the sample at an angle slightly below the critical angle for total reflection. The critical wave vector,  

Qz  for the water/DCE interface is 0.008 Å−1.  A CCD detector collects the scattered X-ray photons, 

which contain the information of the sample.  Another scattering technique, grazing incidence 

diffraction (GID) is also used to probe molecular length scales. Although GISAXS data may 

include GID measurements, GID refers to the measurement of Bragg rods that reveal an ordered 

structure. The scattered beam from the interface, together with a portion of the incident beam, 

which penetrates through the upper phase, is recorded on a detector. Figure 17 shows a typical 

GISAXS measurements for an ordered system where the incident and the scattered intensity are 

collected on the detector. The X-ray strikes the sample at an angle α where it is scattered at out-

of-plane and in-plane angles (azimuthal angle),  β and 2𝜃  respectively. 

 

 

  Figure 17. Bragg diffraction rods from ordered in-plane structures  

 

The ordered particles scatter the incident X-ray and the scattered X-ray interfere forming dense 

and diffuse patterns of intensities on detector as in Figure 17. These dense intensities are known 

as peaks. A Bragg peak or rod is produced when the in-plane momentum vector transfer, Qxy, of 
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the X-ray is equal to the reciprocal lattice space of the ordered particles, 2𝜋 𝑑⁄  where d is the lattice 

spacing between the particles.  

 

4.3.1 Form Factor of Nanoparticles 

The scattering X-ray intensity (I) from a single nanoparticle is proportional to the form factor of 

the nanoparticle and the scattering geometry (105). Thus,   

 

𝐼 ∝ |∑ 𝑓𝑛𝑛 𝑒𝑖𝑄⃗ ∙𝑟 𝑛|
2

∝
𝑍2𝑟𝑒

2

𝐿2
|𝐹𝑇{𝜌(𝑟 )}|2                                             (4.3.1.1) 

 

where subscript n is the number of nanoparticles, f is the atomic form factor of a particle, Z is the 

atomic number, L is the distance from detector to sample, FT is Fourier transform, re  is the electron 

scattering radius and  ρ(r ) is the electron density. For a spherical shape particle, the electron 

density, 𝜌(𝑟 ) = 𝑁
𝑉⁄  where V is volume of a uniform sphere given as  𝑉 =

4𝜋𝑅3

3
 , R is the radius 

of the sphere and N is the number of electrons in the nanoparticle. 

 The form factor of the sphere, F(Q) is the sum of the individual form factors of the atoms 

making up the sphere. Thus, F(Q) (105): 

 

𝐹(𝑄) = ∑ 𝑓𝑗𝑒
𝑖𝑄⃗ ∙𝑟 𝑗

𝑗 = ∫𝜌(𝑟 ) 𝑒−𝑖𝑄⃗ ∙𝑟 𝑑𝑟         (4.3.1.2) 

 

Substituting electron density, (𝑟 ) = 𝑁
𝑉⁄  , into equation (4.3.1.2): 

 

𝐹(𝑄) =
3𝑁

4𝜋𝑅3 ∫ 𝑟2𝑑𝑟
𝑅

0
∫ 𝑑𝜑

2𝜋

0
∫ 𝑒−𝑖𝑄 𝑟 cos(𝜃)𝑑 cos(𝜃)

1

−1
    (4.3.1.3) 
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Where 𝜃 is the angle between the position, r of the particle and the momentum transfer, Q  of the 

scattered X-ray from the spherical particle. By integrating equation (4.3.1.3), the form factor of 

the sphere: 

 

𝐹(𝑄) =
3

𝑅3 ∫ 𝑟2 sin(𝑄𝑟)

𝑄𝑟

𝑅

0
𝑑𝑟 = 3 (

sin(𝑄𝑅)

(𝑄𝑅)3
−

cos(𝑄𝑅)

(𝑄𝑅)2
)       (4.3.1.4) 

 

For a cylindrical shape whose volume, 𝑉 = 𝜋𝑅2𝐿 . The form factor along the long axis (L) is: 

 

𝐹𝑧(𝑄𝑧) =
1

𝐿
∫ 𝑒−𝑖𝑄𝑧𝑧

𝐿
2⁄

−𝐿
2⁄

𝑑𝑧 =  
sin(

𝐿𝑄𝑧
2⁄ )

𝐿𝑄𝑧
2⁄

,         (4.3.1.5) 

 

where L is the height of the cylinder and 𝑄𝑧 is the momentum transfer in the long axis. For a unit 

cell, the form factor, 𝐹(𝑄),  of the lattice  is the sum of the form factors of the atoms in the unit cell: 

 

𝐹(𝑄) = ∑ 𝑓𝑗𝑒
𝑖𝑄⃗ ∙𝑟 𝑗

𝑗                  (4.3.1.6) 

 

for which  j is an element in the unit cell, 𝑟 𝑗 is the position of a particle  j in the unit cell,  𝑄⃗  is the 

momentum transfer. The structure factor 𝑆(𝑄⃗ ), is the sum of the phases of the unit cells given  

as: 

: 

𝑆(𝑄⃗ ) = |∑ 𝑒𝑖𝑄⃗ ∙𝑅⃗ 𝑛
𝑛 |

2

                                (4.3.1.7) 
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where 𝑅⃗ 𝑛 is the position of each unit cell with respect to the origin of the lattice.  This 𝑆(𝑄⃗ ) does 

not involve a particle or an electron but simply their relative positions or phases from the origin.  

 

4.4 X-ray Reflectivity (XR)  

X-ray reflectivity probes the electron density variation along the z direction perpendicular to the 

interface while averaged over the x-y region of the x-ray's footprint on the interface (104).  

 

𝐼

𝐼𝑜
= 𝑅𝐹 |∫

1

∆𝜌∞

〈𝜕𝜌〉𝑥𝑦

𝜕𝑧
𝑒−𝑖𝑄𝑧𝑧

+∞

−∞
dz|

2

                                                        (4.4.1) 

 

The left side of equation (4.4.1) is the reflected intensity (I) normalized by the intensity incident 

on the sample (Io). The Fresnel reflectivity, RF is the reflectivity for a perfectly flat or an ideal 

interface. The symbols z and Qz are the depth and momentum transfer respectively. The term, 

|∫
1

𝜌∞

〈𝜕𝜌〉𝑥𝑦

𝜕𝑧
𝑒−𝑖𝑄𝑧𝑧

+∞

−∞
dz|

2

 is the reflectivity due to the presence of structure at the interface also 

known as structure factor, 𝛷(𝑄𝑧).   

 

 

Figure 18. X-ray reflectivity probing gold structure at water- 1,2 dichloroethane interface 
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In the Figure 18, an incident X-ray wave (Io) hits the interface where it is scattered by the interface 

and gold nanoparticle. The collected intensity (I) is normalized with the incident to obtain 

reflectivity. The equation (4.4.1) shows that there has to be a variation of electron density to have 

reflectivity. The integral is the Fourier transform (sum of all the electron densities including their 

respective phases from an origin) of the electron density profile, 
〈𝜕𝜌〉𝑥𝑦

𝜕𝑧
  which is averaged over the 

x-y region and ∆𝜌∞ is the change in bulk densities of the water and DCE phases involved. 

 Reflectivity data are measured as a function of momentum transfer normal to the interface, 

𝑄⃗ 𝑧 = |𝑘⃗ 𝑠 − 𝑘⃗ 𝑖| = 2k𝑜sin𝛼 , where  𝑘𝑜 = 2𝜋 𝜆⁄   is the wave number of the X-ray, 𝑘⃗ 𝑖  is the 

incident wave vector, and  𝑘⃗ 𝑠 is the scattered wave vector.  The reflectivity data at each Qz  consists 

of measured specularly reflected X-ray intensity ( 𝑄⃗ 𝑥𝑦 = 0  ) and the background intensity 

measured slightly off the specular condition ( 𝑄⃗ 𝑥𝑦 ≠ 0) is subtracted from the specular reflectivity 

measurements.  All measured intensities are normalized by the incident beam intensity after 

background subtraction from the measured signal at the interface.  

 

4.4.1 Critical Wave Vector 

The critical wave vector can be obtained by considering a simple s-polarized plane wave moving 

from medium (1) to another medium (2) as in Figure 19. 
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           Figure 19. S-polarized plane wave 

 

The refractive index of medium 1 is 𝑛1 = 1 − 𝜁1 + 𝑖𝛽1  and the refractive index of medium 2 is 

  𝑛2 = 1 − 𝜁2 + 𝑖 𝛽2 . Where 𝜁 is the scattering length of the medium (1 or 2) and  𝛼𝑖  , 𝛼𝑡 are 

angles which the incident and transmitted waves make with the horizontal. The scattering length, 

ζ  and absorption factor, β, are defined ζ=2 π r𝑒𝜌∞ (1+f ′ 𝑍⁄ ) 𝑘𝑜
2⁄ ,    β=2πρ

∞
𝑟𝑒 (1+f ′′) 𝑘0

2⁄ , 

𝑟𝑒 =e2 (m c2)⁄   is the classical radius of the electron, e of mass m and velocity c,  𝜌∞ is the average 

number of electrons per unit volume of the bulk material, 𝑘𝑜 = 2π 𝜆⁄  , λ is the wavelength of the 

X-ray, Z is the atomic number of the elements making up the bulk phase and  𝑓′ and 𝑓′′are the real 

and imaginary parts of the anomalous dispersion corrections to the atomic scattering correction 

factor, which vary smoothly for X-ray energies greater than 1 keV away from atomic absorption 

edges (the ionization energies).Typical values of ζ and 𝛽  are in the order of 10
−5

 and 10
−6

, 

respectively.  The vector symbols, 𝐸⃗ , 𝐵⃗  and 𝑘⃗   are  electric field, magnetic field and wave vectors 

respectively, while the superscripts i, s and t represent  incident, scattered and transmitted 

respectively.  
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 By Snell’s law (106): 

 

 

𝑛1cos(𝛼𝑖) =  n2cos(𝛼𝑡)            (4.4.1.1) 

 

 
𝑛2

𝑛1
≈

(1−𝜁2)

(1−𝜁1)
≈ 1+ ζ

1
− 𝜁2 − 𝜁1𝜁2 and considering air whose ζ

1
~0 and 𝜁1𝜁2  ≈ 0  

Considering small angles for which, cos 𝛼  ≈ 1 −
𝛼2

2
 . By substituting this into (4.4.1.1), 

1 −
𝛼𝑖

2

2
⁄  = (1 −

𝛼𝑡
2

2
⁄ ) (1 − 𝜁2) . Assuming, 

𝜁2𝛼𝑡
2

2
⁄  ≈ 0, then 

 

                           𝛼𝑖
2 ≈  𝛼𝑡

2 + 2𝜁2              (4.4.1.2) 

 

 

There exists an angle of incident, 𝛼𝑖 = 𝛼𝑐  for which the transmitted wave lies parallel to the 

interface and no reflection. That is for  𝛼𝑡 = 0,  𝛼𝑐  ≈  √2𝜁2   from equation (4.5.1.2) .Substituting 

the scattering length, 𝜁2 into the critical angle, 𝛼𝑐 

 

𝛼𝑐 ≈ 𝑘𝑜
−1√(4 𝜋𝑟𝑒ρ

∞,t
(1+f ′2 𝑍2⁄ ))         (4.4.1.3) 

 

 

 

The critical momentum vector transfer (𝑄𝑐) is given by: 
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𝑄𝑐 = 2k𝑜sin(𝛼𝑐) ≈ 4√(𝜋𝑟𝑒ρ
∞,t

(1+f ′2 𝑍2⁄ ))      (4.4.1.4) 

 

The equation (4.4.1.4) shows that the critical angle is energy dependent because 𝛼𝑐 depends on the 

wave number which depends on the X-ray’s wavelength. 

 

4.4.2  Fresnel Reflectivity  

The simplest X-ray reflectivity is from an interface between two bulk phases consisting of vacuum 

and the flat surface of a material whose index of refraction is given by n.  This is known as Fresnel 

reflectivity. The amplitudes of the transmitted wave 𝑘⃗ 𝑡, the incident wave, 𝑘⃗ 𝑖 and the refractive 

index n of the medium are related by (104): 

 

|𝑘⃗ 𝑡| | 𝑘⃗ 𝑖|⁄ = 𝑛 = 1 − ζ+iβ       (4.4.2.1) 

 

In air, the refractive index is approximately 1 and the amplitude of the incident wave,  

|𝑘⃗ 𝑖| = 𝑘𝑜 = 2𝜋
𝜆⁄  where  ζ=2 π r𝑒𝜌∞ (1+f ′ 𝑍⁄ ) 𝑘𝑜

2⁄ ,   β=2πρ
∞
𝑟𝑒 (1+f ′′) 𝑘0

2⁄ ,     𝑟𝑒 =e2 (mc2)⁄ ≈

2.818𝑥10
−18𝑚 , re  is the classical radius of the electron, 𝜌∞ is the average number of electrons 

per unit volume of the bulk material, λ is the wavelength of the x-ray, Z is the atomic number of 

the element making up the bulk material  and ζ,  β are scattering correction factor and absorption, 

which vary smoothly for x-ray energies greater than 1 keV away from atomic absorption edges 

(the ionization energies).  Typical values of  ζ and 𝛽  are on the order of 10
−5

 and 10
−6

, 

respectively. Since, 𝛽 ≪ 𝜁, β can often be ignored for simplification  𝑓′ and 𝑓′′are the real and 

imaginary parts of the anomalous dispersion corrections to the atoms. 
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 For the s-polarized electric fields – incident  𝐸⃗ 𝑖(𝑟 ), reflected ( 𝐸⃗ 𝑠(𝑟 ) and transmitted  𝐸⃗ 𝑡(𝑟 ) – 

(see  Figure 19), the transverse-components of the waves can be expressed as follows (104): 

 

𝐸⃗ 𝑖(𝑟 ) = 𝑦̂𝐸𝑖exp[𝑘⃗ 𝑖. 𝑟 − ωt]          (4.4.2.2) 

 

𝐸⃗ 𝑠(𝑟 ) = 𝑦̂𝐸𝑠exp[𝑘⃗ 𝑠. 𝑟 + ωt]          (4.4.2.3) 

 

𝐸⃗ 𝑡(𝑟 ) = 𝑦̂𝐸𝑡exp[𝑘⃗ 𝑡. 𝑟 − ωt]          (4.4.2.4) 

 

where 𝜔 is the angular frequency and t is time. Resolving the wave vectors (𝑘⃗ 𝑖 , 𝑘⃗ 𝑡,𝑘⃗ 𝑠) into vertical 

and horizontal components, we find: 

 

𝑘⃗ 𝑖=ki,x𝑥̂ − 𝑘i,z𝑧̂=k𝑜[𝑥̂cos𝛼𝑖 − 𝑧̂sin𝛼𝑖]       (4.4.2.5) 

 

𝑘⃗ 𝑠=ki,x𝑥̂+ki,z𝑧̂=k𝑜[𝑥̂cos𝛼𝑖 + 𝑧̂sin𝛼𝑖]       (4.4.2.6) 

 

𝑘⃗ 𝑡=ki,x𝑥̂ − 𝑘t,z𝑧̂ ≈ 𝑘𝑜[𝑥̂cos𝛼𝑖 − 𝑧̂sin𝛼𝑡]      (4.4.2.7) 

 

for which 𝑥̂, 𝑦̂,  𝑧 ̂ are unit vectors. Considering   𝛼𝑡
2 ≈ 𝛼𝑖

2 − 2ζ+ i 2β , and equation (4.4.2.7) 

becomes: 

 

𝑘⃗ 𝑡 ≈ 𝑘𝑜 [𝑥̂cos𝛼𝑖 − 𝑧̂√sin
2𝛼𝑖 − 2ζ+i2β]       (4.4.2.8) 
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Given   sin𝛼𝑐 ≈ 2ζ, and substituting into equation (4.4.2.8) becomes: 

 

𝑘⃗ 𝑡 ≈ 𝑘𝑜 [𝑥̂cos𝛼𝑖 − 𝑧̂√sin
2𝛼𝑖 − sin

2𝛼𝑐+i2β]      (4.4.2.9) 

 

If  𝛼 𝑖< α𝑐  and 𝛽 ≈ 0, then the normal component of the wave vector becomes imaginary and the 

amplitude of the wave penetrates into the second medium in a decaying manner (evanescent). The 

imaginary normal component of the transmitted wave (𝑘''𝑡,𝑧) is the inverse of the decay length (Λ): 

 

𝑘''t,z = 1 𝛬⁄ ≈ 𝑘𝑜√𝛼𝑐
2 − 𝛼𝑖

2           (4.4.2.10) 

 

The reflection coefficient 𝑟(𝛼𝑖) and transmission coefficient 𝑡(𝛼𝑖) are given by: 

 

𝑟(𝛼𝑖) =E𝑠 𝐸𝑖⁄ = (𝑘i,z − 𝑘t,z) (𝑘i,z+kt,z)⁄        (4.4.2.11) 

 

𝑡(𝛼𝑖) =E𝑡 𝐸𝑖⁄ = 2ki,z (𝑘i,z+kt,z)⁄           (4.4.2.12) 

 

The Fresnel reflectivity, 𝑅𝐹(𝛼𝑖) is expressed as: 

 

𝑅𝐹(𝛼𝑖) = |(𝑘i,z − 𝑘t,z) (𝑘i,z+kt,z)⁄ |
2
        (4.4.2.13) 
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Neglecting β and 𝑘t,z ≈ 𝑘𝑜√(sin
2𝛼𝑖 − sin

2𝛼𝑐) ≈ 𝑘𝑜 (sin𝛼𝑖 −
sin

2𝛼𝑐

2sin(𝛼𝑖)
)  and 𝑘𝑖,𝑧  = k𝑜sin(𝛼𝑖), we 

express the reflectivity RF as: 

 

𝑅𝐹(𝛼𝑖) ≈ sin
4 𝛼𝑐 (16sin

4𝛼𝑖) ≈ (
𝑄𝑐

2𝑄𝑧
⁄ )

2

⁄       (4.4.2.14) 

 

Figure 20a is a typical Frensel reflectivity from an interface between water and DCE bulk phases. 

The Figure 20b shows the variation of the electron density as a function of depth, z, which is a  

step function.  

 

Figure 20. a) Fresnel reflectivity (semi-log scale) as a function of wave vector, Qz b) electron 

density of the Fresnel reflectivity for water and DCE bulk phase. An ideal interface is flat and 

hence the step function of the electron density. 
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4.4.3 Parratt Reflectivity 

 The Parratt reflectivity considers a variation of electron density normal to the interface (107). This 

variation consists of several internal layers whose electron density varies normal to the surface. 

When X-ray impinges on the surface as shown in Figure 21, the X-ray undergoes both transmission 

and reflection in the internal layers. 

 

 

  Figure 21. Parratt reflectivity. Electron density varies along the perpendicular direction 

 

 Because of the variation in electron density as well as different phases of the internal layers, the 

X-ray is scattered in different phases. Each layer has a different refractive index related to their 

electron densities. The refractive index nj of a wave traveling through the jth layer is 𝑛𝑗 = 1 −

𝜁𝑗+iβ
𝑗
.  The amplitude of the wave vector kj  has both horizontal and vertical components, such 

that 𝑘𝑗
2=kx,j

2
+kz,j

2
, where  𝑘𝑥,𝑗   and 𝑘𝑧,𝑗 are the horizontal and normal components of the wave 

vector 𝑘𝑗. For continuity at the interface, the horizontal components of the wave vector across all 

the layers are the same. Thus,  𝑘𝑗−1,𝑥, = 𝑘𝑗,𝑥= k
𝑜
cos(𝛼𝑖). Given 𝑘𝑗= k𝑜𝑛𝑗= k𝑜 [1 − 𝜁𝑗+iβ

𝑗
], then 
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𝑘𝑗,𝑧
2 =  k𝑗

2 − 𝑘𝑥
2 = k𝑜

2 [(1 − 𝜁𝑗+iβ
𝑗
)
2

− cos2𝛼𝑖] ≈ 𝑘𝑜
2[sin

2𝛼𝑗 − 2ζ𝑗 + 2i𝛽𝑗]  (4.4.3.1) 

 

Taking 𝑄𝑗 = 2𝑘𝑜 sin 𝛼𝑗 = 2𝑘𝑗,𝑧 and substituting it into equation    (4.4.3.1), 

 

𝑄𝑗 = √𝑄2 − 8𝑘𝑜
2𝜁𝑗 + 𝑖8𝑘𝑜

2𝛽𝑗          (4.4.3.2) 

 

Next to the the last layer is a substrate (bulk phase) where there is no reflection and only 

transmission.  The first step is the calculation of reflectivity from the interface between the 

substrate and the (j-1)th next to the substrate layer given by  (105): 

 

𝑟𝑗−1,∞
′ =

𝑄𝑗−1−𝑄∞

𝑄𝑗−1+𝑄∞
               (4.4.3.3) 

 

The amplitude of the reflectivity on the jth layer next to the (j-1)th layer is: 

 

𝑟𝑗,𝑗−1
′ =

𝑄𝑗−𝑄𝑗−1

𝑄𝑗+𝑄𝑗−1
               (4.4.3.4) 

 

The amplitude of reflectivity between the (j+1)th and jth layer is: 

 

𝑟𝑗+1,𝑗
′ =

𝑄𝑗+1−𝑄𝑗

𝑄𝑗+1+𝑄𝑗
              (4.4.3.5) 

 

By using Parratt’s recursive(107), the total amplitude of the reflection on the jth layer is a sum of 

all reflection amplitudes on and below the jth layer. Thus, 
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𝑟𝑗,𝑗−1 =
𝑟𝑗,𝑗−1
, +𝑟𝑗−1,∞

′ 𝑒
𝑖𝑑𝑗−1𝑄𝑗−1

1+𝑟𝑗,𝑗−1
, 𝑟𝑗−1,∞

′ 𝑒
𝑖𝑑𝑗−1𝑄𝑗−1

         (4.4.3.6) 

 

The total recursive amplitude from the j+1 th layer, the intermediate layers and the substrate is: 

 

𝑟𝑗+1,𝑗 =
𝑟𝑗+1,𝑗
′ +𝑟𝑗,𝑗−1𝑒

𝑖𝑑𝑗𝑄𝑗

1+𝑟𝑗+1,𝑗
′ +𝑟𝑗,𝑗−1𝑒

𝑖𝑑𝑗𝑄𝑗
           (4.4.3.7) 

 

For non-ideal interface where there exists capillary wave roughness or adsorbed nanoparticle, the 

interface has a structure, which can be resolved with Parratt recursive formula. For example, a 

rough interface will have variation of electron density normal to the surface as in Figure 22. 

 

 

 

Figure 22.  X-ray photons hitting a rough interface and scattered in diffused manner. 

 

The Figure 23 is a typical reflectivity with their corresponding electron density for a non-ideal 
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surface. The roughness at the interface gives rise to different reflectivity as shown in Figure 23. 

 

 

Figure 23. Reflectivity from rough interfaces (non-ideal) of water and DCE normalized with 

Fresnel reflectivity b) Electron density profile of the corresponding reflectivity. In the absence of 

roughness, the electron density is a step function. 
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CHAPTER 5 

 

 RESULTS AND DISCUSSIONS 

 

5.1  Results of Interfacial Tension Measurement 

Interfacial tension measurement was performed with and without nanoparticles and the results 

shown in Figure 24. Different bulk concentrations of nanoparticles in the bulk water phase were 

used: 60 nM and 35 nM nanoparticles in bulk water phase.  

. 

 

 

 

 

 

 

 

 

Figure 24.  Interfacial tension measurements. 
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The Figure 24 without nanoparticles (w/o NP) has a characteristic of literature curves (23). The 

interfacial tension curve without nanoparticles was obtained by taking interfacial tension 

measurements in a range of potentials (150 mV to 750 mV) in a step of 50 mV across the interface. 

To find the PZC, the range of interfacial potentials together with their corresponding cell potentials, 

∆ϕ cell
w−o were fitted to a third order polynomial function from which the PZC (0.341+/- 0.07 V) 

was extracted. This potential of zero charge (PZC) corresponds to the apex from the tension curve 

without nanoparticles. The interfacial potential across the interface is given by ∆𝜙𝑤
𝑜 = ∆𝜙𝑤𝑐𝑒𝑙𝑙

𝑜 −

∆𝜙𝑤𝑝𝑧𝑐
𝑜  where ∆𝜙𝑤𝑝𝑧𝑐

𝑜  is the potential of zero charge and ∆𝜙𝑤𝑐𝑒𝑙𝑙
𝑜  is the potential difference across 

the entire electrochemical cell. Nanoparticles were added to the bulk phase of the water, 

continuously stirred and equilibrated at various interfacial potentials.  

 From Figure 24 (without nanoparticles, w/o NP), the variation in interfacial tension as a 

function of the interfacial potential shows that the ions in the bulk respond to the external potential.  

There is an enhancement and repositioning of ions between the bulk phases and the interface 

leading to variation in the interfacial tension curve. Above the PZC, Na+ ions are enhanced on the 

water side of the interface while TPFB- ions simultaneously enhance on the DCE side of the 

interface (108).  Below the PZC, Cl- ions are enhanced at the water side of the interface while 

BTPPA+ are simultaneously enhanced on the DCE side of the interface. Within our working 

interfacial potentials (60 to -190 mV), the ions in the supporting electrolytes are not expected to 

be transported across the interface.  

 Gold nanoparticles were injected into the aqueous phase (w/ 35 nM and w/ 60 nM  NP), 

stirred continuously (at ~ 130 rpm) at an initial interfacial potential of 60 mV leading to  reduction 

in interfacial tension (Figure 24 with nanoparticles) as expected from earlier work from literature 

(42). Equilibrium was achieved when the interfacial tension did not change by more than +/- 0.5 
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mN.m-1 .Further decrease in the interfacial potential led to  re-positioning of the  ions from the 

aqueous, organic electrolytes (Na+, Cl- on the water side and BTPPA+, TPFB- ON THE DCE side) 

and the nanoparticles leading  to a change in interfacial excess charge. The slope of the interfacial 

tension measurements curves provides information on the excess charge per unit area  𝑄𝑡𝑜𝑡 , at the 

interface given by   𝑄𝑡𝑜𝑡 = −(𝜕𝛾 𝜕∆ϕw−o⁄ )𝑇,𝑃,𝜇𝑖
 (temperature, T, pressure, p, and chemical 

potential 𝜇𝑖 of species i ). The excess charge,  𝑄𝑡𝑜𝑡  quantifies the enhancement of ions and 

nanoparticles at the water side of the interface while −𝑄𝑡𝑜𝑡  quantifies ions and nanoparticles’ 

enhancement on the DCE side of the interface. The presence of the nanoparticles at the interface 

initially produced a large positive slope at an interfacial potential,  ∆ϕw−o> 0 indicating a net 

enhancement of negative charges on the water side and positive charges on the DCE side. This s 

counterintuitive because at a positive potential, Na+ ions and  positively charged nanoparticles are 

expected to enhance at the water side of the interface and TPFB- ions on the DCE side of the 

interface. Our slope at the positive potential indicates that there are negatively charged ions (Cl- as 

the suspect) when positive potentials are applied. The net negative excess charge on the water  side 

of the interface and the net positive on the DCE side of the interface from the slope indicates the 

likely presence of nanoparticles on the DCE side of the interface at  ∆ϕw−o>0. This counter-

intuitive trend in tension was observed in the precious study of our interfacial tension measurement 

(45).  As the interfacial potential is further reduced and ∆ϕw−o<0, there is a transition in the slope 

indicating that the DCE side of the interface has excess positive charge. The most likely reason is 

the possibility of the nanoparticles initially in the DCE moving to the water side of the interface 

making the DCE side of the interface negatively charged and the water side positively charged. X-

ray measurements will be used to probe the adsorbed nanoparticles and characterize them to 

determine the position of the nanoparticles as a function of interfacial potential.   
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5.2 GISAXS Measurements 

GISAXS technique was used to measure the in-plane structure of the arrays of the nanoparticles. 

The result from the Bragg diffraction peaks shown in Figure 25. The Bragg diffraction peaks 

indicate an ordered nanostructure.  

 

 

Figure 25. GISAXS measurements of 60 nM nanoparticle concentration in the bulk water phase 

as a function of interfacial potentials of a) 60 mV b) 40 mV c) 10 mV d) -40 mV. The appearance 

of the Bragg peaks is an indication of an ordered system at the interface. On the scale, 160 is 

equivalent to 2165 X-ray photo counts. Data taken with CCD detector. 

 

 



65 

 

 

 

The decay of the peak intensity along the vertical wave vector, Qz is a signature of the typical 

length scale of nanoparticle’s size we used in this study. For example in Figure 25a, from the 

intensity profile, the decay along the vertical axis 𝑄𝑧~ 0.25 Å−1   has real space dimension 

diameter = 2𝜋
0.25⁄ = 2.5 nm, which is typical of our nanoparticle size from the TEM analysis.  

 Based on the dimension, the structure formed at the interface is a two dimensional (2D) 

hexagonal closed packed (HCP) monolayer array at interfacial potentials of 60 𝑚𝑉 and 40 mV as 

in Figure 25 a and b. The in-plane ordering has first, second and third order peaks which indicates 

different domain orderings at the interface.  The positions of the momentum vector parallel to the 

surface with first, second and third order peaks are 𝑄[10] ≈ 0.1072 Å−1,  𝑄[11] ≈ 0.1857 Å−1 and 

𝑄[20] ≈ 0.2150 Å−1  respectively at interfacial potential of 60 mV. 

 At ∆ϕw−o = 40 mV, the unit lattice is still hexagonal except an additional enhanced scattering 

at the low Qxy near the direct beam (Qxy ~ 0) which is not clearly visible but resolved on further 

analysis. On further analysis, it shows a weak peak at Qxy ~ 0.033 Å-1. Thus, there are four 

diffractions peaks at interfacial potential of 40 mV which are  𝑄[10] ≈ ±0.033 Å−1  ,  𝑄[11] ≈

±0.1085 Å−1 𝑄[20] ≈ ±0.18828 Å−1 and 𝑄[30] ≈ ±0.2180 Å−1 . Further tuning of the interfacial 

potential towards the negative (Figure 25 c and d) led to the disappearance of the higher order 

peaks and increased intensity at the low Qxy. This low Qxy in intensity is consistent with literature 

study on GISAXS measurements of 3D pyramidal structures (10, 109).  

 The centers of the Bragg diffraction peaks, Qxy were obtained by fixing the width of the intensity 

along the vertical axis (Qz= 0.05 to 0.1 Å-1) and integrating the intensity along the horizontal (Qxy). 

The integrated intensity is normalized by the photon intensity hitting the sample.  
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The resultant curve is fitted to a Lorentzian function with a linear background 𝑓(𝑄𝑥𝑦): 

 

𝑓(𝑄𝑥𝑦) = ∑
𝐴𝑖𝑄𝑤,𝑖

[(𝑄𝑥𝑦−𝑄𝑜𝑖)
2
+
𝑄𝑤,𝑖

2

4
⁄ ]

𝑖=𝑁−1
𝑖=0  + 𝑎𝑄𝑥𝑦 + 𝑏        (5.2.1) 

 

Where N is the number of peaks, Qxy is the in-plane wave vector, Qo is the peak centre, A is the 

area of the peak, a is the slope of the linear background and b is the intercept of the linear 

background. Fitting the Lorentzian to the number of peaks, we obtain Figure 26. 

 

 

Figure 26. Lorentzian fit of the normalized integrated intensity along the vertical axis, Qz with 

sample nanoparticle concentration 60 nM in the bulk water phase.  
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Similar measurements of the 350 nM sample showed Bragg peaks whose decay along the vertical 

axis (Qz) is consistent with the size of the nanoparticles’ used in this study. A plot of the Bragg 

diffraction peaks is shown in Figure 27. 

 

 

Figure 27.GISAXS measurements of 35 nM nanoparticle concentration in the bulk water phase as 

a function of interfacial potentials  a) 60 mV b) 40 mV c) 10 mV d) -40 mV. The appearance of 

the Bragg peaks is an indication of an ordered system at the interface.  

 

Measurement was done with APEX detector whose resolution is different from the CCD detector. 

The Bragg diffractions peaks of sample with 350 nM nanoparticles in aqueous phase is similar to 

the peaks observed with the 60 nM nanoparticles concentration in aqueous phase where there is 

enhanced scattering at the low Qxy. 
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 The analysis of the integrated normalized intensity of Figure 27 are shown in Figures 28 and 

29. At ∆ϕw−o = 60 𝑚𝑉  , the first, second and third order peaks were  𝑄[10] ≈ ±0.1005 Å−1 , 

𝑄[11] ≈ ±0.1743 Å−1  and  𝑄[20] ≈ ±0.1998 Å−1  respectively.  At ∆ϕw−o = 40 mV, the first, 

second and third order peaks’ positions are 𝑄[10] ≈ ±0.1030 Å−1, are 𝑄[11] ≈ ±0.17912 Å−1 and 

𝑄[20] ≈ ±0.2042 Å−1 respectively.  

 

 

Figure 28. Integrated normalized GISAXS intensity fitted with Lorentzian functions and linear 

background along the vertical axis, Qz with 35 nM nanoparticle concentration in the bulk water 

phase. 
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Figure 29. Integrated normalized GISAXS intensity fitted with Lorentzian functions and linear 

background along the vertical axis, Qz with 35 nM nanoparticle concentration in the bulk water 

phase at negative potentials.  

 

 

Figure 30. The nearest neighbour distance  between nanoparticles with nanoparticle concentrations 

of  35 nM and 60 nM in the aqueous phase. 
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The results of the nearest neighbor distance is shown in Figure 30.The peak positions, in addition 

to the peak widths provide important information on the nearest neighbor distance and correlation 

(also known as coherence) length. The nearest neighbor distance, 𝑆 = 2𝑑
√3

⁄  where d is the lattice 

spacing defined as  𝑑 = 2𝜋
𝑄[10]

⁄ . The analyzed spacing in Figure 30 shows that nanoparticles 

nearest neighbor distance decreased from 60 mV to 40 mV indicating that nanoparticles come 

closer together as interfacial potential is decreased. Below the interfacial potential of 40 mV, 

separation distance increased significantly. The increased nearest neighbor distance could be due 

to the formation of a large particle formed from the single nanoparticles initially used. The nearest 

neighbor distance between the nanoparticles decreased from the interfacial potential of 60 mV to 

40 mV corresponding to 67.7 Å and 66.9 Å respectively for the 60 nM nanoparticle concentration 

in the aqueous phase. Similarly, the nearest neighbor distance of the 60 mV and 40 mV of 35 nM 

nanoparticle concentration in the aqueous phase was estimated to be 72.2 Å and 70.2 Å 

respectively. At the interfacial potential of 40 mV of the 60 mM nanoparticle concentration, two 

different length scales at the interface exists based on the positions of the diffraction peaks. Small 

and large nanoparticles corresponding to Qxy ~ 0.109 Å-1 and Qxy ~0.33 Å-1 respectively.  This 

means that some of the 2D nanoparticle have begun to form 3D structure (cluster). 

The coherence length, ξ, was obtained from the width of the peaks and instrumental 

resolution of the detectors. The in-plane resolution of the CCD detector with square pixel of size 

(px) 60 µm x 60 µm and sample to detector distance of 3125 mm was estimated to be  

2.81 x 10 -4 Å-1 using 2πpx/(λDd)
 . The in-plane resolution of the Pilatus  detector whose pixel 

(square)  size is 172 µm x 172 µm with  sample to detector distance 2925 mm,  was estimated to 

be 9.5 x 10 -4 Å-1  . The symbols  px, λ and Dd  are the pixel sizes, X-ray wavelength and sample’s 

center to detector distance respectively. To obtain the coherence length, the resolution of the 
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detector was subtracted from the width of the peak and the inverse of the result multiplied by 2π. 

The plot of the coherence length as a function of the interfacial potential is shown in Figure 31:  

 

 

Figure 31. Coherence length as a function of interfacial potential. 

 

The coherence shows the length scale at which domains at the interface are ordered. The Figure 

31 shows that the coherence length of the ordering for the larger nanoparticles (with relatively 

large nearest neighbor distance) is less than the single nanoparticles (small nearest neighbor 

distance). That is, the 2D nanoparticles are more ordered than the 3D nanoparticles. Between the 

single nanoparticles (2D), the coherence length decreased with increased bulk concentration of the 

nanoparticles in the aqueous phase. The decrease in coherence length is possibly due to a transition 

from highly ordered states to less ordered states. Comparing the nearest neighbor distance to the 

coverage of the nanoparticles from the XR measurements and analysis (in the following chapters)  
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showed that with decreased interfacial potential, from 60 mV to 40 mV, the decreased nearest 

neighbor spacing correspond to increased nanoparticle coverage at the interface.  For example, for 

bulk nanoparticle concentration of 60 nM, the nearest neighbor spacing decreased from 67.7 Å to 

66.9 Å corresponding to increased nanoparticle coverage from ~ 90% to 100% at interfacial 

potentials of 60 mV to 40 mV respectively for a closed packed hexagonal unit lattice for a 

hexagonal nanoparticle.  Similarly, with nanoparticle concentration in the bulk water phase of 35 

nM, the nanoparticle’s nearest neighbor distance changed from 72.2 Å to 70.2 Å corresponding to 

interfacial coverage of 81% to 91% at interfacial potentials of 60 mV to 40 mV respectively.  

 Beyond the interfacial potential of 40 mV, there was a dramatic change in the structure of the 

nanoparticle arrays from possibly a 2D structure to a 3D structure. The integrated intensities of the 

enhanced intensities at the low Qxy at interfacial potentials below 40 mV were  fitted to a spherical 

form factor of a nanoparticle whose average radius is ~ 30 Å . 

 

The intensities were fitted to a functional form, 𝐹(𝑄, 𝑟): 

 

𝐹(𝑄, 𝑟) = 𝑁(∆𝜌)2 (
(sin𝑄𝑟 − 𝑄𝑟)2𝑃(𝑟, 𝑅, 𝑅𝑠𝑖𝑔)

(𝑄)6
⁄ )

∑𝑃(𝑟, 𝑅, 𝑅𝑠𝑖𝑔)
⁄ + 𝑏𝑔  (5.2.2)  

 

Where 𝑃(𝑟, 𝑅, 𝑅𝑠𝑖𝑔)  is a lognormal distribution function, N is a scaling factor and ∆𝜌  is a 

scattering contrast between the nanoparticles and the solvent, r is the size of the nanoparticle, R is 

the probable size of the nanoparticle from the lognormal distribution, bg is background fit. Q is 

the wave vector which consists of the vertical component (Qz) and horizontal component (Qxy) 

wave vectors, where 𝑄 = √𝑄𝑥𝑦
2 + 𝑄𝑧

2 . The Qxy is the peak center obtained from the in-plane 
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GISAXS analysis and Qz is the out-of-plane component from which the intensities were integrated. 

The plot of the fits and intensities as a function of Qz is shown in Figure 32. In the fit, it was 

assumed that the scattering intensities is due to the form factor of the nanoparticles without a 

structure factor contribution. 

 

 

Figure 32. Fitted normalized integrated intensities a) concentration of 60 nM nanoparticles in 

aqueous phase b) concentration of 35 nM nanoparticles in aqueous phase. 

 

The extracted form factors of the interfacial potentials and bulk nanoparticle concentrations in the 

aqueous phase is shown in Figure 33. 
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Figure 33.a) Form factors from fit b) Size distributions from fits.  

 

The results of the extracted sizes from the fits is shown in Figure 33.Further analysis of the low 

Qxy were done to find the scattering centers in the Qxy and Qz planes.  The Figure 34 is the 

normalized intensity on a logscale.  

 

Figure 34: Normalized intensity at interfacial potentials a) 10 mV and b) -40 mV of 60 nM 

nanoparticle concentration in bulk phase. The plots are on a  logscale. 
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The normalized intensity at the lower interfacial potential were integrated in a step of 0.001 A-

1 for both the Qxy and Qz planes. C is the center from which the intensity was integrated. For 

example, in the vertical axis in Figure 35, C=0.02 means that integration of the intensity was done 

from 0.01 A-1  to 0.02 A-1 .  In Figure 34, we fixed the horizontal axis’s centers, Qxy for a width of 

0.001 A-1 at different centers and integrated the intensities along the vertical axis, Qz . 

 

 

Figure 35.Fixed centers, C (Qxy) b) Peaks from the fits of the integrated intensity at interfacial 

potential, 10 mV. 
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Figure 36. a) Fixed centers, C (Qxy) b) Peaks from the fits of the integrated intensity at interfacial 

potential, 10 mV.  

 

The peak centers and areas of the peaks from Figures 35 and 36 are shown in Figure 37. From the 

Figure 37, there is a gradual shift in the peaks’ centers areas as a function of integration centres, 

C, while the peak areas decrease simultaneously. 
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Figure 37. a) Peak centers versus fixed centers b) Area of peaks versus fixed centers 

 

Similar analysis was obtained when the Qz centers were fixed in step of 0.01 Å-1 and integration 

done over the horizontal axis, Qxy at interfacial potential of 10 mV. The results of the analysis are 

shown in Figures 38 and 39 respectively. 
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Figure 38. Fixed centers, C(Qz) b) Peaks from the fits at interfacial potential of 10 mV. 

. 

 

Figure 39.a) Fixed centers, C(Qz) b) Peaks from the fits at interfacial potential of 10 mV. 
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Figure 40. a) Peak centers versus fixed centers b) Area of peaks versus fixed centers at interfacial 

potential of 10 mV. 

 

The corresponding  peak centers and areas of the peaks  of Figures 38 and 39 are shown in  Figure 

40.The results of Figures 37 and 40 of the peak center positions show that integrating the intensities 

in steps of 0.01 in both Qz and Qxy at interfacial potential of 10 mV are not symmetric.  

  Similar analyses were done at interfacial potential of -40 mV by fixing the vertical axis (Qz) 

and integrating the intensity along the horizontal axis,  Qxy  . The result of the analysis is shown in 

Figure 41 and the corresponding peak centers shown in Figure 42.  
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Figure 41. a) Fixed centers (Qz ) b) Area of peaks at interfacial potentials of -40 mV. 

 

 

Figure 42. a) Peak centers versus fixed centers b) Area of peaks versus fixed centers at interfacial 

potential of -40 mV. 
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Like previous analysis, the vertical axis centre, Qz  at interfacial potential, -40 mV was  fixed and 

the intensity integrated along the Qxy plane.  The results of the fits are  shown in Figures 43, 44 

and 45.   

 

 

Figure 43. a) Fixed centers, C(Qxy ) b) Area of peaks at  interfacial potential of -40 mV. 

 

Figure 44. a) Fixed centers, C(Qxy) b) Area of peaks at interfacial potential, -40 mV 
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Figure 45.a) Fixed centers, C(Qxy) b) Area of peaks at interfacial potential, -40 mV. 

 

 

Figure 46. a) Peak center versus fixed center b) Area of peak versus fixed center at -40 mV. 
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The corresponding fit centers and peak areas of Figures 43, 44 and 45 are shown in Figure 46. In 

summary, the results of the analyses of the intregtared centres at interfacial potentials of 10 mV 

and -40 mV show peak centres vary along the diagonal of the  reciprocal space axes. Literature 

study of GISAXS analysis of  the  scattering  intensities of particles is consistent with the form 

factor of  a pyramidal structure  (10, 109).  

 

5.3 XR Measurements 

The X-ray reflectivity, RF from a flat water/DCE interface can be calculated as: 

 

𝑅𝐹(𝑄𝑧) = |
𝑄𝑧−√𝑄𝑧

2−𝑄𝑐
2

𝑄𝑧+√𝑄𝑧
2−𝑄𝑐

2
|

2

          (5.3.1) 

 

The Fresnel reflectivity, 𝑅𝐹(𝑄𝑧) is the reflectivity at a sharp flat interface (104). This Fresnel was 

used to normalize our reflectivity data (R) from the interface. The results of the normalised data 

is shown in Figure 47. 
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Figure 47. Fresnel (RF) normalized reflectivity with a) 60 nM nanoparticle concentration in 

aqueous phase and b) 35 nM nanoparticle concentration in aqueous phase. 

 

The results in Figure 47 show X-ray measurements for bulk nanoparticles in the aqueous phase. 

In the Figure 47, there are two peak positions. One peak position at high Qz ~ 0.1 A-1   and another 

peak position at low Qz ~ 0.04 A-1 .These two peaks positions indicate two domain sizes. The peak 

position at the high Qz represents a small nanoparticle while the peak position at low Qz represents 

a large nanoparticle initially not present. From the Figure 47, there are two transitions where the 

interfacial potentials at 60 mV and 40 mV have a single peak and interfacial potentials from 10 

mV and below have two peaks indicating two domain sizes. The analysis of the XR curves are 

explained in the following sections.  
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5.3.1 2D Spherical Nanoparticle Model Analysis 

A 2D hexagonal closed packed (HCP) model of nanoparticles adsorbed at the water-DCE 

accounting for physical features at the interface is used. The physical features at the interface 

consist of the gold nanoparticle’s core radius R, the lattice spacing, D, interfacial roughness, 𝜎, the 

average position of the nanoparticle’s center away from the interface, H,  the coverage of the  gold 

nanoparticles, C and the distribution of the nanoparticles’ immersion depth,  𝜉 . The height 

distribution function, P(h) of the nanoparticles at the water/DCE interface is : 

 

𝑃(ℎ) = (𝑁/𝑥𝑖)𝑒𝑥𝑝((ℎ − 𝐻)/𝜉) 𝑓𝑜𝑟 𝐻  ≤ 0  𝑎𝑛𝑑 ℎ ≤ 0 

          =  (
𝑵

𝐱𝐢
) 𝑒𝑥𝑝 (

𝐻−ℎ

𝜉
)   for 𝐻 > 0 and ℎ > 0 

  = 0 elsewhere                (5.3.1.1)  

 

H is the most probable height of the nanoparticles and N is a normalisation constant. There is a 

thermally induced capillary wave fluctuation at the interface which also changes the depth of the 

nanoparticles at the interface. The capillary wave thermal fluctuation is a Gaussian distribution 

function of the form,exp(− z2 2𝜎2⁄ )/√2π𝜎  which is used to convolute the functional form of the 

2D nanoparticle’s average electron density in equation (5.3.1.2). The interfacial roughness is 

estimated as follows: 

 𝜎2 =
𝑘𝐵𝑇

4𝜋𝛾
𝑙𝑛 [

𝑞𝑚𝑎𝑥
2

𝑞𝑟𝑒𝑠
2 ]  for which 𝑞𝑚𝑎𝑥 =

𝜋

𝑟𝐴
  , 𝑞𝑟𝑒𝑠 = 2𝜋

𝜆⁄ Δ𝛼𝑑 sin 𝛼𝑖  , Δ𝛼𝑑 = 𝑙
𝐷𝑆

⁄ = 5.6 × 10−4 

Å-1 . . Δ𝛼𝑑
 is the vertical angular acceptance of the CCD detector , 𝑙 is the vertical electronic slit , 

30 x 60 µm2  (V x H) which defines the resolution of the detector and 𝐷𝑆 is the distance from the 

sample’s center to the detector. The angular resolution of the Pilatus detector is 9.5 x 10-4 Å-1   
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while the angular resolution of the CCD detector is 2.81 x 10-4 Å-1  . Typically, 𝒓𝑨  is the average 

radius of the molecules at the interface, for example, water molecules at the interface. The average 

electron density at the interface is a contribution of the solvent and the nanoparticles in a hexagonal 

lattice.  Bera et. al. studying a similar system,  showed that the contribution of the nanoparticle’s 

ligand  to the reflectivity is negligible  compared with the solvent in which the nanoparticle is 

immersed (45). The average electron density,〈𝜌(𝑧)〉 is given as: 

 

                      〈𝜌(𝑧)〉 =    (100 − 𝐶)
100⁄ (1 − 𝑓(𝑧))𝜌𝑠(𝑧) 

+ 𝐶 (
2𝜋𝜌𝑃𝑓(𝑧)[𝑅2 − (𝑧 − ℎ)2]

√3𝐷2
⁄ ) ⊗ 𝑃(ℎ) 

+ 𝐶 (√
3𝜌𝑠(𝑧)𝐷

2

√3𝐷2
⁄ ) ⊗ 𝑃(ℎ)          (5.3.1.2)  

 

Where 𝝆𝒔 is the electron density of the solvent (DCE or water) depending on the position of the 

nanoparticles, H and 𝑓(𝑧) = 1  for ℎ − 𝑅 < 𝑧 < ℎ + 𝑅  else  𝑓(𝑧) = 0 . The average 

density,〈𝜌(𝑧)〉, is  convoluted with the interfacial roughness, 𝜎. The first term of equation (5.3.1.2) 

on the right accounts for the part of the interface not covered by the nanoparticles. The second 

term accounts for the nanoparticles in a HCP lattice. The third term accounts for the part of the 

solvent within the nanoparticle’s HCP lattice, 𝑓(𝑧) is a Boolean operator satisfying the depth of 

the nanoparticles. The size of the nanoparticle, R, the roughness, 𝜎 together with the electron 

densities of the solvents are variable’s known where R is 12 Å; 𝜎 is calculated from interfacial 

tension measurements. The electron densities of the solvents , 𝜌𝐷𝐶𝐸 = 0.38 𝑒− Å𝟑⁄  and 𝜌𝑤 =

0.333 𝑒− Å3⁄  where 𝜌𝐷𝐶𝐸 is the electron density of the DCE and 𝜌𝑤 is the electron density of the 

water. The electron density of the nanoparticles, 𝜌𝑃 = 4.65 𝑒− Å3⁄ . The size of the nanoparticle, 
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R, used in fitting the 2D reflectivity is 12 Å.  Although this is not the most probable radius from 

the TEM fit, which was approximately ~ 10 Å, our model would only fit with radii of 12 Å and 13 

Å. Any size greater than 13 Å or less than 12 Å would not fit our reflectivity data accurately. When 

the radius in the model was allowed to fit freely, we obtained values between 12 Å and 13 Å. Here 

we fix the average size of the nanoparticles’ radius to be 12 Å at all interfacial potentials for the 

2D analysis. Our  simple calculation showed that the energy gain in using 12 Å is significant when 

compared with 10 Å. Using the energy of adsorption equation, ∆𝐸 (72):  

 

 ∆𝐸 = −𝜋𝑅2

𝛾𝑂/𝑊
⁄ [𝛾𝑂/𝑊 − (𝛾𝑃/𝑊 − 𝛾𝑃/𝑂)]

2
       (5.3.1.3) 

 

Which  reduces to  ∆𝐸 = −𝜋𝑅2[1 − cos 𝜃]2 using Laplace-Young equation (79, 110) : 

 

𝜃 =
(𝛾𝑃/𝑊 − 𝛾𝑃/𝑂)

𝛾𝑂/𝑊
⁄              (5.3.1.4) 

 

Where 𝛾𝑂/𝑊 is the interfacial tension between the oil (DCE) and water, 𝛾𝑃/𝑊 is the interfacial 

tension between the nanoparticle and water and 𝛾𝑃/𝑂  is the interfacial tension between the 

nanoparticle and oil.  

Assuming the contact angle for 10 Å and 12 Å sizes are the same, there is about 40% gain 

in energy when 12 Å is used instead of 10 Å. Hence, the interface can select the 12 Å particles 

over smaller nanoparticles at the interface to attain the most stable equilibrium condition. We did 

not consider 13 Å. Our size distribution from the TEM analysis shows that the amount of 13 Å 
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nanoparticles may not be sufficient for a full monolayer. The number of 13 Å nanoparticles from 

our TEM analysis is less than 30 nanoparticles from the total distribution.  

Using Parratt Algorithm (107) for multilayer analysis and choosing 1 Å thick of each layer 

over a range of depth, Z, the reflectivity data was fitted with the reflectivity model. We fixed 

parameters D and R (obtained from the GISAXS and TEM respectively), the electron density of 

the gold nanoparticles, 𝜌𝑝 = 4.65 𝑒
−

Å3⁄  ,  the electron density of the water,  𝜌𝑤 = 0.333 𝑒− Å3⁄  

and the electron density of the DCE, 𝜌𝐷𝐶𝐸 = 0.38 𝑒− Å3⁄  . Our model, M, has the parameters, M 

= f (R ,D, H ,C , 𝜌𝑝 , 𝜌𝑤, 𝜌𝐷𝐶𝐸 , 𝜎, 𝜉). The unknown parameters H ,C  and 𝜉 would be obtained from 

the fits. Even though , 𝜎 can also be estimated from the interfacial tension measurements, we 

considered it a fitting parameter and compared it with the estimated parameter value from the 

capillary wave function. The results of our fitted X-ray reflectivity is shown in Figure 48. 
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Figure 48. a) X-ray data and fit with 60 nM nanoparticle concentration in aqueous phase. b) 

Corresponding electron density profile from fit of 60 nM nanoparticle concentration in aqueous 

phase. c) X-ray data and fit with 35 nM nanoparticle concentration in aqueous phase. d) 

Corresponding electron density profile from fit of 35 nM nanoparticle concentration in aqueous 

phase. 

 

TABLE II.FIT PARAMETERS OF 2D ARRAYS OF NANOPARTICLES WITH 60 nM 

NANOPARTICLE CONCENTRATION IN BULK WATER PHASE. 

∆ϕw−o

(mV) 
D (Å) H ( Å) C (%) 𝜉 (Å) 𝜎𝐹𝑖𝑡 (Å) 𝜎 (Å) 

60 58.6 26.5(6) 90.9(6) 4.5(5) 5.5(1) 4.25 

40 57.9 15.6(3) 100(1) 11.2(6) 3.9(2) 4.62 

 

 



90 

 

 

 

TABLE III.FIT PARAMETERS OF 2D ARRAYS OF GOLD NANOPARTICLES WITH 

35 nM NANOPARTICLE CONCENTRATION IN BULK WATER PHASE 

∆ϕw−o

(mV) 
D (Å) H (Å) C (%) xi  (Å) 𝜎𝐹𝑖𝑡 ( Å) 𝜎 (Å) 

60 62.5 23.4(7) 81.7(8) 6.1(2) 4.75(2) 4.1 

40 60.77 15.4(5) 91(1) 13.3(6) 1.0(8) 4.3 

 

 

The fit parameters of the 2D model are shown in TABLES II and III. The results show that as the 

concentration of the bulk phase nanoparticles increased, the interfacial coverage of the 

nanoparticles increased. Considering the interfacial coverage for the same interfacial potential but 

different bulk nanoparticle concentration, the change in interfacial coverage is about 10% more 

for the 60 nM bulk nanoparticle concentration relative to the 35 nM bulk nanoparticle 

concentration. The nanoparticles positions, H remained almost the same for the different amount 

bulk phase nanoparticle concentrations of nanoparticles used. The decay lengths which describe 

the distribution of the immersion depths of the nanoparticles remained almost the same for the 

different bulk phase concentration of nanoparticles used.  

On the other hand, the positions, coverages and decay lengths changed significantly when 

the potentials were changed for each bulk phase nanoparticle concentration. For example, for the 

bulk phase nanoparticle concentration of 60 nM, the nanoparticles’ position changed from 26 Å to 

15 Å when the interfacial potential was tuned from 60 mV to 40 mV. Similarly, for the bulk phase 

nanoparticle concentration of 35 nM, the nanoparticle’s position changed from 23 Å to 15 Å 

corresponding to interfacial potentials of 60 mV and 40 mV respectively.   
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On the nanoparticle’s coverage, the interfacial coverage increased with decreased 

interfacial potential for all the bulk phase concentrations. In the GISAXS analyses, increased 

coverage was accompanied with decreased nearest neighbour distance between the nanoparticles. 

The immersion height distributions of the nanoparticles also increased with decreased interfacial 

potential. Similar model would be used to address the supposed cluster (3D) reflectivity data. 

 

5.3.2 3D Spherical Nanoparticle Model Analysis 

We consider a single nanoparticle and cluster nanoparticles at the interface. The single 

nanoparticle will have a functional form of the electron density similar to the equation 5.3.1.2. 

used in the 2D analysis. The functional form of the electron density of the 3D structure is:   

 

                               〈𝜌(𝑧)〉1 =  [
(100 − 𝐶1)

100⁄ (1 − 𝑓(𝑧))𝜌𝑠(𝑧)] 

         +𝐶1(
2𝜋𝜌𝑐𝑓(𝑧)[𝑅1

𝟐 − (𝑧 − ℎ∗)2]

√3𝐷1
2⁄ ) ⊗ 𝑃(ℎ∗) 

     + 𝐶1(√3𝜌𝑠(𝑧)𝐷1
2

√3𝐷1
2⁄ ) ⊗ 𝑃(ℎ∗)            (5.3.2.1) 

 

Where C1 is the coverage of the 3D cluster. R1 is a spherical radius of the cluster, 𝜌𝑐 is the electron 

density of the cluster, D1 is the lattice spacing of the cluster which was obtained from the GISAXS 

analysis, ℎ∗  is the height of the cluster. The probable height of the cluster is H*.   

We assume a number of scenarios at which the single nanoparticles and the cluster adsorb at 

the interface: 
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(i) The 2D and 3D nanoparticles are homogenously and the average of their electron 

density estimated. We add weights contributions, 𝜶𝟏,𝜶𝟐 and 1-𝜶𝟏 − 𝜶𝟐 for the 3D, 2D 

and bare interface respectively.  

 

Then the average electron density for both the cluster and single nanoparticle is: 

 

                        〈𝜌(𝑧)〉 = [
(100 − 𝐶1)

100⁄ (1 − 𝑓(𝑧))𝜌𝑠(𝑧)] ∗ 𝛼1 

+ (
2𝜋𝜌𝐶𝑓(𝑧)[𝑅1

𝟐 − (𝑧 − ℎ∗)2]

√3𝐷1
2⁄ ) ⊗ 𝑃(ℎ∗) ∗ 𝛼1 

+(√3𝜌𝑠(𝑧)𝐷1
2

√3𝐷1
2⁄ ) ⊗ 𝑃(ℎ∗) ∗ 𝛼1 

+
(100 − 𝐶)

100⁄ (1 − 𝑓(𝑧))𝜌𝑠(𝑧) ∗ 𝛼2 

+(
2𝜋𝜌𝑃𝑓(𝑧)[𝑅2 − (𝑧 − ℎ)2]

√3𝐷2
⁄ ) ⊗ 𝑃(ℎ) ∗ 𝛼2 

+(√
3𝜌𝑠(𝑧)𝐷

2

√3𝐷2
⁄ ) ⊗ 𝑃(ℎ) ∗ 𝛼2 

+ 𝜌𝑠(𝑧)* (1-𝛼1-𝛼2)                (5.3.2.2) 

 

The first three terms (1-3) are contributions to the reflectivity from the cluster. The next 4-6 

terms on the right are the contributions to the reflectivity from the single nanoparticle. Then 

the last term is a contribution to the reflectivity from the bare interface. We consider three 

possibilities in analyzing the 3D structure. 

Then we use Parratt algorithm to calculate the overall reflectivity.  In the second case, we 
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(ii) Calculate the reflectivity each using their electron densities in equations 5.3.1.1 and 

5.3.2.1 in addition to the reflectivity for bare interface. Thus, the single nanoparticle 

(RP), the cluster (RC) and the bare interface (RS) and weigh their contributions to the 

overall reflectivity, R. Thus,   𝑅 = 𝛼1𝑅𝐶 + 𝛼2𝑅𝑃 + (1 − 𝛼1 − 𝛼2)𝑅𝑆. 

 

(iii) The third case is similar to case (ii) except that we calculate the reflectivity amplitudes 

of the single nanoparticle (rp), cluster (rC) and bare interface, (rS) instead of the 

reflectivity. We then weigh their contributions to the overall reflectivity amplitudes, r.  

That is, r = 𝛼1𝑟𝐶 + 𝛼2𝑟𝑃 + 𝑟𝑆(1−𝛼1−𝛼2) .  

To obtain the reflectivity, we multiply the total amplitude of reflectivity from the 

Parratt calculation, r, and the conjugate of the amplitude of reflectivity, r*. 

 

Our model for the cluster is of the form, M = f(R, R1, D, D1, H, H*,C, C1,  ρc,  

ρp , ρw, ρDCE, σ, ξ, ξ∗ α1, α2). There are 17 parameters and 𝑅, 𝜌𝑝 , 𝜌𝑤 , 𝜌𝐷𝐶𝐸 , 𝜎, D1 are known. We 

did mesh calculation to find the global minimum of some of the unknown parameters using chi 

square calculated from the reflectivity model and data. By knowledge of the chi-square values, we 

fixed some of the unknown parameters to reduce the number of unknown parameters. For example, 

Figures 49 show a mesh calculation performed to find the range of global parameter space of the 

size of the cluster and the position of the cluster with the least chi-square values.  
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Figure 49. Mesh calculation of size versus depth (position). 

 

To obtain Figure 49, we fixed all the other variables and varied the position, H* , of the cluster 

and the size, R1, of the cluster. It can be seen that the upper limit of the size of the cluster favourable 

and possibly physical to the model is ~150 Å and below. Another example of mesh calculation is 

shown in Figure 50.  

 

 

 

Figure 50. Mesh calculation of size of cluster versus depth (position) of single nanoparticle. 
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The result of the mesh calculation in Figure 50 for the position of the single nanoparticle and 

the cluster spacing shows that the position, H, of the single nanoparticle must be between 20 Å 

and 40 Å. Based on the mesh calculations, we fixed the positon of the single nanoparticle to be ~ 

20 Å at all interfacial potentials in the 3D analysis. We also fixed the lattice spacing (~ 59 Å) of 

the single nanoparticles for all interfacial potentials.  Fitting the model with a 12 Å single 

nanoparticle gave the following reflectivity and electron density profile in Figure 51. 

 

 

Figure 51. 3D model XR fit a) 60 nM nanoparticle concentration in bulk phase b) Corresponding 

electron density profile from the fit of the 60 nM nanoparticle concentration in bulk phase c) 35 

nM nanoparticle concentration in the bulk phase d) Corresponding electron density profile from 

the fit of the 35 nM nanoparticle concentration in bulk phase. 
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The fit in Figure 51 is a structure of an inhomogeneous two phase system where the 2D 

nanoparticles are isolated from the 3D nanoparticles. The model does not fit well at the high Qz 

when a 3D spherical nanoparticle cluster was assumed. The narrow width of the electron density 

profile corresponds to the 2D nanoparticle while the broader and shorter electron density 

corresponds to the 3D structure.  

The size of the nanoparticle that fitted the XR data for interfacial potential of 10 mV from 

Figure 51 of the 60 nM nanoparticle concentration in the aqueous bulk phase was ~ 48 Å while 

the size (radius) that fitted the XR at interfacial potential of -40 mV was ~ 30 Å. For sample 35 

nM of nanoparticle concentration in the aqueous phase, the average cluster size that fitted the XR 

data was ~ 34 Å at interfacial potential of -40 mV while the average cluster size that fitted the  XR 

data at interfacial potential of -90 mV was ~ 34 Å.   

 

When an average size of the single nanoparticle ~ 10 Å was considered, the XR reflectivity 

data fitted slightly better than in Figure 51 at the high Qz as shown in Figure 52. However, we 

cannot use different sizes for the 2D model and 3D model. 

 

 

 



97 

 

 

 

 

 Figure 52. a) X-ray reflectivity fit at interfacial potentials -40 and -90 mV of 60 nM 

nanoparticles in bulk phase b) Corresponding electron density from fit with nanoparticle’s 

average size ~10 Å.  

 

We propose a new model where clusters are considered as diffused single nanoparticles. We use a 

Gaussian function to describe the immersion distribution depth of the nanoparticles at the interface 

for each slab of nanoparticle layer considered. A cartoon of the diffused nanoparticles co-existing 

with single nanoparticles is shown in Figure 53. 

 

 

Figure 53. Diffused assembly of single nanoparticles as clusters at the interface. 
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The model does not discriminate on the position of the nanoparticles. However, for the sake of 

explanation, the nanoparticles have been shown to adsorb on the DCE of the interface as in Figure 

53. It could also be on the water side of the interface. We use multilayer slabs in analysing the 

diffused layer model with each slab consisting of a 2D spherical nanoparticle and a Gaussian 

distribution function of their positions at the interface.  The Gaussian immersion distribution 

function, 𝑃(ℎ)  is of the form: 

 

𝑃(ℎ) = (
𝑁

𝜉
) 𝑒𝑥𝑝 (−

1

2
(
ℎ−𝐻

𝜉
)
2

)         (5.3.2.3) 

 

The results of the fit is shown in Figure 54.  In the Figure 54, it can be seen that the Gaussian 

distribution function provides a symmetric electron density profile in both the water phase and the 

DCE phase which does not represent the physical characteristic of the adsorbed nanoparticle at 

any side of the interface. The Gaussian function cannot discriminate a nanoparticle in water 

(negative part of the z-axis) or DCE (positive part of the z-axis) for a wide distribution of 

nanoparticle clusters.  
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Figure 54. a) XR reflectivity fit with a Gaussian depth distribution function of 60 nM nanoparticle 

concentration in the  bulk aqueous phase. b) Corresponding electron density profile from fit. 

 

5.3.3 Slab Model 

A generic slab model is proposed to model the reflectivity data from interfacial potential from 10 

mV and below. The average electron density profile,< 𝝆(𝒛) >, of the structure (s) is a sum of 

error functions of the form: 

 

< 𝜌(𝑧) >=
1

2
∑ erf (

𝑧−𝑧𝑖

√2𝜎𝑖
)𝑁−1

𝑖=0 (𝜌𝑖 − 𝜌𝑖+1) +
𝜌𝑜+𝜌𝑤

2
      (5.3.3.1) 

 

where erf(z) = (2/√π)∫ 2/√𝜋 ∫ 𝑒−𝑡22

0

𝑧

0
𝑑𝑡, 𝑁 is the number of internal interfaces, 𝜌𝑖 is the electron 

density of slab i with 𝜌𝑜= 0.38 𝑒− Å3⁄  and  𝜌𝑤 = 0.333 𝑒− Å3⁄ , 𝑧𝑖  is the ith position of  the 

internal layer at the interface and 𝜎𝑖 is the corresponding roughness of the ith layer. The 
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thickness 𝑑𝑖, is defined as |𝑧𝑖−𝑧𝑖−1|. Parratt formalism was used to calculate the reflectivity. We 

used three slabs in the model, which gave the best fit and the corresponding average electron 

density of the three slabs is:  

 

〈𝜌(𝑧)〉 =
1

2
(𝜌1 − 𝜌𝑤)𝑒𝑟𝑓 (

𝑧

√2𝜎𝑜

) +
1

2
(𝜌1 − 𝜌2)𝑒𝑟𝑓 (

𝑧 − 𝐿𝟐

√2𝜎1

) 

 

+
1

2
(𝜌2 − 𝜌𝐷𝐶𝐸)𝑒𝑟𝑓 (

𝑧−𝐿1−𝐿2

√2𝜎2
) +

1

2
(𝜌𝑤 + 𝜌𝐷𝐶𝐸)      (5.3.3.2) 

 

𝜎𝑜 is the roughness between the water phase and domain size L1, 𝜎1 is the roughness between the 

domain sizes L1 and L2 ,  𝜎2 is the roughness between domain L2 and DCE.   

 

 

Figure 55. Slab model for XR analysis a) domain size, L1 b) domain size, L2 
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The Figure 55 shows a cartoon of the domains L1 and L2 at the interface.The variables-roughness 

(σ), the domain sizes (L) and electron densities (ρ) -were fitting parameters except the electron 

densities of the water and DCE, which were fixed. The results of the fitted parameters of this model 

are summarized in Tables IV and V.  

 

TABLE IV.FIT PARAMETERS OF SLAB MODEL WITH 60 nM NANOPARTICLE 

CONCENTRATION IN BULK WATER PHASE. 

∆𝛟𝐰−𝐨 

(mV) 

L1 (Å) L2 (Å) H (Å) ρ1 (e
-/ Å3) ρ2 (e

-/ Å3) 𝝈𝟎 (Å) 𝝈𝟏 (Å) 𝝈𝟐 (Å) 

60 9.2 28 4.7 1.46(2) 0.42(4) 8.5 8.5 8.5 

40 7.7 28.7 5.7 1.65(2) 0.42(4) 8.5 8.5 8.5 

10 15.1 36.1 9.0 0.86(2) 0.55(5) 5.3 14.8 38.5 

-40 11.88 87.3 7.0 0.76(9) 0.51(2) 4.5 8.9 46.3 

-90 8.499 100.8 7.7 0.75(6) 0.50(2) 4.2 16.5 40.5 
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TABLE V.FIT PARAMETERS OF SLAB MODEL WITH 35 nM NANOPARTICLE 

CONCENTRATION IN BULK WATER PHASE. 

∆𝛟𝐰−𝐨(mV) L1 

(Å) 

L2 

(Å) 

H 

(Å) 

ρ1 (e
-/ Å3) ρ2 (e

-/ Å3) 𝝈𝟎 (Å) 𝝈𝟏 (Å) 𝝈𝟐 (Å) 

60 10 21 5.9 1.1(1) 0.45(4) 8.0(8) 8.0(8) 8.0(8) 

40 7.5 29 5.0 1.3(1) 0.48(5) 8.3(8) 8.3(8) 8.3(8) 

-40 14.8 66.4 8.3 0.63(4) 0.49(4) 4.4 10.1 36.0 

-90 10.7 73.6 8.3 0.68(6) 0.51(8) 4.7 14.8 58.1 

-140 17.2 65.3 9.3 0.65(2) 0.51(8) 4.4 13.2 65.3 

-190 15.6 99.0 8.8 0.63(1) 0.50(4) 4.5 15.0 65.7 

 

 

In the TABLES IV and V, the results show two domain lengths, L1 and L2 and their corresponding 

electron densities ρ1 and ρ2. The corresponding XR fits and electron density profile is shown in 

Figure 56. The electron density profiles at interfacial potentials of 60 mV and 40 mV of Figure 56 

are narrow-consistent with the width and amplitude of the 2D non-generic model. At the low 

potentials of 10 mV and below, there are two electron density profile peaks. A narrow peak 

corresponding to a 2D nanoparticle and an adjacent broad peak corresponding to a 3D structure. 

The symbol H in Tables IV and V represent the position of the peak centers from the electron 

density profiles in Figure 56.  
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Figure 56. 3D slab model fit of a) 60 nM nanoparticle concentration in aqueous phase b) 

Corresponding electron density profile of the 60 nM nanoparticle concentration in aqueous phase. 

c) 35 nM nanoparticle concentration in aqueous phase d) Corresponding electron density profile 

of the 35 nM nanoparticle concentration in aqueous phase.  

 

5.3.4 Proposed Structure of the 2D Spherical and 3D Slab Nanoparticle Models 

GISAXS measurements showed the existence of 2D arrays of nanoparticles. Subsequent tuning of 

the interfacial potential led to the formation of a 3D structure. The 2D GISAXS data analysis at 

interfacial potentials of 60 mV and 40 mV is consistent with a 2D triangular lattice structure of a 

spherical nanoparticle. XR model analysis of the 2D HCP fitted well with the spherical gold 

nanoparticle.  
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 The 3D formed from the interfacial potentials of 10 mV and below showed GISAXS scattering 

patterns not consistent with the scattering from the 2D triangular lattice of a spherical nanoparticle 

at interfacial potentials of 60 mV and 40 mV. Our X-ray model analysis also confirmed that the 

3D cluster formed is non-spherical. In the model, a 3D spherical nanoparticle was assumed which 

could not fit the reflectivity data well at the high Qz.   

The nanoparticles initially at the positive interfacial potentials (60 mV and 40 mV) have 

counter-ions around them on the DCE side of the interface. When the interfacial potential was 

tuned to 10 mV and below, the counter-ions depleted leading to enhanced positive ions on the 

DCE side of the interface. The initial stability of the nanoparticles in the DCE was due to the 

electrostatic screening by the counter-ions on the DCE side of the interface. Since the counter-ions 

are partially depleted, the heavily charged nanoparticles in the DCE are no longer well screened 

and become unstable in the low permittivity medium of the DCE. For the nanoparticles to be stable 

in the DCE, they have to form clusters to maximize their screening with the fewer counter-ions as 

shown in the Figure 57.  

 

 

Figure 57. Coulombic interactions between charged nanoparticles and ions at the interface for the 

2D structure transition to 3D structure. 
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 Based on the above mechanism of counter-ion enhancement and depletion at different 

interfacial potential leading to 2D and 3D structures of the nanoparticles, the following cartoons 

in Figures 58 and 59 describe the equilibrium structures of the 2D and 3D structures respectively.  

 

 

Figure 58.  Proposed model (side view) of the 2D HCP formed due to counter-ion enhancement 

on the DCE side of the interface. 

 

 

Figure 59.Proposed model (side view) of the 3D structure formed due to counter-ion depletion on 

the DCE side of the interface 

 

The base of the 3D pyramid structure is hexagonal because of the initial 2D HCP formed. We 

expect that the 2D nanoparticles re-arrange to form the 3D structure without increased nanoparticle 

density or coverage at the interface because the electron density profiles of the Figure 56 whose 

electron density for the single nanoparticles decrease as the clusters are formed.  
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CHAPTER 6 

 

 CONCLUSION 

 

We have demonstrated voltage-tunable 2D and 3D structures at a water/DCE interface. XR 

and GISAXS measurements showed the formation of 2D arrays of spherical nanoparticles at 

interfacial potentials of 40 mV and 60 mV for bulk water phase nanoparticle concentrations of 60 

nM and 35 nM . On further decreasing the interfacial potential, a 3D cluster is formed at the 

water/DCE interface. 

A model of XR that utilized a spherical nanoparticle showed that the nanoparticles adsorb 

on the DCE side of the interface when potentials of 60 mV and 40 mV were applied across the 

water/DCE interface. On further decreasing the potentials to 10 mV and below, a 3D structure was 

formed at the interface. Analysing the XR data under the assumption that the 3D structure was 

spherical did not provide a good fit, thereby suggesting that the 3D structure was not spherical.  

A slab model was used to analyse the 2D and 3D structures. The electron density profiles 

of the 2D structures determined by the slab model were consistent with the peak widths and 

amplitudes determined by the spherical model. Overall, the slab model fitted well for the XR data 

while the spherical model fitted well with only the 2D data of the XR data. However, the spherical 

model is a better model for single nanoparticle structures since we can justifiably assume that the 

single nanoparticles are close to spherical. In that case, the spherical model describes the physical 

characteristics of the structures at the water/DCE interface, which include the inter-particle 

spacing, average position of the nanoparticles from the interface, immersion depth distribution of 
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the nanoparticles at the interface, and coverage of the nanoparticles at the interface. Both the slab 

and spherical models provide accurate electron density profiles of the structures at the interface. 

The slab model proved to be more convenient for a first analysis of 3D nanoparticle clusters since 

we did not know beforehand the shape of the cluster. 

Varying the electrochemical potential at the interface produced significant changes in the 

position, coverage and immersion depth distribution of nanoparticles for both concentrations. For 

example, decreasing the interfacial potential from 60 mV to 40 mV moved nanoparticles that were 

initially at 26 Å on the DCE side of the interface to ~15 Å, according to the XR analysis. A decrease 

in interfacial potential was accompanied by increased interfacial coverage from ~ 90% to 100% 

for the 60 nM nanoparticle concentration in the bulk phase and ~80% to ~90% for the 35 nM 

nanoparticle concentration in the bulk phase. GISAXS analysis also showed that decreasing the 

interfacial potential from 60 mV to 40 mV led to a decrease in nearest neighbour distance of the 

nanoparticles. Hence, as the nanoparticle nearest neighbour distance decreased, nanoparticle 

coverage increased for both bulk nanoparticle concentrations.  

Overall, increased bulk phase nanoparticle concentration increased nanoparticle coverage 

and reduced nearest neighbour distance but did not change the position and distribution of the 

immersion depth of the nanoparticles at the interface. Decreasing the interfacial potential from 60 

mV to 40 mV increased nanoparticle coverage, decreased nanoparticle position, increased 

immersion depth distribution, and decreased nearest neighbour distance between the nanoparticles 

at the interface. From the analysis, it is clear that reducing the interfacial potential changes the 

interfacial structure, especially from a 2D structure to a 3D structure. 
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The observed increase in nanoparticle coverage.at the interface as a function of decreased  

interfacial potentials from 60 mV and 40 mV  is not consistent with our previous study of voltage 

tunable arrays of gold nanoparticles at water/1,2-dichloroethane interface using 5 mM NaCl and 5 

mM BTPPATPFB in DCE .What is different in our previous study and this study are the NaCl salt 

concentration in the aqueous phase of which  the current concentration  is 10 times the previous  

NaCl concentration used and the nanoparticle concentration in the bulk phase was ~ 10 nM.  Other 

variables such as stirring speed and equilibration times were significantly different. We do not 

expect the concentration of the nanoparticles in the bulk phase or the NaCl electrolyte to be the 

reason why previous and current results of interfacial coverage changed as a function of interfacial 

potential differ. Neither do we expect relaxation times to be the reason since in both cases, X-ray 

measurements continued until a stable data was obtained.  

Another difference between the previous study and the current study is the 3D cluster 

formation which was not observed in the previous study for the same potentials. Typical relaxation 

times for the initial equilibration potential ( 60 mV) may take ~ 7 hours of continuous stirring and 

subsequent  tuning ( interfacial potential of 40  mV) takes ~ 1 hour or less. However, at an 

interfacial potential of ~ 10 mV, relaxation time is over 15 hours. Further tuning of the interfacial 

to -40 mV has a typical relaxation time of ~ 6 hours. From interfacial potential of -90 mV and 

below, typical relaxation time is ~1-2 hours for X-ray measurements. We did not observe such 

long relaxation times in our previous study or the formation of the supposed 3D pyramidal 

structure at similar interfacial potentials. In Argonne National Laboratory, our typical initial 

equilibration times is ~ 18 hours at an interfacial potential of 60 mV-even though ~ 6 hours is 

enough to achieve an equilibrium  structure for XR measurements- including optical alignment 

and X-ray beam optimisation. We believe the long relaxation times at 10 mV and below is the 
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reason for the formation of the 3D structure which was not observed at similar interfacial potentials 

in previous study. Thus, the initial 2D structure from which the 3D structure was formed was in a 

metastable state. 

The assembly of nanoparticles at an oil/water is an emerging technology which has 

practical applications and scientific interests. In this study, our results have shown that by changing 

the interfacial potential across the water and DCE phase, it is possible to obtain 2D array and on 

further interfacial potential tuning towards the negative potentials, 3D structure is formed.  

This study has shown a proof of concept of voltage-tunable 2D and 3D structures and the 

effect bulk conditions can have on interfacial structures of the nanoparticles. Understanding the 

role of the bulk conditions and interfacial potentials can provide useful insight into making 2D and 

3D films at a water/oil interface.  
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Chapter 7 

 

 CHALLENGES AND FUTURE WORK 

We have demonstrated a voltage tunable 2D and 3D structures by tuning the interfacial 

potentials. The increase in NaCl concentration –with respect to our previous study-was expected 

to change the Debye length (screening length) and subsequently make the nanoparticles 

preferentially adsorb and stabilize on the water side of the interface.  

 In our analysis, we used several X-ray models to analyze and characterize the structure of the 

nanoparticles at the interface. Our proposed spherical 2D nanoparticle model was able to fit the 

XR data from which we managed to extra important physical parameters of the nanoparticles such 

as nearest neighbor separation distance, nanoparticle position, nanoparticle distribution depths and 

coverages. Our 3D spherical nanoparticle models were not either able to fit the 3D data or provide 

meaningful physical properties. 

Our slab model was able to fit the 3D data and provide useful information like the electron 

density profile. However, we lost important information such as the particle’s shape, size, position 

and coverage which characterize the structure of the nanoparticles at the interface.   

 Overall, this study was a success because we achieved a voltage tunable 2D and 3D structures.  

The counter-ions through coulombic interactions with the nanoparticles at the interface were the 

driving force in tuning the 2D to 3D structure. We hope that future work can be done more on the 

role of ion concentrations on the structure of the nanoparticles at the interface. Using divalent or 

trivalent ions in the aqueous phase could be interesting since they can provide different strength 
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of coulombic interactions and screening on the heavily charged nanoparticles and therefore 

provide a different kind of ordering, position and structure at the interface.   

 MD simulation study will also be useful in understanding the mechanism of the interactions 

between the ions and the nanoparticles leading to the formation of the 3D structure. This will help 

elucidate the dynamics and kinetic of the transition of the nanoparticles’ structure from 2D to 3D 

and enable us to explore other electrochemically induced structures. That is, to what extent can we 

tune the interface to achieve different 3D shapes, sizes, aspect ratio and so on?  

  The role of solvent presents a compelling case. For example, replacing the DCE with 

nitrobenzene or Toluene whose dielectric constants are ~ 35 and ~ 30 respectively can decrease 

the electrostatic correlation between the counter-ions on the DCE side of the interface and the 

nanoparticles initially present in the bulk phase of the water. This may cause the nanoparticles to 

order on the water side of the interface instead of the oil if the electrostatic correlation is tuned 

with solvent. Bringing the nanoparticles to the water side of the interface will provide a different 

structure. The relative dielectric values of water and DCE are ~ 80 and ~ 10 respectively meaning 

that the electrostatic correlation between the nanoparticles and the ions in the DCE is ~8 times 

stronger than the electrostatic correlation between the nanoparticles and the ions in the water. 

Using nitrobenzene instead of DCE will reduce the effect of electrostatic correlation between the 

ions and the nanoparticles in the oil side by a factor of ~ 2.3 and instead, improve the likelihood 

of the nanoparticles ordering on the water side of the interface.  

 We are not sure of the role of ionic size on the structure of the nanoparticles at the interface. 

For example, to what extent will the ordering change if the monovalent BTPPATPFB salt is 

replaced with a monovalent salt of tetrabutylammonium tetraphenylborate (TBATPB)? Literature 

study has demonstrated that ionic radius related to ionic charge density plays important role in ion 
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hydration energy which can influence ion condensation and screening on the heavily charged 

nanoparticles.  For the same monovalent ions but different ionic radii, it will be interesting to see 

how the charge density affects the ion condensation on the surface of the nanoparticles and the 

structure of the nanoparticles.  

 The role of the ligands could also be interesting. The ligand used in this study has a TMA 

terminal, which does not depend on pH. Hence, whether in the DCE or water phase, there are still 

~100 electronic charges from the ~ 100 ligands distributed over the surface of the 2 nm gold 

nanoparticle. Literature study has shown that some ligands with functional groups, for example, -

COOH terminal demonstrate different surface charges in different pH media. Hence it will be 

expected that the surface charge density of the nanoparticles with a -COOH terminal will have 

higher surface charge density in the water phase than in the DCE phase. In addition, the pH of the 

water phase could be adjusted to modulate the surface charge density of the nanoparticles in the 

water phase. Therefore, pH adjustment together with pH sensitive ligand will play a significant 

role in the structure and density of the nanoparticles at the interface. 

Future study and model analysis could address the functional form of the average electron 

density needed to fit the supposed 3D pyramid to validate our claim of pyramidal structure and 

provide real space information such as depth, distribution and orientation of the nanoparticles if 

any. Understanding why the nanoparticles will form a 3D pyramid is still not clear even though 

forming a spherical 3D structure may require more counter-ions, which are not available at the 

interfacial potentials at which the 3D structure was formed. It will be interesting to know the extent 

to which the interfacial ions can be tuned to obtain different 3D structures and aspect ratios.  

Understanding the surface chemistry of the nanoparticles, their interactions and their 

environments are key in the developments of 2D and 3D films for functional devices 
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APPENDIX A 

INTERFACIAL TENSION MEASUREMENT AND ROUGHNESS. 

Sample: Without Nanoparticles (w/o NP) 

∆𝜙𝑤−0 
(mV) 

Interfacial tension, γ 

( mN/m) 

410 17.3±0.1 

360 19.9±0.1 

310 22.3±0.1 

260 24.3±0.1 

210 25.7±0.1 

160 26.5±0.1 

110 27.1±0.1 

60 27.6±0.1 

10 27.7±0.1 

-40 27.8±0.1 

-90 27.7±0.1 

-140 27.4±0.1 

-190 26.4±0.1 

 

 

Sample: With Nanoparticles (w/ NP). 35 nM Nanoparticle in bulk aqueous phase 

∆𝜙𝑤−0 (mV)   γ (mN/m)   𝜎 (Å 

60     20.8±0.3    4.1 

40     18.6±0.1    4.3 

10     16.1±0.1    4.6 

-40    14.6±0.2    4.9 

-90  1  4.3±0.1     4.9 

-140    14.5±0.1    4.9 

-190        16.5±0.2       4.6 
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APPENDIX A (Continued) 

INTERFACIAL TENSION MEASUREMENT AND ROUGHNESS. 

Sample: With Nanoparticles (w/ NP). 60 nM Nanoparticle in bulk aqueous phase. 

(mV)    γ (mN/m)    𝜎 (Å 

60     19.1 ±0.1    4.25 

40     16.2 ±0.1    4.62 

10     14.1±0.1    4.95 

-40    12.7±0.1    5.22 

-90    12.2±0.1    5.32 

-140    12.6±0.1    5.24 

-190    14.4 ±0.1    4.90 
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APPENDIX A (Continued) 

X NaCl Concentration and 5 mM BTPPATPFB in DCE. X= 5, 50, 100 and 400  mM NaCl  

How potential of zero charge (PZC) was extracted from the interfacial tension versus applied cell’s 

potential (Δ𝜙𝑤
𝑜 ). We measured interfacial tension as a function of external potential of the sample 

cell for different concentrations of electrolytes. Then fitted the tension to a polynomial. The apex 

of the interfacial tension curve’s corresponding interfacial is the PZC. 
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APPENDIX A (Continued) 

X NaCl Concentration and 5 mM BTPPATPFB in DCE. X= 5, 50, 100 and 400 mM NaCl  

Potential of Zero Charge as a function of NaCl concentration. The concentration of the 

BTPPATPFB in DCE was fixed for all the NaCl concentrations. The PZC charge was obtained 

from the fits of the apex of the interfacial tension curves for the different electrolyte concentrations.  
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APPENDIX A (Continued) 

X NaCl Concentration and 5 mM BTPPATPFB in DCE. X= 5, 50, 100 and 400 mM NaCl  

We calculated the interfacial surface charge of the electrolyte ions from the fits and interpolation 

of the slope of the interfacial tension fits for different aqueous NaCl concentrations with fixed 

5mM BTPPATPFB in DCE.  
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APPENDIX A (Continued) 

SOME PRELIMINARY INTERFACIAL TENSION MEASREMENTS  

5 mM NaCl Concentration and 5 mM BTPPATPFB in DCE with 10 nM Nanoparticle 

Concentration 

 

We considered 5 mM NaCl aqueous concentration and 5 mM BTPPATPFB in DCE with 10 nM 

nanoparticle bulk concentration in the water phase. Sample was initially equilibrated at 60 mV 

interfacial potential, moved towards the negative interfacial potentials in a step of -50 mV up to 

an interfacial potential of -190 mV. Then sample moved towards the positive interfacial in a step 

of 50 Mv back to interfacial potential of 60 mV. 
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APPENDIX A (Continued) 

 

a: is a 5 mM NaCl concentration and 5 mM BTPPATPFB in DCE Electrolytes with 10 nM 

Nanoparticle Concentration in aqueous phase initially equilibrated at 60 mV interfacial potential 

and moved towards the negative interfacial potentials in a step of -50 mV  to a final interfacial 

potential of -190 mV. Then moved back towards the positive interfacial in a step of 50 mV to 

interfacial potential of 300 mV P/N means from positive to negative interfacial potential and N/P 

means from negative to positive interfacial potentials.  We begin with P/N and then move from 

N/P. 

 

b: is a 50 mM NaCl concentration and 5 mM BTPPATPFB in DCE electrolytes with  10 nM 

nanoparticle bulk concentration initially equilibrated at 10 mV interfacial potential and moved 

towards the negative interfacial potentials in a step of -50 mV.  

Stirrer speed used is ~ 130 rpm in the equilibration for all interfacial potentials. 
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APPENDIX A (Continued) 

50 mM NaCl and 5 mM BTPPATPFB in DCE with 60 nM Nanoparticle Concentration. 

This measurement was abandoned but it was consistent with some of the observed interfacial 

tension measurements at certain potentials (for example, at -40 mV here) taking a long time to 

relax. The interfacial relaxation time can be oscillatory. That is tension continuous to go up for 

some time and down for a while and then ends at a final value during relaxation. The dynamics of 

the initial equilibration potential times (60 mV) were not recorded here. Only the final equilibration 

tension were recorded briefly. Experimental condition was with 50 mM NaCl concentration and 5 

mM BTPPATPFB in DCE electrolytes with 60 nM nanoparticle bulk concentration in aqueous 

phase. System was initially equilibrated at 60 mV interfacial potential and moved towards the 

negative interfacial potentials. 
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APPENDIX A (Continued) 

5 mM NaCl and 5 mM BTPPATPFB in DCE with 10 nM Nanoparticle Concentration. 

This measurement was done with 5 mM aqueous NaCl concentration and 5 mM BTPPATPFB in 

DCE electrolytes with 10 nM nanoparticle bulk concentration in aqueous phase. The idea was to 

test the effect of stirring and waiting time on the equilibrium tension values. The values in the 

circles are the final tension values recorded. The fluctuations in the some of the tension values at 

certain potentials is due to the stirrer close to the interface disturbing the interface and affecting 

the tension values. The final values in circles are values measured when stirring was continues. In 

addition, at certain potentials, for example, -40 mV and -90 mV, there was no stirring. Potentials 

10 mV and -190 mV were stirred for very long time compared with potential -140 mV. 
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APPENDIX A (Continued) 

50 mM NaCl Concentration and 5 mM BTPPATPFB in DCE Electrolytes with 35 nM 

Nanoparticle Bulk Concentration  

This measurement was done with 50 mM aqueous NaCl concentration and 5 mM BTPPATPFB in 

DCE electrolytes with 35 nM nanoparticle bulk concentration in aqueous phase. Stirring was 

immediately started when the interfacial potential was at -40 mV without waiting because I 

observed changing the interfacial tension, waiting for a while can lower the interfacial tension and 

subsequent stirring and waiting can bring the interfacial tension up with time.  The initial highly 

dispersed values of interfacial tension at -190 mV was due to stirring which perturbed the interface. 

Stirring speed was later slowed and interface was no more disturbed.  

 

Missing part of the measurements at interfacial potentials was due to stirring at that time, the 

tension values being recorded was due to interfacial disturbance of the stirrer.   
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APPENDIX B 

FIT PAREMETERS OF GISAXS ANALYSIS USING LORENTZIAN FUNCTION 

A is area of the peak, subscripts  

w is width of peak, Q is the parallel wave vector showing center of peak from fit 

0, 1, 2 and 3 are first, second, third and fourth order peaks 

IN-PLANE FIT WITH 60 nM NANOPARTICLE CONCENTRATION IN BULK 

AQUEOUS PHASE. 

𝜙𝑤−𝑜 

 

(mV) 

Ao x 1o-2 

 

(Å-2) 

A1 x 1o-2 

 

(Å-2) 

A2 x 

1o-3 

(Å-2) 

A3 x 

1o-3 

(Å-2) 

Qo x 

 1o-1, 

(Å-1 ) 

Q1 x  

1o-1, 

(Å-1) 

 

Q2 x 1o-1, 

(Å-1 ) 

Q3 x 

 1o-1, 

 (Å-1 ) 

 

wo  x 

1o-2, 

(Å-1 

w1 

1o-2, 

(Å-1 ) 

 

w2 

1o-2, 

(Å-1 ) 

 

w3 x 1o-2, 

(Å-1 ) 

 

60  1.066 

 

3.760 

 

1.502 

 

 1.072 

 

1.857 

 

2.150 

 

 0.864 1.962 1.888 

 

40 1.034 1.246 

 

4.132 

 

0.961 

 

0.323 1.085 1.882 

 

2.180 

 

3.923 1.173 2.723 2.074 

 

10 1.021 

 

   0.323 

 

  

 

 4.115    

-40 1.122 

 

 

 

  0.332 

 

   3.824    

 

 

 

 

 

  



125 

 

 

 

 

APPENDIX B (Continued) 

FIT PAREMETERS OF GISAXS ANALYSIS USING LORENTZIAN FUNCTION 

A is area of the peak, subscripts  

w is width of peak, Q is the parallel wave vector showing centre of peak 

0, 1, 2 and 3 are first, second, third and fourth order peaks 

IN-PLANE FIT WITH 35 nM NANOPARTICLE CONCENTRATION IN BULK 

AQUEOUS PHASE 

: RIGHT PEAK  

𝝓𝒘−𝒐 

(mV) 

Ao x 1o-4 

(Å-2) 

A1 x 1o-4 

(Å-2) 

A2 x 1o-4 

(Å-2) 

Qo x1o-1, 

(Å-1 ) 

Q1 x 1o-1,  

(Å-1 ) 

Q2 x1o-1, 

(Å-1 ) 

wo x 1o-2, 

(Å-1 ) 

 

w1 x 1o-2, 

(Å-1 ) 

 

w2 x 1o-2,  

(Å-1 ) 

 

60 8.077 

 

2.250 

 

2.184 

 

1.005 

 

1.743 1.998 

 

0.8287 

 

1.701 

 

2.279 

 

40 6.924 

 

3.522 3.0889 1.030 

 

1.7912 2.042 0.8915 2.537 2.64 
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APPENDIX B (Continued) 

IN-PLANE FIT WITH 35 nM NANOPARTICLE CONCENTRATION IN BULK 

AQUEOUS PHASE: LEFT PEAK 

𝜙𝑤−𝑜 

 

(mV) 

Ao x 

1o-4 

(Å-2) 

A1 x 

1o-4 

(Å-2) 

A2 x 

1o-4 

(Å-2) 

Qo x 

1o-1, 

(Å-1 ) 

Q1 x 1o-1,  

(Å-1 ) 

Q2 x 1o-1, 

(Å-1 ) 

wo x 1o-2, 

(Å-1 ) 

 

w1 x 1o-2, 

(Å-1 ) 

 

w2 x 1o-2,  

(Å-1 ) 

 

60 8.361 2.287 1.921 -1.005 -1.743 -2.014 0.873 1.830 2.472 

40 7.515 5.840 3.089 -1.038 -1.806 -2.076 1.0301 3.785 2.1978 
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APPENDIX C 

FIT PAREMETERS OF GISAXS ANALYSES USING LORENTZIAN AND LINEAR 

FUNCTIONS TO FIND THE PEAK CENTERS OF THE 3D STRUCTURE 

 

Interfacial Potential of 10 mV with 60 nM Nanoparticle Concentration in Bulk Aqueous 

Phase. 

Center,Qz, (Å
-1)        Fit Area, A 

(Å-2) 

Fit Center,  Qxy 

              (Å-1) 

Fit Width, wo  

             (Å-1 ) 

0.02 0.0251 0.0125 0.00194 

0.03 0.0224 0.0176 0.0089 

0.04 0.014 0.0243 0.0626 

0.05 0.0101 0.02168 0.02483 

0.06 0.00301 0.029835 0.02472 

0.07 0.001652 0.03633 0.02696 

0.08 0.0009788 0.0432 0.028801 

0.09 0.0006 0.04993 0.03096 

0.1 0.000175 0.0616 0.0195645 

 

 

Interfacial Potential of +10 mV with 60 nM Nanoparticle Concentration in Bulk Aqueous 

Phase. 

Center, Qxy,  

          (Å-1) 

        Fit Area ,A  

             (Å-2) 

Fit Center, Qz 

            (Å-1 ) 

Fit Width, wo 

(Å-1 ) 

0.02 0.07979 0.01559 0.01970 

0.03 0.01065 0.03233 0.030808 

0.04 0.00581 0.04493 0.04474 

0.05 0.00235 0.06128 0.0430 

0.06 0.00123 0.0730 0.043278 

0.07 0.00041 0.0893 0.03705 

0.08 0.000336 0.102108 0.03602 
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APPENDIX C (Continued) 

FIT PAREMETERS OF GISAXS ANALYSIS USING LORENTZIAN FUNCTION 

Interfacial Potential of -40 mV with 60 nM Nanoparticle Concentration in Bulk Aqueous 

Phase. 

Center, Qz  

(Å-1) 

Fit Area, A 

(Å-2) 

Fit Center, Qxy, 

             ( Å-1 ) 

Fit Width,wo 

          ( Å-1 ) 

0.05 0.00897993 0.0231328 0.02202 

0.06 0.00412901 0.028029 0.0236482 

0.07 0.00183 0.0341766 0.0277524 

0.08 0.0006759 0.042182 0.027065 

0.09 0.00041455 0.05033 0.0269464 

 

Interfacial Potential of -40 mV with 60 nM Nanoparticle Concentration in Bulk Aqueous 

phase. 

Center, Qxy,  

 (Å-1) 

Fit Area ,A  

    (Å-2) 

Fit Center, Qz 

 (Å-1 ) 

Fit Width, wo  

(Å-1 ) 

0.02  0.077969 0.02365 0.0140 

0.03  0.05734367 0.023196   0.0274 

0.04 0.0281977 0.0230  0.0454 

0.05 0.0015937 0.01796   0.00999 

0.06 0.0015732 0.0271  0.02460 

0.07 0.000116 0.0276 0.00730 

0.08 0.000416 0.030 0.0294 

0.09 0.000034 0.027 0.0040 

0.1 0.00005 0.034 0.0195 
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APPENDIX D 

 

X-RAY XR FITTING FUNCTIONS USED IN ANALYSIS 2D SPHERICAL 

NANOPARTICLE MODEL  

# means comment in the program. Not to be executed  

import sys 

import os 

sys.path.append('/home/daniel/Documents/XR-Analysis/Fortran_Routines/') 

import pylab as pl 

import numpy as np 

from xr_ref import Parratt# calling xr_ref and using Parratt from its many functions 

os.getcwd()# get working directory 

global lam# making the wavelength lam accessible to all parts of the program 

lam=0.41328 

sys.path.append('/home/daniel/Documents/lmfit/lmfit-0.7.2/build/lib.linux-x86_64-2.7/lmfit/')# 

access to data path 

from lmfit import minimize, Parameters, conf_interval# need to have lmfit installed 

from lmfit.printfuncs import * 

from scipy.optimize import curve_fit 

from scipy.optimize import optimize # Need to install scipy 
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APPENDIX D (Continued) 

def Rf(q):#Fresnel Reflectivity from water/DCE system 

    r1,r2=parratt(q,0.41328,[0.0,10.0],[0.334,0.38],[0.0,0.0])# wave vector, wavelength, number of 

internal layers, electron densities and absorption coefficient 

    return r1 # r1 is the reflectivity, r2 is the amplitude of reflectivity  

################################################################## 

def ref_residual(par,x,y,yerr):# par has the physical properties of the nanoparticles at the interface 

    Rc=par['Rc'].value# size of nanoparticle 

    Z0=par['Z0'].value # position of nanoparticle 

    D=par['D'].value # lattice spacing of nanoparticle 

    cov=par['cov'].value# coverage of nanoparticle 

    xi=par['xi'].value # distribution of immersion depth 

    rhoc=par['rhoc'].value # electron density of gold nanoparticle 

    sig=par['sig'].value# roughness at the interface 

    rhos=[0.334,0.38] # electron density of water and DCE 

    lam=0.41328# wavelength 
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APPENDIX D (Continued) 

    if Z0<0: 

     z=arange(-100.0,50.0)# range of depth to calculate reflectivity 

    else: 

     z=arange(-50,100.0) 

    d=ones_like(z)# size of the internal layers 

    edp=decayNp(z,Rc=Rc,z0=Z0,xi=xi,cov=cov,rhos=rhos,rhoc=rhoc,sig=sig,D=D)# electron 

density function 

    beta=np.zeros_like(z)   # absorption of the solvent when X-ray passes through it 

    rho=np.array(edp,dtype='float') # arrays of electron density 

    refq,r2=parratt(x,lam,d,rho,beta)# reflectivity calculated using Parratt function 

    rf,r2=parratt(x,lam,[0.0,1e3],rhos,[0.0,0.0])# wave vector, wavelength, number of internal 

layers, electron densities and absorption coefficient 

    if yerr==None: # error bars on reflectivity data 

        return refq/rf-y/rf 

    else: 

        return (refq-y)/yerr 

    

#######################################################################       

 def ref_fun(par,x):# calculates reflectivity 

    Rc=par['Rc'].value 

    D=par['D'].value 
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APPENDIX D (Continued) 

    Z0=par['Z0'].value 

    cov=par['cov'].value 

    rhoc=par['rhoc'].value 

    xi=par['xi'].value 

    sig=par['sig'].value 

    rhos=[0.334,0.38] 

    lam=0.41328 

    if Z0<0: 

     z=arange(-100.0,50.0) 

    else: 

     z=arange(-50,100.0) 

    d=ones_like(z) 

    edp=decayNp(z,Rc=Rc,z0=Z0,xi=xi,cov=cov,rhos=rhos,rhoc=rhoc,sig=sig,D=D) 

    beta=np.zeros_like(z) 

    rho=np.array(edp,dtype='float') 

    refq,r2=parratt(x,lam,d,rho,beta) 

    rf,r2=parratt(x,lam,[0.0,1e3],rhos,[0.0,0.0]) 

    return refq/rf # returns calculated reflectivity normalized by Fresnel reflectivity 

####################################################################         

def decayNp(z,Rc=10,D=30.0,z0=0.0,xi=1.0,cov=100.0,rhoc=4.65,rhos=[0.334,0.38],sig=1.0):# 

calculates the electron density  

    z2=arange(z[0]-4*int(sig),z[-1]+4*int(sig)+1) 
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APPENDIX D (Continued) 

    intf=where(z2<=0,rhos[0],rhos[1]) 

    if z0<=0: 

        z1=arange(-4*xi+z0,z0)# range of nanoparticles positions distributed in space, z 

        dec=exp((z1-z0)/xi)/xi# immersion distribution function 

    else: 

        z1=arange(z0,z0+4*xi) 

        dec=exp((z0-z1)/xi)/xi 

    rhoz=zeros_like(z2)# electron density of the nanoparticle  

    for i in range(len(z1)): 

        rhoz=rhoz+rhoNPz(z2,z0=z1[i],rhoc=rhoc,Rc=Rc,D=D,rhos=rhos)*dec[i]/sum(dec) 

      # function which integrates the electron density of the nanoparticle 

    rhoz=cov*rhoz/100.0+(100-cov)*intf/100.0 # average electron density consisting of water and 

nanoparticles. intf = electron density of solvent either water or DCE 

    rough=exp(-arange(-4*int(sig),4*int(sig)+1)**2/2.0/sig**2)/sqrt(2*pi)/sig# roughness as a 

Gaussian function 

    return convolve(rhoz,rough,mode='valid') # convolutes electron density with roughness 

############################################################################## 

def rhoNPz(z,z0=0,rhoc=4.65,Rc=10.0,D=28.0,rhos=[0.334,0.38]):# electron density of the gold 

nanoparticle 

 rhob=where(z>0,rhos[1],rhos[0]) 

 return where(abs(z-z0)<=Rc,(2*pi*(rhoc-rhob)*(Rc**2-(z-

z0)**2)+1.732*rhob*D**2)/(1.732*D**2),rhob) 
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APPENDIX D (Continued) 

######################################################################## 

def 

ref_err(ddir='/',fname='sample2_ref_0.60v',err='neq',parname=['D','Rc','Z0','cov','rhoc','sig','xi'],p

aram=[56,10.0,20,20,3.65,3.5,2.23],\ 

fit=[False,False,True,True,True,False,False],plt=0,tit=''): 

#    fname='sample_50mM_400mV_ref.txt' 

#    parname=['D','Rc','Z0','cov','sigma','xi'] 

    #fit=[False,True,True,True,False,True] 

#    rcParams['font.size']=20 

#    rc('text', usetex=True) 

    lam=0.41328 

    rhos=[0.334,0.38]#     

    data1=loadtxt(ddir+fname)# uploads reflectivity data 

    data=zeros_like(data1)# creates a size of the size of the X-ray data 

    data[:,1]=data1[data1[:,0].argsort(),1]# sorts the second column in increasing order  

    data[:,0]=data1[data1[:,0].argsort(),0]# sorts the first column in increasing order 

    data[:,2]=data1[data1[:,0].argsort(),2]# sorts the third column in increasing order 
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APPENDIX D (Continued) 

    rf=Rf(data[:,0])# inputs the first column(wave vector) into the Rf function.  

    if err=='eq':# satisfies a condition 

        data[:,2]=np.array([max(data1[i,2],data1[i,1]*0.01) for i in range(len(data1[:,2]))])# 

increases data1b y 1% 

    elif err==None: 

        data[:,2]=None 

    else: 

        pass 

    par=Parameters()# fitting parameters.Sets the parameter names and space for the fitting 

functions 

    par.add(parname[0],    value=param[0],   min=0.0, max=300.0,  vary=fit[0])#D 

    par.add(parname[1],    value=param[1],   min=10, max=300.0,  vary=fit[1])#Rc  

    par.add(parname[2],    value=param[2],   min=-100.0, max=100.0,  vary=fit[2])#ZO 

    par.add(parname[3],    value=param[3],   min=0.0, max=100.0, vary=fit[3])#cov 

    par.add(parname[4],    value=param[4],   min=0.332, max=5.65, vary=fit[4])#rhoc 

    par.add(parname[5],    value=param[5],   min=0.00, max=7,   vary=fit[5])#sig 

 

    par.add(parname[6],    value=param[6],   min=0.1, max=40,   vary=fit[6])#xi 

    minobj=minimize(ref_residual,par,args=(data[:,0],data[:,1],data[:,2]))# objective function 

    minobj.leastsq()# minimize the objective function using least square aka leastsq 

    chisq=sum(ref_residual(par,data[:,0],data[:,1],data[:,2])**2)# calculates chisquared 
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APPENDIX D (Continued) 

    if plt==1:# plotting. If the call function has plt=1, program is executed otherwise no. 

        figure(figsize=(12,4)) 

        subplot(131) 

        yscale('log')# putting it on logscale 

        errorbar(data[:,0],data[:,1]/rf,data[:,2]/rf,fmt='ro')#plotting data 

        x=linspace(0.002,1.2*data[-1,0],100)# range in which the fitted data is to be plotted 

        y=ref_fun(par,x)# returns the calculated reflectivity from the optimized parameters, par and 

x, the range of interest 

        plot(x,y,'b-',lw=2) 

        xlabel(r'$\mathbf{Q_z\ (\AA^{-1})}$') 

        ylabel(r'$\mathbf{R/R_f}$') 

        xticks([0.0,0.15,0.3,0.45],fontsize=16) 

        yticks([5e-1,1,10,300],fontsize = 16) 

        ylim(0.8,300) 

        xlim(0,0.35) 

        title(r''+tit+' $\chi^2$=%.2f'%chisq,fontsize=16)# titles 

        grid() 

        subplot(132) 

        Rc=par['Rc'].value# plotting the optimized parameters from fits 

        D=par['D'].value 
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APPENDIX D (Continued) 

        Z0=par['Z0'].value 

        cov=par['cov'].value 

        sig=par['sig'].value 

        xi=par['xi'].value 

        rhoc=par['rhoc'].value 

        rhos=[0.334,0.38] 

        z=arange(-100,100) 

        edp=decayNp(z,Rc=Rc,z0=Z0,xi=xi,cov=cov,rhos=rhos,rhoc=rhoc,sig=sig,D=D)# electron 

density convoluted with roughness and immersion depth distribution 

        plot(z,edp,'b-',lw=2) 

   APPENDIX D (CONTINUED) 

        xlabel(r'$\mathbf{z\ (\AA^)}$') 

        ylabel(r'$\mathbf{\rho\ (el/\AA^{-3})}$') 

        xticks([-30,0,30,60,90],fontsize=16) 

        yticks([0.3,0.45,0.60,0.75]) 

        title('Electron Density Profile',fontsize=16) 

        grid() 

        subplot(133) 

        axis('off') 

#        tight_layout() 

        p_names=[parname[i] for i in range(len(fit)) if fit[i]] 

        print par 
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        try: 

            ci=conf_interval(minobj,p_names=p_names,sigmas=[0.68])# calculates confidence 

interval to 1 sigma 

            text(0.0,1.0,r'\underline{Fit Parameters for '+tit+'}',fontsize=16) 

            fitpar={}# list of fit parameters 

            for i in range(len(p_names)): 

                text(0.0,0.9-

i*0.1,p_names[i]+'='+'%.3f'%ci[p_names[i]][1][1]+'[+'+'%.5f'%(nan_to_num(ci[p_names[i]][2][

1])-ci[p_names[i]][1][1])+\ 

    '/-'+'%.5f]'%(ci[p_names[i]][1][1]-nan_to_num(ci[p_names[i]][0][1])),fontsize=16) 

                text(0.0,0.9-i*0.1,p_names[i]+'='+'%.3f 

+/- %.5f'%(par[p_names[i]].value,par[p_names[i]].stderr),fontsize=16) 

                

fitpar[p_names[i]]={'value':ci[p_names[i]][1][1],'error':[nan_to_num(ci[p_names[i]][2][1])-

ci[p_names[i]][1][1],ci[p_names[i]][1][1]-nan_to_num(ci[p_names[i]][0][1])]} 

                fitpar[p_names[i]]={'value':par[p_names[i]].value,'error':[-

par[p_names[i]].stderr,par[p_names[i]].stderr]} 

           tight_layout()# separates two plotted figures so their texts do not mesh into each figures 

full_output={'qz':data[:,0],'rrf':data[:,1]/rf,'rrf_err':data[:,2]/rf,'qzfit':x,'rrf_fit':y,'z':z,'edp':edp,'fitp

ar':fitpar}# output parameters 

            return chisq,full_output# returns chisquared and output parameters 
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APPENDIX D (Continued) 

        except:# if cannot calculate error bars on the parameters based on confidence interval 

            print "Error couldnot be estimated" 

    return chisq # only returns the chi-squared from the fits 

 

CALLING OUT FUNCTION 

############################################################ 

ref2_038v_2016=ref_err(ddir=ddir,fname='sample_50mM_380_equilibrated_ref.txt',parname=['

D','Rc','Z0','cov','sig','xi','qoff'],param=[58.0,11.0,9.9,99.0,3.9,10.79,-

0.0009],fit=[False,False,True,True,False,True,False],plt=1,tit='380 mV_2016',err='eq') 

##################################################################### 

#Parratt Algorithm With. Fortran Code. 

subroutine parratt_born(q,lambda,d,rho,beta,Rgen,M,N) 

!*************************************************************************

** 

!Subroutine to calculate Specular Reflectivity using Parrat Algorithm with  

!Born Approximation for roughness 

!M = No. of data points 

!N = No. of slabs 

!lambda = wavelength 

!d = thickness of each slab 

!Rgen = generated reflectivtiy data 

 

!q = change in wave vector 

!*************************************************************************

** 

double precision :: q(0:M), Rgen(0:M) 

double precision :: d(0:N+1), rho(0:N+1), beta(0:N+1), sigma(0:N+1), 

qc(0:N+1) 

double precision :: lambda 

double complex :: X, fact1, fact2, r(0:N+1), k1, k2, fact 

double precision, parameter :: re=2.814e-5, pi=3.14157 

 

do j=0,N+1 

   qc(j)=dsqrt(16.0d0*pi*re*rho(j)) 

enddo 
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APPENDIX D (Continued) 

do i = 1,M 

   r(N+1)=dcmplx(0.0d0,0.0d0) 

   do j=N,0,-1 

      k1=cdsqrt(dcmplx(q(i)**2-qc(j)**2,-32.0d0*beta(j)*pi**2/lambda**2)) 

      k2=cdsqrt(dcmplx(q(i)**2-qc(j+1)**2,-

32.0d0*beta(j+1)*pi**2/lambda**2)) 

      X=(k1-k2)*cdexp(-k1*k2*sigma(j+1)**2/2)/(k1+k2) 

      fact1=dcmplx(dcos(dble(k2)*d(j+1)),dsin(dble(k2)*d(j+1))) 

      fact2=dexp(-aimag(k2)*d(j+1)) 

      fact=fact1*fact2 

      r(j)=(X+r(j+1)*fact)/(1.0+X*r(j+1)*fact) 

   enddo 

   Rgen(i)=cdabs(r(0))**2 

enddo    

end subroutine parratt_born 

 

subroutine parratt(q,lambda,d,rho,beta,Rgen,M,N) 

!*************************************************************************

** 

! 

!M = No. of data points 

!N = No. of slabs 

!lambda = wavelength 

!d = thickness of each slab 

!Rgen = generated reflectivtiy data 

!q = change in wave vector 

!*************************************************************************

** 

double precision :: q(0:M), Rgen(0:M) 

double precision :: d(0:N+1), rho(0:N+1), beta(0:N+1), qc(0:N+1) 

double precision :: lambda 

double complex :: X, fact1, fact2, r(0:N+1), k1, k2, fact 

double precision, parameter :: re=2.814e-5, pi=3.14157 

 

do j=0,N+1 

   qc(j)=dsqrt(16.0d0*pi*re*rho(j)) 

enddo 

 

do i = 1,M 

   r(N+1)=dcmplx(0.0d0,0.0d0) 

   do j=N,0,-1 

      k1=cdsqrt(dcmplx(q(i)**2-qc(j)**2,-32.0d0*beta(j)*pi**2/lambda**2)) 

      k2=cdsqrt(dcmplx(q(i)**2-qc(j+1)**2,-

32.0d0*beta(j+1)*pi**2/lambda**2)) 

      X=(k1-k2)/(k1+k2) 

      fact1=dcmplx(dcos(dble(k2)*d(j+1)),dsin(dble(k2)*d(j+1))) 

      fact2=dexp(-aimag(k2)*d(j+1)) 

      fact=fact1*fact2 

      r(j)=(X+r(j+1)*fact)/(1.0+X*r(j+1)*fact) 

   enddo 

   Rgen(i)=cdabs(r(0))**2 
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APPENDIX D (Continued) 

enddo    

end subroutine Parratt 

################################################################ 

3D SPHERICAL NANOPARTICLE MODEL  

 

def ref_residual(par,x,y,yerr): 

    Rc1=par['Rc1'].value#single nanoparticle size 

    Rc2=par['Rc2'].value#cluster of nanoparticle size 

    rhoc1=par['rhoc1'].value#electron density of single nanoparticle 

    rhoc2=par['rhoc2'].value#electron density of cluster 

    D1=par['D1'].value# spacing of nanoparticles size 

    D2=par['D2'].value# spacing of the cluster 

    Z01=par['Z01'].value# depth of nanoparticles 

    Z02=par['Z02'].value# depth of nanoparticles 

    cov1=par['cov1'].value# coverage of single nanoparticle with respect to 

water 

    cov2=par['cov2'].value# coverage of nanoparticles with respect to water  

    alpha1=par['alpha1'].value 

    alpha2=par['alpha2'].value 

    xi1=par['xi1'].value 

    xi2=par['xi2'].value 

    sig=par['sig'].value#roughness 

    qoff=par['qoff'].value 

    rhos=[0.334,0.38]# electron densities of water and DCE 

    lam=0.41328 

    rf,r2=parratt(x,lam,[0.0,1e3],rhos,[0.0,0.0])  # Frenel reflecitivity 

 

    x=x+qoff   #qz offset 

     

    if Z01 or Z02 <0: 

        z=pl.arange(-3.0*Rc2,1.5*Rc2)# -500.0 

    else: 

        z=pl.arange(-1.5*Rc2,3.0*Rc2) 

    d=pl.ones_like(z) 

    

edp1=decayNp1(z,Rc1=Rc1,Z01=Z01,xi1=xi1,cov1=cov1,rhos=rhos,rhoc1=rhoc1,si

g=sig,D1=D1) 

    beta=np.zeros_like(z) 

    rho1=np.array(edp1,dtype='float') 
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APPENDIX D (Continued) 

     

    refq1,r2=parratt(x,lam,d,rho1,beta)# sqaure of the amplitude for single 

nanoparticle 

     

    

edp2=decayNp2(z,Rc2=Rc2,Z02=Z02,xi2=xi2,cov2=cov2,rhos=rhos,rhoc2=rhoc2,si

g=sig,D2=D2) 

    rho2=np.array(edp2,dtype='float') 

 

    refq2,r2=parratt(x,lam,d,rho2,beta)# square of the amplitude for 

cluster  

#    rf,r2=parratt(x,lam,[0.0,1e3],rhos,[0.0,0.0])  

    refq=(alpha1/100.0*refq1)+(alpha2/100.0*refq2)+(100.0-alpha1-

alpha2)/100.0*rf # Total inhomogenous reflectivity  

 

    if yerr==None: 

        return refq/rf-y/rf 

    else: 

        return (refq-y)/yerr 

     

 

#pl.figure(figsize=(10,10)) 

#################################################################### 

def ref_fun(par,x): 

    Rc1=par['Rc1'].value#single nanoparticle size 

    Rc2=par['Rc2'].value#cluster of nanoparticle size 

    rhoc1=par['rhoc1'].value#electron density of single nanoparticle 

    rhoc2=par['rhoc2'].value#electron density of cluster 

    D1=par['D1'].value#  
    D2=par['D2'].value# spacing of the cluster 

 

    Z01=par['Z01'].value# depth of nanoparticles 

    Z02=par['Z02'].value# depth of nanoparticles 

    cov1=par['cov1'].value# coverage of single nanoparticle with respect to 

water 

    cov2=par['cov2'].value# coverage of nanoparticles with respect to water  

    alpha1=par['alpha1'].value 

    alpha2=par['alpha2'].value 

    xi1=par['xi1'].value 

    xi2=par['xi2'].value 

    sig=par['sig'].value#roughness 

    qoff=par['qoff'].value 

    rhos=[0.334,0.38]# electron densities of water and DCE 

    lam=0.41328 

    rf,r2=parratt(x,lam,[0.0,1e3],rhos,[0.0,0.0])  # Frensel reflecitivity 

    x=x+qoff   #qz offset 
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APPENDIX D (Continued) 

 

    if Z01 or Z02 <0: 

        z=pl.arange(-3.0*Rc2,2.5*Rc2) 

    else: 

        z=pl.arange(-2.5*Rc2,3.0*Rc2) 

    d=pl.ones_like(z) 

 

spacing of nanoparticles size 

    

edp1=decayNp1(z,Rc1=Rc1,Z01=Z01,xi1=xi1,cov1=cov1,rhos=rhos,rhoc1=rhoc1,si

g=sig,D1=D1) 

    beta=np.zeros_like(z) 

    rho1=np.array(edp1,dtype='float') 

 

    refq1,r2=parratt(x,lam,d,rho1,beta)# sqaure of the amplitude for single 

nanoparticle     

    

edp2=decayNp2(z,Rc2=Rc2,Z02=Z02,xi2=xi2,cov2=cov2,rhos=rhos,rhoc2=rhoc2,si

g=sig,D2=D2) 

    rho2=np.array(edp2,dtype='float') 

 

    refq2,r2=parratt(x,lam,d,rho2,beta)# square of the amplitude for 

cluster  

#   rf,r2=parratt(x,lam,[0.0,1e3],rhos,[0.0,0.0])  

    refq=(alpha1/100.0*refq1)+(alpha2/100.0*refq2)+(100.0-alpha1-

alpha2)/100.0*rf # Total inhomogenous reflectivity  

    return refq/rf 

    

########################################################################## 

def 

decayNp2(z,Rc2=10,D2=30.0,Z02=0.0,xi2=1.0,cov2=100.0,rhoc2=4.65,rhos=[0.33

4,0.38],sig=1.0): 

    z2=pl.arange(z[0]-4*int(sig),z[-1]+4*int(sig)+1) 

    intf=pl.where(z2<=0,rhos[0],rhos[1]) 

    if Z02<=0: 

        z1=pl.arange(-4*xi2+Z02,Z02) 

        dec=pl.exp((z1-Z02)/xi2)/xi2 

    else: 

        z1=pl.arange(Z02,Z02+4*xi2) 

        dec=pl.exp((Z02-z1)/xi2)/xi2 

 

    rhoz=pl.zeros_like(z2) 

    for i in range(len(z1)): 

        

rhoz=rhoz+rhoNPz2(z2,Z02=z1[i],rhoc2=rhoc2,Rc2=Rc2,D2=D2,rhos=rhos)*dec[i]

/sum(dec) 

    rhoz=cov2*rhoz/100.0+(100-cov2)*intf/100.0 

    rough=pl.exp(-pl.arange(-

4*int(sig),4*int(sig)+1)**2/2.0/sig**2)/pl.sqrt(2*pi)/sig 

    return pl.convolve(rhoz,rough,mode='valid') 

 

 



144 

 

 

 

APPENDIX D (Continued) 

 

 

#################################################################### 

 

def 

decayNp1(z,Rc1=10,D1=30.0,Z01=0.0,xi1=1.0,cov1=100.0,rhoc1=1.65,rhos=[0.33

4,0.38],sig=1.0): 

    z2=pl.arange(z[0]-4*int(sig),z[-1]+4*int(sig)+1) 

    intf=pl.where(z2<=0,rhos[0],rhos[1]) 

    if Z01<=0: 

        z1=pl.arange(-4*xi1+Z01,Z01) 

        dec=pl.exp((z1-Z01)/xi1)/xi1 

    else: 

        z1=pl.arange(Z01,Z01+4*xi1) 

        dec=pl.exp((Z01-z1)/xi1)/xi1 

    rhoz=pl.zeros_like(z2) 

    for i in range(len(z1)): 

        

rhoz=rhoz+rhoNPz1(z2,Z01=z1[i],rhoc1=rhoc1,Rc1=Rc1,D1=D1,rhos=rhos)*dec[i]

/sum(dec) 

    rhoz=cov1*rhoz/100.0+(100-cov1)*intf/100.0 

    rough=pl.exp(-pl.arange(-

4*int(sig),4*int(sig)+1)**2/2.0/sig**2)/pl.sqrt(2*pi)/sig 

    return pl.convolve(rhoz,rough,mode='valid') 

 

 

####################################################################     

 

def rhoNPz1(z,Z01=0,rhoc1=4.65,Rc1=10.0,D1=28.0,rhos=[0.334,0.38]): 

    rhob=pl.where(z>0,rhos[1],rhos[0]) 

    return pl.where(abs(z-Z01)<=Rc1,(2*pi*(rhoc1-rhob)*(Rc1**2-(z-

Z01)**2)+1.732*rhob*D1**2)/(1.732*D1**2),rhob) 

 

         

     

################################################################# 

def rhoNPz2(z,Z02=0,rhoc2=1.65,Rc2=10.0,D2=28.0,rhos=[0.334,0.38]): 

    rhob=pl.where(z>0,rhos[1],rhos[0]) 

    return pl.where(abs(z-Z02)<=Rc2,(2*pi*(rhoc2-rhob)*(Rc2**2-(z-

Z02)**2)+1.732*rhob*D2**2)/(1.732*D2**2),rhob) 

     

###############################################################     

 

def 

ref_err(ddir='/',fname='sample2_ref_0.60v',err='neq',parname=['D1','D2','R

c1','Rc2','Z01','Z02','cov1','cov2','alpha1','alpha2','rhoc1','rhoc2','xi1

','xi2','sig','qoff'],param=[57.0,130,10.0,90.0,20,20,50,50,30,70,4.65,1.0

,2.3,2.3,4.0,0],\ 

fit=[False,False,False,False,True,True,True,True,True,True,True,False,True

,True],plt=0,tit=''): 

    lam=0.41328 

    rhos=[0.334,0.38] 
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APPENDIX D (Continued) 

 

    data1=pl.loadtxt(ddir+fname) 

    data=pl.zeros_like(data1) 

    data[:,1]=data1[data1[:,0].argsort(),1] 

    data[:,0]=data1[data1[:,0].argsort(),0] 

    data[:,2]=data1[data1[:,0].argsort(),2] 

    rf=Rf(data[:,0]) 

 

    if err=='eq': 

        data[:,2]=np.array([max(data1[i,2],data1[i,1]*0.01) for i in 

range(len(data1[:,2]))]) 

    elif err==None: 

        data[:,2]=None 

    else: 

        pass 

     

    par=Parameters() 

 

    par.add(parname[0],    value=param[0],   min=50.0, max=70.0,  

vary=fit[0])#Single spacing 

    par.add(parname[1],    value=param[1],   min=100.0, max=230.0,  

vary=fit[1])#Cluster spacing 

    par.add(parname[2],    value=param[2],   min=8, max=13,  

vary=fit[2])#single size    

    par.add(parname[3],    value=param[3],   min=60, max=120.0,  

vary=fit[3])#cluster size 

    par.add(parname[4],    value=param[4],   min=-60.0, max=60.0,  

vary=fit[4])# single position 

    par.add(parname[5],    value=param[5],   min=-100.0, max=100.0,  

vary=fit[5])#cluster position 

    par.add(parname[6],    value=param[6],   min=0.0, max=100.0, 

vary=fit[6])#single coverage  

    par.add(parname[7],    value=param[7],   min=0.0, max=100.0, 

vary=fit[7])#cluster coverage  

    par.add(parname[8],    value=param[8],   min=0.0, max=100.0, 

vary=fit[8])#single domain 

    par.add(parname[9],    value=param[9],   min=0.0, max=100.0, 

vary=fit[9])#cluster domain 

 

    par.add(parname[10],    value=param[10],   min=0.0, max=4.65,  

vary=fit[10])#single electron density 

    par.add(parname[11],   value=param[11],  min=0.0, max=1.0,   

vary=fit[11])# cluster electron density 

 

    par.add(parname[12],   value=param[12], min=0.1,  max=5,  

vary=fit[12])#decay length of single 

    par.add(parname[13],   value=param[13], min=0.1,  max=40.0,  

vary=fit[13])#decay length of cluster 

    par.add(parname[14],   value=param[14], min=0.1,  max=7.0,  

vary=fit[14])#roughness 

    par.add(parname[15],   value=param[15], min=-0.01,  max=0.01,  

vary=fit[15])#qoff 
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APPENDIX D (Continued) 

 

minobj=minimize(ref_residual,par,args=(data[:,0],data[:,1],data[

:,2]),method='leastsq') 

 

    chisq=pl.sum(ref_residual(par,data[:,0],data[:,1],data[:,2])**2) 

  

    rhos=[0.334,0.38] 

    if plt==1: 

        pl.figure(figsize=(10,10)) 

#        fig=pl.figure(figsize=(10,10)) 

        pl.subplot(2,1,1) 

#        pl.yscale('log') 

        z=pl.arange(-500,500) 

        d=pl.ones_like(z) 

        Rc1=par['Rc1'].value 

        Rc2=par['Rc2'].value 

        D1=par['D1'].value 

        D2=par['D2'].value 

        Z01=par['Z01'].value 

        Z02=par['Z02'].value 

        cov1=par['cov1'].value 

        cov2=par['cov2'].value 

        alpha1=par['alpha1'].value 

        alpha2=par['alpha2'].value 

        rhoc1=par['rhoc1'].value 

        rhoc2=par['rhoc2'].value 

        sig=par['sig'].value 

        xi1=par['xi1'].value 

        xi2=par['xi2'].value 

        rhos=[0.334,0.38] 

        

edp1=decayNp1(z,Rc1=Rc1,Z01=Z01,xi1=xi1,cov1=cov1,rhos=rhos,rhoc1=rhoc1,si

g=sig,D1=D1) 

        rho1=np.array(edp1,dtype='float') 

        beta=np.zeros_like(z) 

        x=pl.linspace(0.002,1.2*data[-1,0],100) 

        refq1,r2=parratt(x,lam,d,rho1,beta) 

         

        

edp2=decayNp2(z,Rc2=Rc2,Z02=Z02,xi2=xi2,cov2=cov2,rhos=rhos,rhoc2=rhoc2,si

g=sig,D2=D2) 

        rho2=np.array(edp2,dtype='float') 

        refq2,r2=parratt(x,lam,d,rho2,beta) 

        y=ref_fun(par,x)  

        pl.plot(x,y,'b-',lw=2)    
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        pl.errorbar(data[:,0],data[:,1]/rf,data[:,2]/rf,fmt='ro') 

        pl.xlabel(r'$\mathbf{Q_z\ (\AA^{-1})}$') 

        pl.ylabel(r'$\mathbf{R/R_f}$') 

        pl.xticks([0.0,0.15,0.3,0.45],fontsize=16) 

#        pl.yticks([5e-1,1,10,100,200,300],fontsize=16) 

#        pl.ylim(0.8,300) 

#       pl.xlim(0,0.35) 

        pl.title(r''+tit+' $\chi^2$=%.2f'%chisq,fontsize=16) 

        pl.grid() 

   pl.subplot(2,1,2) 

        z=pl.arange(-500,500) 

        d=pl.ones_like(z) 

        Rc1=par['Rc1'].value 

        Rc2=par['Rc2'].value 

        D1=par['D1'].value 

        D2=par['D2'].value 

        Z01=par['Z01'].value 

        Z02=par['Z02'].value 

        cov1=par['cov1'].value 

        cov2=par['cov2'].value 

        alpha1=par['alpha1'].value 

        alpha2=par['alpha2'].value 

        rhoc1=par['rhoc1'].value 

        rhoc2=par['rhoc2'].value 

        sig=par['sig'].value 

        xi1=par['xi1'].value 

        xi2=par['xi2'].value 

 

        

edp1=decayNp1(z,Rc1=Rc1,Z01=Z01,xi1=xi1,cov1=cov1,rhos=rhos,rhoc1=rhoc1,si

g=sig,D1=D1) 

        

edp2=decayNp2(z,Rc2=Rc2,Z02=Z02,xi2=xi2,cov2=cov2,rhos=rhos,rhoc2=rhoc2,si

g=sig,D2=D2)         

        pl.plot(z,edp1,'b-',lw=2)        

        pl.plot(z,edp2,'r-',lw=2) 

   

#        pl.xlabel(r'$\mathbf{z\ (\AA^)}$') 

#        pl.ylabel(r'$\mathbf{\rho\ (el/\AA^{-3})}$') 

        

 

        report_fit(minobj) 

 

                 

 

############################################################ 
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APPENDIX D (Continued) 

OUTPUT CALLING FUNCTION 

ddir='C:\\Users\\damoan2\\Documents\\2016nov\\' 

 

ref_035v=ref_err(ddir=ddir,fname="sample_50mM_350_first_data_ref.txt", 

                      parname=['D1','D2','Rc1','Rc2','Z01','Z02','cov1','cov2','alpha1','alpha2', 

                          'rhoc1','rhoc2','xi1','xi2','sig','qoff'],param=[65.0,179,10.0,79.7,22.5,-47.0,      

94.0,90,80.0,15.0,4.65,0.8,3.72,28.0,3.65,-0.0000],fit=[False,False,False,True,False,True,                                                                                                                                                                                                                                                                                

True,True,  False,True,False,True,False,False,False,False],plt=1,tit='',err='eq') 

############################################################# 

MESH CALCULATION 

# In the ref_err() function in the models, you make it return the chisquared calculated. In this 

function, I made a list([])  out of the ref_err() function and appended all chi-squared calculated in 

the erf function with the list created out of it. So it returns an array of chi-squared 

ddir='C:\\Users\\damoan2\\Documents\\2016nov\\' 

Z01=21;D2=200;del1=60;del2=80 

var=[]# List for Z01 and Z02 pairs used in order 

for i in pl.arange(Z01-del1, Z01+del1,1.0): 

    for k in pl.arange(D2-del2,D2+del2,1.0): 

        var.append((i,k)) 

# the ref_err() returns output parameters (par) and the chisquared rerr. I am interested in the rerr. 

You can also make the function return only the chisquared, rerr. 

        par, rerr=ref_err(ddir=ddir,fname='sample_50mM_350_first_data_ref.txt', 
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                 parname=['D1','D2','Rc1','Rc2','Z01','Z02','cov1','cov2','alpha1','alpha2', 

                        'rhoc1','rhoc2','xi1','xi2','sig','qoff'],param=[65.0,k,10.0,89.9,i,20, 

 

                                                                           100.0,100.0, 

                                                                           68,13.5,4.65,0.77,                                                                  

3.26,2.26,3.8,0.0000],fit=[False,False,False,False,False,False,False,False,False,False,False,False,

False,False,False,False],plt=1,tit='0.35V',err='eq') 

x=pl.arange(Z01-del1, Z01+del1,1) 

y=pl.arange(D2-del2, D2+del2,1) 

Z = [[rerr[i*len(y)+j] for i in range(len(x))] for j in range(len(y))] 

print '**************************' 

fig=plt.figure() 

cax=plt.imshow(Z, cmap='hot',interpolation='nearest',extent=[min(x),max(x),min(y),max(y)]) 

cbar=fig.colorbar(cax, shrink=0.9, aspect=10, orientation='horizontal') 

cbar.ax.set_xticklabels(['Low', 'Medium', 'High']) 

plt.title('Depths of single Nanoparticles versus Spacing of cluster') 

pl.xlabel('Z01(Single Nanoparticle)') 

pl.ylabel('D2(Cluster spacing)') 
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APPENDIX D (Continued) 

#GAUSSIAN SLAB MODEL FOR 3D NANOPARTICLE ANALYSIS. CLUSTERS ARE 

ASSUMED TO BE DIFFUSED ASSEMBLY OF SINGLE NANOPARTICLES.  

from lmfit import Parameters 

import numpy as np 

import sys 

import os 

sys.path.append(os.path.abspath('.')) 

sys.path.append(os.path.abspath('./Functions')) 

sys.path.append(os.path.abspath('./Fortran_routines/')) 

####Please do not remove lines above#### 

 

####Import your modules below if needed#### 

from xr_ref import parratt 

 

 

class MultiSphereAtInterface: #Please put the class name same as the function name 

def 

__init__(self,x=0.1,E=10.0,Rc=10.0,rhoc=4.68,Tsh=20.0,rhosh=0.0,rhoup=0.333,rhodown=0.38,

sig=3.0, mpar={'Z0':[20],'cov':[1.0],'Z0sig':[0.0]},Nlayers=111,rrf=1,qoff=0.0,zmin=-

10,zmax=100,Nc=20): 

""" 

Calculates X-ray reflectivity from multilayers of core-shell spherical nanoparticles assembled near 

an interface 

----------- ----------- 

Varialble Description 

----------- ----------- 

x array of wave-vector transfer along z-direction 

E Energy of x-rays in inverse units of x 

Rc Radius of the core of the nanoparticles 

rhoc Electron density of the core 

Tsh Thickness of the outer shell 

rhosh Electron Density of the outer shell. If 0, the electron density the shell region will be assumed 

to be filled by the bulk phases depending upon the position of the nanoparticles 

rhoup Electron density of the upper bulk phase 

rhodown Electron density of the lower bulk phase 

sig Roughness of the interface 

 

 



151 

 

 

 

APPENDIX D (Continued) 

 

mpar The layer parameters where, d: thickness of each layer, rho:Electron ensity of each layer, 

beta: Absorption coefficient of each layer, sig: roughness of interface separating each layer. The 

upper and lower thickness should be always fixed. The roughness of the topmost layer should be 

always kept 0. 

Nlayers The number of layers in which the layers will be subdivided for applying Parratt formalism 

rrf 1 for Frensnel normalized refelctivity and 0 for just reflectivity 

qoff q-offset to correct the zero q of the instrument 

zmin minimum depth for electron density calculation 

zmax maximum depth for electron density calculation 

Nc Number of points for convoluting interface roughness and electron density profile 

----------- ----------- 

""" 

if type(x)==list: 

self.x=np.array(x) 

else: 

self.x=x 

self.E=E 

self.Rc=Rc 

self.rhoc=rhoc 

self.Tsh=Tsh 

self.rhosh=rhosh 

self.rhoup=rhoup 

self.rhodown=rhodown 

self.zmin=zmin 

self.zmax=zmax 

self.Nc=Nc 

self.sig=sig 

self.__mpar__=mpar 

self.Nlayers=Nlayers 

self.rrf=rrf 

self.qoff=qoff 

self.choices={'rrf':[1,0]} 

self.init_params() 

 

 

def init_params(self): 

""" 

Define all the fitting parameters like 

self.param.add('sig',value=0,vary=0) 

""" 

self.params=Parameters()# SETTING PARAMETER SPACE 

self.params.add('Rc',value=self.Rc,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 
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APPENDIX D (Continued) 

 

self.params.add('rhoc',value=self.rhoc,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('Tsh',value=self.Tsh,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('rhosh',value=self.rhosh,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

 

self.params.add('sig',value=self.sig,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

for key in self.__mpar__.keys(): 

for i in range(len(self.__mpar__[key])): 

self.params.add('__%s__%03d'%(key,i),value=self.__mpar__[key][i],vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('qoff',self.qoff,vary=0,min=-np.inf,max=np.inf,expr=None,brute_step=None) 

 

##################################################################### 

def 

NpRho(self,z,Rc=10,rhoc=4.68,Tsh=20,rhosh=0.0,Z0=20,rhoup=0.333,rhodown=0.38,cov=1.0): 

D=Rc+Tsh 

Atot=2*np.sqrt(3)*D**2# HEXAGONAL AREAR 

rhos=np.where(z>0,rhodown,rhoup)# take the first number(rhodown) if condition satisfied else 

take the second 

Acore=np.pi*np.sqrt(np.where(z>Z0+Rc,0.0,Rc**2-(z-Z0)**2)*np.where(z<Z0-Rc,0.0,Rc**2-

(z-Z0)**2))# Area of the core nanoparticle 

ANp=np.pi*np.sqrt(np.where(z>Z0+D,0.0,D**2-(z-Z0)**2)*np.where(z<Z0-D,0.0,D**2-(z-

Z0)**2)) 

if rhosh<1e-3:# electron density of the ligand 

return (1-cov)*rhos+cov*((Atot-ANp)*rhos+Acore*(rhoc-rhos)+ANp*rhos)/Atot 

else: 

return (1-cov)*rhos+cov*((Atot-ANp)*rhos+Acore*(rhoc-rhosh)+ANp*rhosh)/Atot 

 

####################################################################### 

def 

NpRhoGauss(self,z,Rc=10,rhoc=4.68,Tsh=20,rhosh=0.0,Z0=[20],cov=[1.0],Z0sig=[0.0],rhoup=

0.333,rhodown=0.38,sig=3.0,Nc=20): 

if sig<1e-3: 

zt=z 

else: 

Nmax=len(z)+Nc 

zmin=z[0]-(z[1]-z[0])*Nc/2 

zmax=z[-1]+(z[1]-z[0])*Nc/2 



153 

 

 

 

 

 

APPENDIX D (Continued) 

 

zt=np.linspace(zmin,zmax,Nmax) 

rhosum=np.zeros_like(zt) 

for i in range(len(Z0)): 

if Z0sig[i]<1e-3: 

rhosum=rhosum+self.NpRho(zt,Rc=Rc,rhoc=rhoc,Tsh=Tsh,rhosh=rhosh,Z0=Z0[i],rhoup=rhoup,

rhodown=rhodown,cov=cov[i]) 

else: 

Z1=np.linspace(Z0[i]-5*Z0sig[i],Z0[i]+5*Z0sig[i],101) 

dist=np.exp(-(Z1-Z0[i])**2/2/Z0sig[i]**2) 

norm=np.sum(dist) 

 

tsum=np.zeros_like(len(zt)) 

for j in range(len(Z1)): 

tsum=tsum+self.NpRho(zt,Rc=Rc,rhoc=rhoc,Tsh=Tsh,rhosh=rhosh,Z0=Z1[j],rhoup=rhoup,rhod

own=rhodown,cov=cov[i])*dist[j] 

rhosum=rhosum+tsum/norm 

rhos=np.where(zt>0,rhodown,rhoup) 

rho=rhosum-(len(Z0)-1)*rhos 

if sig<1e-3: 

return rho 

else: 

x=np.arange(-Nc/2,Nc/2+1)*(z[1]-z[0]) 

rough=np.exp(-x**2/2/sig**2)/np.sqrt(2*np.pi)/sig 

return np.convolve(rho,rough,mode='valid')*(x[1]-x[0]) 

 

########################################################### 

def calcProfile(self): 

""" 

Calculates the electron and absorption density profiles 

""" 

Z0=np.array([self.params['__Z0__%03d'%i].value for i in range(len(self.__mpar__['Z0']))]) 

cov=np.array([self.params['__cov__%03d'%i].value for i in range(len(self.__mpar__['cov']))]) 

Z0sig=np.array([self.params['__Z0sig__%03d'%i].value for i in 

range(len(self.__mpar__['Z0sig']))]) 

self.__z__=np.linspace(self.zmin,self.zmax,self.Nlayers) 

self.__d__=(self.__z__[1]-self.__z__[0])*np.ones_like(self.__z__) 

self.__rho__=self.NpRhoGauss(self.__z__,Rc=self.Rc,rhoc=self.rhoc,Tsh=self.Tsh,rhosh=self.rh

osh,Z0=Z0,cov=cov,Z0sig=Z0sig,rhoup=self.rhoup,rhodown=self.rhodown,sig=self.sig,Nc=self.

Nc) 

self.output_params['Total density profile']={'x':self.__z__,'y':self.__rho__} 

for i in range(len(Z0)): 
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rho=self.NpRhoGauss(self.__z__,Rc=self.Rc,rhoc=self.rhoc,Tsh=self.Tsh,rhosh=self.rhosh,Z0=[

Z0[i]],cov=[cov[i]],Z0sig=[Z0sig[i]],rhoup=self.rhoup,rhodown=self.rhodown,sig=self.sig,Nc=s

elf.Nc) 

self.output_params['Layer %d contribution'%(i+1)]={'x':self.__z__,'y':rho} 

 

 

 

################################################################## 

def y(self): 

""" 

 

 

Define the function in terms of x to return some value 

""" 

self.output_params={} 

self.calcProfile() 

x=self.x+self.qoff 

lam=6.62607004e-34*2.99792458e8*1e10/self.E/1e3/1.60217662e-19 

refq,r2=parratt(x,lam,self.__d__,self.__rho__,np.zeros_like(self.__rho__)) 

if self.rrf>0: 

rhos=[self.__rho__[0],self.__rho__[-1]] 

betas=[0,0] 

ref,r2=parratt(x,lam,[0.0,1.0],rhos,betas) 

 

refq=refq/ref 

return refq 

 

 

if __name__=='__main__': 

x=np.arange(0.001,1.0,0.1) 

fun=MultiSphereAtInterface(x=x) 

print(fun.y()) 
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The function below is similar to the first 2D spherical model used in fitting. Except that, it 

has a Gaussian immersion distribution depth. 

######################################################################## 

####Please do not remove lines below#### 

from lmfit import Parameters 

import numpy as np 

APPENDIX D (CONTINUED) 

 

import sys 

import os 

sys.path.append(os.path.abspath('.')) 

sys.path.append(os.path.abspath('./Functions')) 

sys.path.append(os.path.abspath('./Fortran_routines/')) 

####Please do not remove lines above#### 

 

####Import your modules below if needed#### 

from xr_ref import parratt 

 

 

class SphereAtInterface: #Please put the class name same as the function name 

def __init__(self,x=0.1,lam=1.0,R=10,Rsig=0.0,rhoc=1.0,D=60.0, 

cov=100,Zo=20.0,decay=3.0,rho_up=0.333,rho_down=0.38,zmin=-

50,zmax=100,Nlayers=151,Nc=20, roughness=3.0,rrf=1,mpar={},qoff=0): 

""" 

Calculates X-ray reflectivity from a system of nanoparticle at an interface between two media 

x : array of wave-vector transfer along z-direction 

lam : wavelength of x-rays in invers units of x 

R : Radius of nanoparticles in inverse units of x 

rhoc : Electron density of the nanoparticles 

cov : Coverate of the nanoparticles in % 

D : The lattice constant of the two dimensional hcp structure formed by the particles 

Zo : Average distance between the center of the nanoparticles and the interface 

decay : Assuming exponential decay of the distribution of nanoparticles away from the interface 

rho_up : Electron density of the upper medium 

rho_down : Electron density of the lower medium 

zmin : Minimum z value for the electron density profile 

zmin : Maximum z value for the electron density profile 

Nlayers : The total number of layers in which the electron density profile will be divided to appy 

Parratt Formalism 
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Nc : The number of points used for convolution of interfacial roughness with electron density 

profile 

roughness : Roughness of the interface 

rrf : 1 for Frensnel normalized refelctivity and 0 for just reflectivity 

qoff : offset in the value of qz due to alignment errors 

""" 

if type(x)==list: 

self.x=np.array(x) 

else: 

self.x=x 

 

self.R=R 

self.lam=lam 

self.rhoc=rhoc 

self.Zo=Zo 

self.cov=cov 

self.D=D 

self.decay=decay 

self.rho_up=rho_up 

self.rho_down=rho_down 

self.zmin=zmin 

self.zmax=zmax 

self.Nlayers=Nlayers 

self.Nc=Nc 

self.roughness=roughness 

self.rrf=rrf 

self.qoff=qoff 

self.choices={} 

self.output_params={} 

self.__mpar__=mpar 

 

 

def init_params(self): 

""" 

Define all the fitting parameters like 

self.param.add('sig',value=0,vary=0) 

""" 

self.params=Parameters() 

self.params.add('R',value=self.R,vary=0,min=-np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('rhoc',value=self.rhoc,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('Zo',value=self.Zo,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('D',value=self.D,vary=0,min=-np.inf,max=np.inf,expr=None,brute_step=None) 
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APPENDIX D (Continued) 

 

self.params.add('cov',value=self.cov,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('decay',value=self.decay,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('roughness',value=self.roughness,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

 

self.params.add('qoff',value=self.qoff,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

 

 

def 

decayNp(self,z,Rc=10,D=30.0,z0=0.0,xi=1.0,cov=100.0,rhoc=4.65,rhos=[0.334,0.38],sig=1.0,N

c=20): 

if sig<1e-3: 

z2=z 

else: 

Nmax=len(z)+Nc 

zmin=z[0]-(z[1]-z[0])*Nc/2 

zmax=z[-1]+(z[1]-z[0])*Nc/2 

z2=np.linspace(zmin,zmax,Nmax) 

intf=np.where(z2<=0,rhos[0],rhos[1]) 

if z0<=0: 

z1=np.arange(-4*xi+z0,z0) 

dec=np.exp((z1-z0)/xi)/xi 

else: 

z1=np.arange(z0,z0+4*xi) 

dec=np.exp((z0-z1)/xi)/xi 

rhoz=np.zeros_like(z2) 

for i in range(len(z1)): 

rhoz=rhoz+self.rhoNPz(z2,z0=z1[i],rhoc=rhoc,Rc=Rc,D=D,rhos=rhos)*dec[i]/sum(dec) 

rhoz=cov*rhoz/100.0+(100-cov)*intf/100.0 

x=np.arange(-Nc/2,Nc/2+1)*(z[1]-z[0]) 

if sig>1e-3: 

rough=np.exp(-x**2/2.0/sig**2)/np.sqrt(2*np.pi)/sig 

return np.convolve(rhoz,rough,mode='valid') 

else: 

return rhoz 
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def rhoNPz(self,z,z0=0,rhoc=4.65,Rc=10.0,D=28.0,rhos=[0.334,0.38]): 

rhob=np.where(z>0,rhos[1],rhos[0]) 

#D=D/2 

return np.where(np.abs(z-z0)<=Rc,(2*np.pi*(rhoc-rhob)*(Rc**2-(z-

z0)**2)+1.732*rhob*D**2)/(1.732*D**2),rhob) 

 

 

def y(self): 

""" 

Define the function in terms of x to return some value 

""" 

Rc=self.params['R'].value 

D=self.params['D'].value 

Zo=self.params['Zo'].value 

cov=self.params['cov'].value 

sig=self.params['roughness'].value 

xi=self.params['decay'].value 

rhoc=self.params['rhoc'].value 

qoff=self.params['qoff'].value 

rhos=[self.rho_up,self.rho_down] 

lam=self.lam 

z=np.linspace(self.zmin,self.zmax,self.Nlayers) 

d=np.ones_like(z) 

edp=self.decayNp(z,Rc=Rc,z0=Zo,xi=xi,cov=cov,rhos=rhos,rhoc=rhoc,sig=sig,D=D,Nc=self.Nc

) 

self.output_params['EDP']={'x':z,'y':edp} 

beta=np.zeros_like(z) 

rho=np.array(edp,dtype='float') 

refq,r2=parratt(self.x+qoff,lam,d,rho,beta) 

if self.rrf>0: 

ref,r2=parratt(self.x+qoff,lam,[0.0,1.0],rhos,[0.0,0.0]) 

refq=refq/ref 

return refq 

 

 

if __name__=='__main__': 

x=np.arange(0.001,1.0,0.1) 

fun=SphereAtInterface(x=x) 

print(fun.y()) 
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APPENDIX D (Continued) 

GAUSSIAN FUNCTION USED IN THE IMMERSION DEPTH DISTRIBUTION FUNCTION 

IN THE 3D XR GAUSSIAN MODEL 

mport numpy as np 

from lmfit import Parameters 

 

class Gaussian: 

def __init__(self,x=0.0,mu=0.5,sig=0.1,norm=1.0,bkg=0.0,mpar={}): 

""" 

Provides Gaussian function 

x: Scalar or array of values 

mu: Peak position 

sig: Width 

norm: Normalization constant 

bkg: Constant background 

""" 

self.x=x 

self.mu=mu 

self.sig=sig 

self.norm=norm 

self.bkg=0.0 

self.__mpar__=mpar 

self.choices={} 

self.output_params={} 

 

def init_params(self): 

self.params=Parameters() 

self.params.add('mu',value=self.mu,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('sig',value=self.sig,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('norm',value=self.norm,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('bkg',value=self.bkg,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

 

################################################################### 

def y(self): 

return self.norm*np.exp(-(self.x-self.mu)**2/2.0/self.sig**2)/self.sig/2.5066+self.bkg 
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APPENDIX E  

GISAXS ANALYSIS .LOG NORMAL DISTRIBUTION FUNCTION IN THE FORM FACTOR 

ANALYSIS. 

import numpy as np 

from lmfit import Parameters 

############################################################ 

class LogNormal: 

""" 

Provides log-normal function 

""" 

def __init__(self,x=0.0,mu=0.5,sig=0.1,norm=1.0,bkg=0.0,mpar={}): 

""" 

Provides log-normal function y=norm*exp(-(log(x)-log(mu))**2/2/sig**2)/sqrt(2*pi)/sig/x+bkg 

x: scalar or array of values 

mu: Peak of the Gaussian part of the distribution 

sig: Width of the Gaussian part of the distribution 

norm: Normalization constant 

bkg: Constant background 

""" 

self.x=x 

self.mu=mu 

self.sig=sig 

self.norm=norm 

self.bkg=bkg 

self.__mpar__=mpar 

self.choices=None 

self.output_params={} 

############################################################### 

def init_params(self): 

self.params=Parameters() 

self.params.add('mu',value=self.mu,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('sig',value=self.sig,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('norm',value=self.norm,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 
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APPENDIX E (Continued) 

 

self.params.add('bkg',value=self.bkg,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

 

###################################################################### 

def y(self): 

return self.norm*np.exp(-(np.log(self.x)-

np.log(self.mu))**2/2.0/self.sig**2)/self.x/self.sig/2.5066+self.bkg 

 

################################################### 

FORM FACTOR ANALYSIS OF THE INTEGRATED INTENSITY FOR THE 3D 

CLUSTER 

# import necessary modules for the class 

from lmfit import Parameters #Please do not remove this line 

import numpy as np 

import sys 

import os 

sys.path.append(os.path.abspath('./Functions'))# Gives you access to the ‘Functions’ containing 

the lognormal and Gaussian functions 

from FormFactors import Sphere 

 

##################################################################### 

class Rod_Sphere: #Please put the class name same as the function name 

def __init__(self,x=0, R=10.0, Rsig=0.0, dist='Gaussian', qc=0.0217, qpar=0.1, 

qparsig=0.0,norm=1.0, bkg=0.0,mpar={}): 

""" 

Provides rod scan from spherical objects dispersed on a substrate 

x: array of Qz values of rod scan 

R: Mean radius of spheres in inverse units of Qz 

Rsig: Width of distribution of spheres in inverse units of Qz 

dist: 'Gaussian' or 'LogNormal' 

 

 

qc: Critcal wave-vector for the substrate on which sphere are aranged 

qpar: In-plane wave-vector at which the rod was measured 

qparsig: The width of the peak at which the rod was measured 

norm: Normalization constant 

bkg: Constant background 
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APPENDIX E (Continued) 

""" 

if type(x)==list: 

 

self.x=np.array(x) 

else: 

self.x=x 

self.R=R 

self.Rsig=Rsig 

self.dist=dist 

self.qc=qc 

self.qpar=qpar 

self.qparsig=qparsig 

self.norm=norm 

self.bkg=bkg 

self.N=50 

self.__mpar__=mpar 

self.choices={'dist':['Gaussian','LogNormal']} 

self.output_params={} 

 

 

def init_params(self): 

""" 

Define all the fitting parameters like 

self.param.add('sig',value=0,vary=0) 

""" 

self.params=Parameters() 

self.params.add('R',value=self.R,vary=0,min=-np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('Rsig',value=self.Rsig,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('qc',value=self.qc,vary=0,min=-np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('norm',value=self.norm,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('bkg',value=self.bkg,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

 

def trans(self,qz,qc): 

""" 

Calculates the transmission Coefficient 

""" 
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APPENDIX E (Continued) 

 

tr=2.0*qz/(qz+np.sqrt(qz**2-qc**2+0j)) 

return np.abs(tr)**2 

 

 

def y(self): 

""" 

Define the function in terms of x to return some value 

""" 

if self.qparsig>1e-3: 

qpar=np.linspace(self.qpar-5*self.qparsig,self.qpar+5*self.qparsig,10) 

peak=np.exp(-(qpar-self.qpar)**2/2.0/self.qparsig**2) 

peaksum=np.sum(peak) 

distsum=np.zeros_like(self.x) 

for i in range(len(qpar)): 

q=np.sqrt(self.x**2+qpar[i]**2) 

sphere=Sphere.Sphere(x=q,R=self.R,Rsig=self.Rsig,dist=self.dist) 

sphere.N=self.N 

distsum=distsum+sphere.y()*peak[i] 

res=self.norm*distsum*self.trans(self.x,self.qc)/peaksum+self.bkg 

else: 

q=np.sqrt(self.x**2+self.qpar**2) 

sphere=Sphere.Sphere(x=q,R=self.R,Rsig=self.Rsig,dist=self.dist) 

sphere.N=self.N 

res=self.norm*sphere.y()*self.trans(self.x,self.qc)+self.bkg 

if self.Rsig>1e-3: 

self.output_params['Distribution']=sphere.output_params['Distribution'] 

return res 

 

 

if __name__=='__main__': 

x=np.arange(0.001,1.0,0.1) 

fun=Rod_Sphere(x=x) 

print(fun.y()) 
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APPENDIX E (Continued) 

################################################################### 

SPHERICAL NANOPARTICLE FORM FACTOR FUNCTION 

import numpy as np 

from lmfit import Parameters 

import sys 

import os 

sys.path.append(os.path.abspath('.')) 

sys.path.append(os.path.abspath('./Functions')) 

 

 

from utils import find_minmax 

from PeakFunctions import Gaussian, LogNormal 

 

######################################################################### 

class Sphere: 

def __init__(self, x=0.001, R=1.0, Rsig=0.0, dist='Gaussian', N=50, rhoc=1.0, rhosol=0.0, 

norm=1.0, bkg=0.0,mpar={}): 

""" 

Calculates the form factor of a solid sphere with size distribution 

x: Array of q-values in the same reciprocal unit as R and Rsig 

R: Mean radius of the solid spheres 

Rsig: Width of the distribution of solid spheres 

dist: Gaussian or LogNormal 

N: No. of points on which the distribution will be calculated 

rhoc: Electron density of the particle 

rhosol: Electron density of the solvent or surrounding environment 

""" 

if type(x)==list: 

self.x=np.array(x) 

else: 

self.x=x 

self.R=R 

self.Rsig=Rsig 

self.dist=dist 

self.rhoc=rhoc 

self.rhosol=rhosol 

self.norm=norm 

self.bkg=bkg 

self.N=N 

self.__mpar__=mpar 
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APPENDIX E (Continued) 

self.choices={'dist':['Gaussian','LogNormal']} 

self.output_params={} 

 

############################################################################## 

def init_params(self): 

self.params=Parameters() 

self.params.add('R',value=self.R,vary=0,min=-np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('Rsig',value=self.Rsig,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

 

self.params.add('rhoc',value=self.rhoc,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('rhosol',value=self.rhosol,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('norm',value=self.norm,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

self.params.add('bkg',value=self.bkg,vary=0,min=-

np.inf,max=np.inf,expr=None,brute_step=None) 

 

############################################################################# 

def y(self): 

rho=self.rhoc-self.rhosol 

if self.Rsig<1e-3: 

return self.norm*rho**2*(np.sin(self.x*self.R)-

self.x*self.R*np.cos(self.x*self.R))**2/self.x**6+self.bkg 

else: 

if self.dist=='Gaussian': 

gau=Gaussian.Gaussian(x=0.001,mu=self.R,sig=self.Rsig) 

rmin,rmax=find_minmax(gau,self.R,self.Rsig) 

r=np.linspace(rmin,rmax,self.N) 

gau.x=r 

dist=gau.y() 

sumdist=np.sum(dist) 

self.output_params['Distribution']={'x':r,'y':dist/sumdist} 

if type(self.x)==np.ndarray: 

ffactor=[] 

for x in self.x: 

f=np.sum((np.sin(x*r)-x*r*np.cos(x*r))**2*dist/x**6) 

ffactor.append(f/sumdist) 

return self.norm*rho**2*np.array(ffactor)+self.bkg 
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APPENDIX E (Continued) 

else: 

return self.norm*rho**2*np.sum((np.sin(self.x*r)-

self.x*r*np.cos(self.x*r))**2*dist/self.x**6)/sumdist+self.bkg 

elif self.dist=='LogNormal': 

lgn=LogNormal.LogNormal(x=0.001,mu=self.R,sig=self.Rsig) 

rmin,rmax=find_minmax(lgn,self.R,self.Rsig) 

r=np.linspace(rmin,rmax,self.N) 

lgn.x=r 

dist=lgn.y() 

sumdist=np.sum(dist) 

self.output_params['Distribution']={'x':r,'y':dist/sumdist} 

if type(self.x)==np.ndarray: 

ffactor=[] 

for x in self.x: 

f=np.sum((np.sin(x*r)-x*r*np.cos(x*r))**2*dist/x**6) 

ffactor.append(f/sumdist) 

return self.norm*rho**2*np.array(ffactor)+self.bkg 

else: 

return self.norm*rho**2*np.sum((np.sin(self.x*r)-

self.x*r*np.cos(self.x*r))**2*dist/self.x**6)/sumdist+self.bkg 

else: 

return np.ones_like(x) 

 

 

######################################################### 
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APPENDIX F  

 

 

LORENTZIAN FUNCTION FIT FOR GISAXS IN-PLANE AND OUT-OF PLANE ANALYSIS. 

def func_Lorentzian(q, fac0,q0,w0):# Lorentzian function 

    return fac0*w0/((q-q0)**2+(w0/2)**2)/2/pi 

 

##################################################### 

def func_Polynomial(q,a0,a1):# Actually a linear function but initially a polynomial was used. 

 return a0+(a1*q) 

 

 

######################################################################## 

def sum_LorentzianPeak_PolynomialBac(x,fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1): 

# Add all the linear and Lorentian functions 

    p1=func_Polynomial(x,a0,a1) 

    p2=func_Lorentzian(x,fac2,q02,w2) 

    p3=func_Lorentzian(x,fac3,q03,w3) 

    p4=func_Lorentzian(x,fac4,q04,w4) 

    return p1+p2+p3+p4     

############################################################################ 

def peak_residue_Lorentzian_Polynomial(x,y,fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1): 

# residual from the fit functions 

    p1=func_Polynomial(x,[a0,a1]) 

    p2=func_Lorentzian(x,[fac2,q02,w2]) 

    p3=func_Lorentzian(x,[fac3,q03,w3]) 
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APPENDIX F (Continued) 

 

    p4=func_Lorentzian(x,[fac4,q04,w4]) 

    return y-(p1+p2+p3+p4) 

 

    tfont=16 

def 

peak_fit(data,qmin=0,qmax=0.29,tit='',col='',Fit='',plt=[0,1],fname='potential_400mV',ddir='\\'): 

    if plt[0]==0: 

        ind=nonzero(where(data[:,0]>qmin,data[:,0],0)*where(data[:,0]<qmax,1.0,0)) 

        x=data[:,0][ind];y=data[:,1][ind];y_err=data[:,2][ind] 

        x=pl.array(x);y=pl.array(y);y_err=pl.array(y_err) 

      fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1 

=(1.0,0.108,0.1,0.1004,0.173,0.202,0.02,0.02,0.012,0.75,-6.978) 

        p0 = (fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1) 

        popt,pcov=curve_fit(sum_LorentzianPeak_PolynomialBac,x,y,p0,maxfev=80000000) 

        fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1 =popt 

"fac2_err,fac3_err,fac4_err,q02_err,q03_err,q04_err,w2_err,w3_err,w4_err,a0_err,a1_err,a2_err,

a3_err=", pcov[0] 

        print popt 

        subplot(121) 

        pl.plot(0,0,'k-',label=Fit) 

 



169 

 

 

 

APPENDIX F (Continued) 

        plot(x,y,col,label=tit)#original 

        plot(x,sum_LorentzianPeak_PolynomialBac(x,*popt),color='k') 

        xlabel(r'$\mathbf{Q_{xy}(\AA^{-1})}$',fontsize=tfont) 

        ylabel(r'$\mathbf{Normalised\ Int.\ Intensity}$',fontsize=tfont) 

        qmin = round(qmin, 2) 

        qmax = round(qmax, 2) 

        xticks(linspace(qmin,qmax,3),fontsize=tfont) 

        yticks(linspace(0,0.15,4),fontsize=tfont) 

        pl.title(r'$\mathbf{Right\ Peak}$',fontsize=tfont) 

        pl.legend(loc='best',fontsize=16) 

        x=pl.array(x) 

        y=pl.array(y) 

        y_fit=pl.array(sum_LorentzianPeak_PolynomialBac(x,*popt)) 

        y_err=pl.array(y_err)    

np.savetxt('C:\Users\damoan2\Documents\December_Analysis_2017\Save_GISAXS_In_Plane_

Fits\RightPeak+'+fname, np.vstack((x, y,y_err, y_fit)).T) 

    if plt[1]==1: 

        ind=nonzero(where(data[:,0]>-qmax,data[:,0],0)*where(data[:,0]<-qmin,1.0,0)) 

        x=data[:,0][ind];y=data[:,1][ind];y_err=data[:,2][ind] 

        x=pl.array(x);y=pl.array(y);y_err=pl.array(y_err) 
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APPENDIX F (Continued) 

 

        fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1 =(1.0,0.108,0.1,-0.1004,-0.173,-

0.202,0.02,0.02,0.012,-0.75,6.978) 

        p01 = (fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1) 

        popt1,pcov1=curve_fit(sum_LorentzianPeak_PolynomialBac,x,y,p01,maxfev=80000000) 

        fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1=p01 

        print popt1 

#        print "fac2,fac3,fac4,q02,q03,q04,w2,w3,w4,a0,a1=", popt1 

        subplot(122) 

        pl.plot(0,0,'k-',label=Fit) 

 

        plot(x,y,col,label=tit) 

        plot(x,sum_LorentzianPeak_PolynomialBac(x,*popt1),color='k') 

        xlabel(r'$\mathbf{Q_{xy}(\AA^{-1})}$',fontsize=tfont) 

        ylabel(r'$\mathbf{Normalised Int. Intensity}$',fontsize=tfont) 

        qmin = round(qmin, 2) 

        qmax = round(qmax, 2) 

        xticks(linspace(-qmin,-qmax,3),fontsize=tfont) 

        yticks(linspace(0,0.15,4),fontsize=tfont) 

 

 



171 

 

 

 

APPENDIX F (Continued) 

        pl.title(r'$\mathbf{Left\ Peak}$',fontsize=tfont) 

        pl.legend(loc='best',fontsize=16) 

        x=pl.array(x) 

        y=pl.array(y) 

        y_fit=pl.array(sum_LorentzianPeak_PolynomialBac(x,*popt1)) 

        y_err=pl.array(y_err) 

np.savetxt('C:\Users\damoan2\Documents\December_Analysis_2017\Save_GISAXS_In_Plane_

Fits\LeftPeak+'+fname, np.vstack((x, y,y_err, y_fit)).T) 

q0,q0_err,w0,w0_err=(popt[3]+abs(popt1[3]))/2.0,(pcov[0][3]+abs(pcov1[0][3]))/2.0,(popt[6]+a

bs(popt1[6]))/2.0,(pcov[0][6]+abs(pcov1[0][6]))/2.0     

    return q0,q0_err,w0,w0_err 

    plt.tight_layout() 

os.chdir('C:\Users\damoan2\Documents\Analysing_Cuts__2016_2018\August2017_Analysis_UI

C\GISAXS') 

 

OUTPUT/CALLING FUNCTION 

data=pl.loadtxt('gisaxs_cut_400mVS# 229_sumcut.txt') 

fac040=peak_fit(data,qmin=0.06, qmax=0.24,tit='400(+60) mV',col='r',fname='400mV_2017') 

 ###################################################################### 
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APPENDIX F (Continued) 

THIS PROGRAM FITS THE LOW Q 3D DATA FOR THE PEAK CENTERS. 

def sum_1_Lorentzial_one_constant(x,fac2,q02,w2,fac3,q03,w3,a0,a1): 

    p1=func_Lorentzian(x,fac2,q02,w2) 

    p2=func_Polynomial(x,a0,a1) 

    p3=func_Lorentzian(x,fac3,q03,w3) 

    return p1+p3+p2 

###################################################################### 

def peak_fit1(data,qmin=0,qmax=0.29,lim=0.6,tit='',plt=0,col='ro',fname=''): 

    if plt==3:# polynomial background 

        tfont=16 

        ind=nonzero(where(data[:,0]>qmin,data[:,0],0)*where(data[:,0]<qmax,1.0,0)) 

        x=data[:,0][ind];y=data[:,1][ind] 

        x=pl.array(x);y=pl.array(y) 

        fac2,q02,w2,fac3,q03,w3,a0,a1=(1.2,0.015,0.019,1.6,0.01,0.0015,0.7,1.0)#q02=0.0188 

        p0 = (fac2,q02,w2,fac3,q03,w3,a0,a1) 

        popt,pcov=curve_fit(sum_1_Lorentzial_one_constant,x,y,p0,maxfev=50000000) 

        print popt 

 #       fac2,q02,w2,fac3,q03,w3=popt 

#        return popt,pcov    

        subplot(121) 

        plot(x,y,col,label=fname) 
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APPENDIX F (Continued) 

        plot(x,sum_1_Lorentzial_one_constant(x,*popt),color='k',lw=2) 

        ylabel(r'$\mathbf{Normalised\ Int.\ Intensity}$',fontsize=tfont) 

        xticks(linspace(round(qmin,2),round(0.12,2),3),fontsize=tfont) 

#        yticks(linspace(0,0.15,4),fontsize=tfont) 

        yticks(fontsize=tfont) 

#        pl.xlim(0.01,0.16) 

        xticks(linspace(round(qmin,2),round(0.21,2),3),fontsize=tfont) 

#        pl.legend(loc='best',fontsize=tfont) 

        xlabel(r'$\mathbf{Q_{z}(\AA^{-1})}$',fontsize=16) 

        pl.legend(loc='best',fontsize=tfont) 

#        popt=abs(popt) 

        popt=abs(popt) 

        subplot(122) 

#        x_peak=pl.arange(-0.01,0.09,0.01) 

        pl.plot(x,sum_1_Lorentzial_one_constant_residue(x,*popt),col,lim) 

        pl.plot(0,0,col,label=fname) 

#        pl.plot(x,sum_1_Lorentzial_one_constant_residue(x,*popt),'bo',lim) 

#        plot(x,func_Polynomial(x,*popt[5:9])) 

        xlabel(r'$\mathbf{Q_{z}(\AA^{-1})}$',fontsize=tfont) 

        ylabel(r'$\mathbf{Normalised\ Int.\ Peak\ Intensity}$',fontsize=tfont) 

        xticks(linspace(0,0.14,3),fontsize=tfont) 
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APPENDIX G  

############################################ 

FITTING THE TEM NANOPARTICLE SIZES WITH LOGNORMAL DISTRIBUTION 

FUNCTION 

import pylab as pl 

from scipy.optimize import leastsq  

import numpy as np 

pl.figure(figsize=(10,10)) 

 

fname = 

pl.loadtxt('/home/daniel/Documents/2015apr_TMA/Length_Distribution_Bin_15.

txt') 

x = fname[:, 0]/2.0 

x = pl.array(x) 

print x 

####################################################################### 

def logNormal(par, x): 

    R,  Rsig, fac =par 

    sig =np.sqrt(np.log(1.0+Rsig**2/R**2)) 

    mu =np.log(R)-0.5*sig**2 

    if type(x) is np.ndarray: 

        return fac*np.exp(-(np.log(x)-

mu)**2/2.0/sig**2)/np.sqrt(2*np.pi)/x/sig 

    else: 

        return fac*np.exp(-(np.log(x)-

mu)**2/2.0/sig**2)/np.sqrt(2*np.pi)/x/sig 

     

 

y = fname[:, 1] 

print y 

def residue(par, x, y): 

    return y-logNormal(par, x) 

     

R,Rsig, fac = (1.0, 0.90, 10) 

p0 = [R, Rsig, fac] 

 

par = leastsq(residue, p0, args=(x, y)) 
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APPENDIX G (Continued) 

 

 

R, Rsig, fac = par[0] 

print par[0] 

 

 

#pl.annotate(" R, Rsig = 1.14034845, 0.32818181", color="r", xy = 

(0.7,150),fontsize=16) 

pl.annotate(" R, Rsig =  1.11954556   0.19850886", color="k", xy = 

(0.7,230),fontsize=16) 

 

barw = x[1]-x[0] 

pl.bar(x-barw/2, y, barw) 

xlog = np.arange(0.1, x[-1], 0.01) 

pl.plot(xlog, logNormal(par[0], xlog), 'r-') 

pl.ylabel('Number of particles') 

pl.xlabel('Particle size (nm)') 

pl.xticks(np.arange(0.1, 3.5, 0.6)) 

pl.yticks(np.arange(0, 250, 50)) 

pl.title("A plot of number of nanoparticles versus particle size from TEM 

image") 

pl.show() 

 

######################################################## 
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APPENDIX H 

#PLYNOMIAL FIT OF ZCP 

def func(par,volt): 

    a,b,c,d = par 

    return a*(volt**3)+(b*volt**2)+c*(volt)+d 

def residue(par,volt,tension):    

    return tension-func(par,volt)#[0] had to comment it out to get realistic answer 

     

a,b,c,d = (2,3,1,0.5) 

p0 = [a,b,c,d] 

par= leastsq(residue,p0,args=(volt,tension),full_output=1) 

print par 

print "par[1]=",par[1] 

a,b,c,d = par[0] 

print 'a,b,c,d=',a,b,c, 

# Testing values again 

i = 150 

print a*(i**3)+b*(i**2)+c*(i)+d 

B = (2*b)/(3*a) 

C = c/(3*a) 

V1 = (-B+(B**2-(4*C*1))**0.5)/2 

V2 = (-B-(B**2-(4*C*1))**0.5)/2 
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APPENDIX H (Continued) 

EXCESS SURFACE CHARGE INTERPOLATION AND ESTIMATION OF THE 

ELECTROLYTES 

import numpy as np 

from scipy.interpolate import interp1d 

from scipy.interpolate import InterpolatedUnivariateSpline 

import matplotlib.pyplot as plt 

from scipy.optimize import leastsq 

import numpy as np 

import pylab as pl 

import matplotlib.pyplot as plt 

 

import sys 

import os 

import pylab as pl 

import numpy as np 

import matplotlib.pyplot as plt 

from scipy.optimize import leastsq 

tension_50NP=arrays of tension measurements 

tension_50NP=pl.array(tension_50NP) 

volt_50NP = [400,380,350,300,250,200,150]# interfacial potential of the cells in mV 
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APPENDIX H (Continued) 

 

volt_50NP=pl.array(volt_50NP) 

volt=volt_50NP 

tension=input_value (arrays) 

z_salt = np.polyfit(volt ,tension, 4)# 1D polynomial to the fourth order 

f = np.poly1d(z_salt) 

# calculate new x's and y's 

volt5_new = np.linspace(volt[0], volt[-1]) 

tension_new = f(volt5_new) 

volt5_new=pl.array(volt5_new) 

tension_new =pl.array(tension_new ) 

 

Z_salt_300= np.polyfit(volt,tension_50NP,4) 

f_300 = np.poly1d(Z_salt_300) 

volt5_new2=np.linspace(volt[0], volt[-1]) 

tension_new2 = f_300(volt5_new2) 
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APPENDIX I 

XR Measurements with 60 nM nanoparticle concentration at Argonne 

National Lab 

∆𝜙𝑤−0         (mV) Measurements’ Time 

(hrs) 

60 26.83 

40 5.2 

10 18.2 

-40 6.3 

-90 2.1 

-140 0.5 

-190 0.5 

 

XR Measurements with 35 nM nanoparticle concentration at Argonne National Lab 

∆𝜙𝑤−0          

(Mv) 

Measurements’ Time 

(hrs) 

60 16 

40 6.8 

10 Skipped after 4 hours 

(Still not equilibrated) 

-40 5.7 

-90 4 

-140 3.5 

-190 1 
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