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## SUMMARY

The propagation of linear elastic waves arise in a wide array of applications, for instance, in mechanical engineering, materials science, and the geosciences. Many configurations of interest can be effectively modeled as layers of isotropic, homogeneous materials separated by thin interfaces across which material properties vary rapidly. In the frequency domain one must solve a system of coupled elliptic partial differential equations, however, this can be greatly simplified in the instance of layered media by considering interface unknowns. To realize this, one must be able to produce normal stresses (tractions) at these interfaces and Dirichlet-Neumann Operators accomplish this. In this contribution we discuss a novel Boundary Perturbation approach to compute these operators in a rapid, high-order, and robust fashion.

In addition, we have also implemented a parallel version of the algorithm using OpenMP and FFTW-MPI, and investigated the inversion method for 2D interface reconstruction using this Operator Expansions approach.

## CHAPTER 1

## NAVIER'S EQUATION

"Part of this chapter were previously published as (1)"

### 1.1 Introduction

The propagation of linear elastic waves in an inhomogeneous medium arises in a wide array of applications, for instance, in mechanical engineering (2), materials science (3), and the geosciences $(4 ; 5)$. These disturbances are governed by the wave equation where the velocity of propagation depends upon the properties of the material in question $(2 ; 6)$. In many applications, e.g. in the instance of plane-wave incident radiation, it is sufficient to compute the scattering at a single temporal frequency and thus, in light of the linear nature of the governing equations, one may adopt the frequency-domain approach as we do here resulting in a system of elliptic PDE to be solved.

### 1.1.1 Previous Work

In many instances, the medium may be effectively modeled by two or more isotropic, homogeneous layers which are delineated by sharp interfaces across which the material properties vary rapidly. Furthermore, for many purposes these can be specified by graphs of (single-valued) functions which, additionally, are periodic. Many numerical algorithms have been devised for the simulation of this problem. "The Finite Difference (FDM) (7; 8), Finite Element (FEM) $(9 ; 10)$, and Spectral Element (SEM) $(11 ; 12)$ methods have been studied but suffer from the
fact that they discretize the full volume of the model which not only introduces a huge number of degrees of freedom, but also raises the difficult question of appropriately specifying a farfield boundary condition explicitly. Furthermore, the Finite Difference method, while simple to devise and implement is not well-suited to the complex geometries of general layered media".

An attractive alternative are surface integral methods $(13 ; 14)$ "(e.g. Boundary Integral Methods—BIM—or Boundary Element Methods—BEM) which only require a discretization of the layer interfaces (rather than the whole structure) and which, due to the choice of the Green's function, enforce the far-field boundary condition exactly. These methods can deliver high-accuracy simulations with greatly reduced operation counts", however, such formulations typically require not only the surface trace of the field (the displacement), but also the surface trace of the normal derivative of the field (the traction) in order to close the set of coupled boundary conditions. "Dirichlet-Neumann Operators" (DNOs), and their generalizations, perform the operation of mapping the Dirichlet trace to its unique Neumann trace and thus it is clear that these DNOs play a central role in surface formulations. Before proceeding, we point out that DNOs have been studied in many contexts and are alternatively known as "Dirichlet-to-Neumann Maps" $(15 ; 16 ; 17)$ and "Steklov-Poincaré Operators" (18).

### 1.1.2 Boundary Perturbation Method

For many problems, the layer interface shapes are moderate deviations from an exactly solvable flat-layer (infinitesimal) configuration, in which case a perturbative approach is natural. In particular, there are many low-order theories for scattering problems going back to the classical work of Rayleigh (19) and Rice (20). In the general case we refer the interested reader
to $(21 ; 22 ; 23 ; 24 ; 25 ; 26 ; 27 ; 28 ; 29 ; 30 ; 31 ; 32 ; 33 ; 34 ; 35)$, while specific to elasticity we suggest (36; 37; 38; 39; 40). Boundary Perturbation Methods (BPMs) are built upon this philosophy, and have been shown to be a rapid, accurate, and robust class of numerical procedures for this problem (see (41) for a complete discussion and list of references). BPMs built upon Operator Expansions (30; 42; 43; 44; 45; 46), Field Expansions (47; 48; 49; 50; 51), and Transformed Field Expansions ( $52 ; 53 ; 54 ; 55 ; 56$ ) have proven to be highly successful within their domains of applicability (which is not restricted by the size of the perturbation (54)), and we follow the Operator Expansions (OE) philosophy in this thesis (though other BPM could be imagined based upon our work here).

While the developments in this contribution follow these to a certain degree, a fundamental complication of the equations of linear elastodynamics is their three-dimensional nature, not only of the independent variable, but also the unknown field. One well-known consequence of this property is that within a homogeneous medium there are two (body) propagation velocities, those of the primary ( $\mathrm{P}-$ ) and secondary ( $\mathrm{S}-$ ) waves. As we shall see, this plays a crucial role in our developments and distinguishes it significantly from previous work.

Our approach is a Fourier/Taylor method which expands the quasiperiodic scattered field in a (generalized) Fourier series in the spatial variable, and the field in powers of the interface deformation which we characterize by a single quantity, $\varepsilon$, which we view as an (not necessarily small (54)) amplitude/slope. In previous work it has been shown that the scattered fields depend analytically upon the parameter $\varepsilon$ with the radius of convergence dependent on the smoothness of the interface perturbation (as rough as Lipschitz (57; 54; 58)). For smooth
deformations the field will be jointly analytic with respect to both spatial and perturbation variables which results in a numerical scheme which converges exponentially as the numerical parameters are refined.

### 1.1.3 Governing Equations

We refer the interested reader to the very clear description of Chapter 5 of Billingham \& King (2) for the governing equations of the propagation of linear waves in a solid (see also the classical text by Achenbach (6)). To summarize these developments, we recall that for small (total) displacements

$$
\underline{u}^{\mathrm{t}}=\underline{\mathrm{u}}^{\mathrm{t}}(x, \mathrm{t}), \quad x \in \mathrm{R}^{3},
$$

of an elastic body, the governing equations are Navier's equations

$$
\rho \partial_{t}^{2} \underline{u}_{i}^{t}=\partial_{j} \sigma_{i j}\left(\underline{u}^{\mathrm{t}}\right),
$$

where $\rho$ is the undisturbed density of the elastic solid, considering the 3 dimensional nature of the displacement,

$$
\underline{\mathfrak{u}}^{\mathrm{t}}=\left(\underline{\mathrm{u}}_{1}^{\mathrm{t}}, \underline{\mathfrak{u}}_{2}^{\mathrm{t}}, \underline{\mathfrak{u}}_{3}^{\mathrm{t}}\right)
$$

and $\sigma_{i j}$ is the symmetric stress tensor expressing the constituitive relation

$$
\sigma_{i j}=\lambda e_{k k} \delta_{i j}+2 \mu e_{i j} .
$$

In these, $\lambda$ and $\mu$ are the Lamé constants, more specifically,

$$
\begin{gathered}
\lambda=\frac{v E}{(1+v)(1-2 v)} \\
\mu=\frac{E}{2(1+v)}
\end{gathered}
$$

where E is Young's modulus, and $v$ is the Poisson ratio (2). The identity tensor is denoted by $\delta_{i j}$,

$$
\delta_{i j}=\left\{\begin{array}{ll}
0, & i \neq j \\
1, & i=j
\end{array}, \quad i, j=1,2,3,\right.
$$

and $\boldsymbol{e}_{\mathfrak{i j}}$ is the strain tensor (6),

$$
\begin{equation*}
e_{i j}=(1 / 2)\left\{\partial_{j} \underline{u}_{i}^{t}+\partial_{i} \underline{u}_{j}^{t}\right\} . \tag{1.1}
\end{equation*}
$$

And $e_{\mathrm{kk}}$ is known as the dilatation, which reflects the change of volume of an elastic element, is defined as

$$
\begin{equation*}
\Delta=e_{k k}=\partial_{i} \underline{u}_{1}^{\mathrm{t}}+\partial_{j} \underline{\underline{u}}_{2}^{\mathrm{t}}+\partial_{\mathrm{k}} \underline{\mathrm{u}}_{3}^{\mathrm{t}} \tag{1.2}
\end{equation*}
$$

Proposition 1.1.1. The vector form of Navier's equations is

$$
\rho \partial_{\mathrm{t}}^{2} \underline{\mathrm{u}}^{\mathrm{t}}=(\lambda+\mu) \nabla \operatorname{div}\left[\underline{\mathrm{u}}^{\mathrm{t}}\right]+\mu \Delta \underline{\mathrm{u}}^{\mathrm{t}} .
$$

And if we seek time-harmonic solutions of form

$$
\underline{u}^{\mathrm{t}}(x, \mathrm{t})=\mathrm{e}^{-\mathrm{i} \omega \mathrm{t}} \mathrm{u}^{\mathrm{t}}(x),
$$

Navier's equation becomes

$$
\begin{equation*}
\mu \Delta \mathfrak{u}^{\mathrm{t}}+(\lambda+\mu) \nabla \operatorname{div}\left[\mathfrak{u}^{\mathrm{t}}\right]+\omega^{2} \rho \mathfrak{u}^{\mathrm{t}}=0 . \tag{1.3}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\rho \partial_{t}^{2} \underline{u}_{i}^{t} & =\partial_{j} \sigma_{i j}\left(\underline{u}^{\mathrm{t}}\right)=\partial_{j}\left(\lambda e_{k k} \delta_{i j}+2 \mu e_{i j}\right) \\
& =\lambda \delta_{i j} \partial_{j} e_{k k}+2 \mu \partial_{j} e_{i j} \\
& =\lambda \partial_{i} e_{k k}+2 \mu \partial_{j}\left(\frac{1}{2}\left(\partial_{i} \underline{u}_{j}^{t}+\partial_{j} \underline{u}_{i}^{t}\right)\right) \\
& =\lambda \partial_{i}\left(\partial_{j} \underline{u}_{j}^{t}\right)+\mu\left(\partial_{i} \partial_{j} \underline{u}_{j}^{t}+\partial_{j} \partial_{j} \underline{u}_{i}^{t}\right) \\
& =(\lambda+\mu) \partial_{i} \partial_{j} \underline{u}_{j}^{t}+\mu \partial_{j} \partial_{j} \underline{u}_{i}^{t} \\
& =(\lambda+\mu) \nabla \operatorname{div}\left[\underline{u}^{\mathrm{t}}\right]+\mu \Delta \underline{u}^{\mathrm{t}} .
\end{aligned}
$$

Given that $\underline{u}^{t}$ is time harmonic, we have

$$
\begin{aligned}
\rho \partial_{t}^{2} \underline{u}_{i}^{t} & =\rho \partial_{t}^{2}\left(e^{-i \omega t} u_{i}^{t}\right) \\
& =\rho(-i \omega)^{2} e^{-i \omega t} u^{t}=-\rho \omega^{2} e^{-i \omega t} u_{i}^{t}
\end{aligned}
$$

As well as

$$
\begin{aligned}
(\lambda+\mu) \nabla \operatorname{div}\left[\underline{u}^{\mathrm{t}}\right]+\mu \Delta \underline{u}^{\mathrm{t}} & =(\lambda+\mu) \nabla \operatorname{div}\left[e^{-i \omega t} \mathbf{u}_{i}^{t}\right]+\mu \Delta e^{-i \omega t} u_{\mathfrak{i}}^{t} \\
& =e^{-i \omega t}\left((\lambda+\mu) \nabla \operatorname{div}\left[\mathfrak{u}_{\mathfrak{i}}^{\mathrm{t}}\right]+\mu \Delta \mathfrak{u}_{\mathrm{i}}^{\mathrm{t}}\right) .
\end{aligned}
$$

From the proven vector form Naver's Equation we have

$$
-\rho \omega^{2} e^{-i \omega t} u_{i}^{t}=e^{-i \omega t}\left((\lambda+\mu) \nabla \operatorname{div}\left[u_{i}^{t}\right]+\mu \Delta u_{i}^{t}\right)
$$

canceling $e^{-i \omega t}$ on both sides and moving all terms on to one side we get the (Equation 1.3)

Proposition 1.1.2. The Naver's Equation (Equation 1.3) is equivalent to

$$
\begin{equation*}
\Delta \phi^{\mathrm{t}}+\left(\omega / \mathrm{c}^{(1)}\right)^{2} \phi^{\mathrm{t}}=0, \quad \Delta \psi^{\mathrm{t}}+\left(\omega / \mathrm{c}^{(2)}\right)^{2} \psi^{\mathrm{t}}=0, \quad \operatorname{div}\left[\psi^{\mathrm{t}}\right]=0, \tag{1.4}
\end{equation*}
$$

Given that

$$
\mathrm{u}^{\mathrm{t}}=\nabla \phi^{\mathrm{t}}+\operatorname{curl}\left[\psi^{\mathrm{t}}\right], \quad \operatorname{div}\left[\psi^{\mathrm{t}}\right]=0,
$$

where $c^{(1)}:=\sqrt{(\lambda+2 \mu) / \rho}$ and $c^{(2)}:=\sqrt{\mu / \rho}$.

Proof. Using the Helmholtz decomposition (2; 6), we know

$$
\mathfrak{u}^{\mathrm{t}}=\nabla \phi^{\mathrm{t}}+\operatorname{curl}\left[\psi^{\mathrm{t}}\right], \quad \operatorname{div}\left[\psi^{\mathrm{t}}\right]=0,
$$

for any sufficient smooth, rapidly decaying and periodic vector field $u^{t}$. Plug it into (Equation 1.3), we get

$$
\begin{aligned}
\mu \Delta \mathfrak{u}^{\mathrm{t}}+ & (\lambda+\mu) \nabla \operatorname{div}\left[\mathrm{u}^{\mathrm{t}}\right]+\omega^{2} \rho u^{\mathrm{t}} \\
& =\mu \Delta\left[\nabla \phi^{\mathrm{t}}+\operatorname{curl}\left[\psi^{\mathrm{t}}\right]\right]+(\lambda+\mu) \nabla \operatorname{div}\left[\nabla \phi^{\mathrm{t}}+\operatorname{curl}\left[\psi^{\mathrm{t}}\right]\right]+\omega^{2} \rho\left(\nabla \phi^{\mathrm{t}}+\operatorname{curl}\left[\psi^{\mathrm{t}}\right]\right) \\
& =\nabla\left[\mu \Delta \phi^{\mathrm{t}}+\omega^{2} \rho \phi^{\mathrm{t}}+(\lambda+\mu) \operatorname{div}\left[\nabla \phi^{\mathrm{t}}\right]\right]+\operatorname{curl}\left[\mu \Delta \psi^{\mathrm{t}}+\omega^{2} \rho \psi^{\mathrm{t}}\right]+(\lambda+\mu) \nabla \operatorname{div}\left[\operatorname{curl}\left[\psi^{\mathrm{t}}\right]\right] \\
& =\nabla\left[(\lambda+2 \mu) \Delta \phi^{\mathrm{t}}+\omega^{2} \rho \phi^{\mathrm{t}}\right]+\operatorname{curl}\left[\mu \Delta \psi^{\mathrm{t}}+\omega^{2} \rho \psi^{\mathrm{t}}\right]+0 \\
& =0
\end{aligned}
$$

Note here we use the fact from vector calculus that for any vector field F, it holds that $\operatorname{div}[\operatorname{curl}[F]]=0$. Now we choose a solution that satisfies

$$
\begin{aligned}
(\lambda+2 \mu) \Delta \phi^{t}+\omega^{2} \rho \phi^{t} & =0 & \mu \Delta \psi^{t}+\omega^{2} \rho \psi^{t} & =0 \\
\Delta \phi^{t}+\frac{\omega^{2} \rho}{\lambda+2 \mu} \phi^{t} & =0 & \Delta \psi^{t}+\frac{\omega^{2} \rho}{\mu} \psi^{t} & =0 \\
\Delta \phi^{t}+\left(\omega / c^{(1)}\right)^{2} \phi^{t} & =0 & \Delta \psi^{t}+\left(\omega / c^{(2)}\right)^{2} \psi^{t} & =0
\end{aligned}
$$

Which is equivalent to (Equation 1.4) based on the definition of $c^{(1)}$ and $c^{(2)}$.

Remark 1.1.3. Note that $c^{(1)}$ is larger than $c^{(2)}$, we also call $c^{(1)}$ the primary wave ( P -wave), $c^{(2)}$ the secondary wave (S-wave) velocities, $\phi^{t}$ is the scalar potential and $\psi^{t}$ is the vector potential respectively.

### 1.1.4 Plane Harmonic Waves in Elastic Half-Space

The problem we focus on here is the reflection of an incident plane wave in an elastic halfspace adjoining a medium which does not transmit mechanical waves. In particular, we focus upon incident plane-waves

$$
\begin{equation*}
u^{i}=A e^{i\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)}, \quad A \in R^{3}, \quad \alpha=\left(\alpha_{1}, \alpha_{2}\right)^{\top}, \quad \tilde{x}=\left(x_{1}, x_{2}\right)^{\top}, \tag{1.5}
\end{equation*}
$$

impinging from above upon a periodic interface

$$
x_{3}=g(\tilde{x}), \quad g(\tilde{x}+\tilde{d})=g(\tilde{x}), \quad \tilde{d}=\left(d_{1}, d_{2}\right)^{\top}
$$

where the solid occupies the domain $x_{3}>g(\tilde{x})$.

Proposition 1.1.4. The incident radiation (Equation 1.5) will satisfy (Equation 1.3) provided that either

$$
\gamma^{2}=\left(\omega / \mathrm{c}^{(1)}\right)^{2}-|\alpha|^{2}, \quad \text { and } \mathrm{A} \text { parallel to }(\alpha,-\gamma)^{\mathrm{T}} \text {, }
$$

or

$$
\gamma^{2}=\left(\omega / \mathrm{c}^{(2)}\right)^{2}-|\alpha|^{2}, \quad \text { and } \mathcal{A} \text { orthogonal to }(\alpha,-\gamma)^{\mathrm{T}},
$$

Proof. Case 1: Setting $A=a(\alpha,-\gamma)^{\top}$ and $\alpha^{2}+\gamma^{2}=\left(\omega / c^{(1)}\right)^{2}=\frac{\rho \omega^{2}}{\lambda+2 \mu}$

$$
\begin{aligned}
\Delta \mathfrak{u}^{\mathrm{t}} & =\Delta\left[\mathfrak{a}(\alpha,-\gamma) \mathrm{e}^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)}\right] \\
& =\mathrm{A}\left((\mathrm{i} \alpha)^{2}+(-\mathrm{i} \gamma)^{2}\right) \mathrm{e}^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)} \\
& =\mathrm{A}\left(-\alpha^{2}-\gamma^{2}\right) e^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)} \\
& =-A \frac{\rho \omega^{2}}{\lambda+2 \mu} e^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)} \\
& =-\frac{\rho \omega^{2}}{\lambda+2 \mu} \mathrm{u}^{\mathrm{t}}
\end{aligned}
$$

$$
\begin{aligned}
\nabla \operatorname{div}\left[\mathrm{u}^{\mathrm{t}}\right] & =\nabla \mathrm{A} \cdot(\mathrm{i} \alpha,-\mathrm{i} \gamma) \mathrm{e}^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)} \\
& =\nabla \mathrm{a}\left(\mathrm{i} \alpha^{2}+\mathrm{i} \gamma^{2}\right) \mathrm{e}^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)} \\
& =\mathrm{ia} \frac{\rho \omega^{2}}{\lambda+2 \mu} \Delta e^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)} \\
& =\mathrm{ia} \frac{\rho \omega^{2}}{\lambda+2 \mu} \cdot(\mathrm{i} \alpha,-\mathrm{i} \gamma) \mathrm{e}^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)} \\
& =-\frac{\rho \omega^{2}}{\lambda+2 \mu} \mathrm{~A} \cdot \mathrm{e}^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)} \\
& =-\frac{\rho \omega^{2}}{\lambda+2 \mu} \mathrm{u}^{\mathrm{t}}
\end{aligned}
$$

thus we have

$$
\begin{aligned}
\mu \Delta u^{t}+(\lambda+\mu) \nabla \operatorname{div}\left[\mathfrak{u}^{\mathrm{t}}\right]+\omega^{2} \rho \mathfrak{u}^{\mathrm{t}} & =\mu\left(-\frac{\rho \omega^{2}}{\lambda+2 \mu} \mathfrak{u}^{\mathrm{t}}\right)+(\lambda+\mu)\left(-\frac{\rho \omega^{2}}{\lambda+2 \mu} \mathfrak{u}^{\mathrm{t}}\right)+\omega^{2} \rho u^{\mathrm{t}} \\
& =\left(\frac{-\mu}{\lambda+2 \mu}+\frac{-(\lambda+\mu)}{\lambda+2 \mu}+1\right) \rho \omega^{2} \mathfrak{u}^{\mathrm{t}} \\
& =0 \cdot \rho \omega^{2} u^{\mathrm{t}}=0
\end{aligned}
$$

Case 2: $A \cdot(\alpha,-\gamma)=0$ and $\alpha^{2}+\gamma^{2}=\left(\omega / c^{(2)}\right)^{2}=\frac{\rho \omega^{2}}{\mu}$, then

$$
\begin{aligned}
\Delta \mathfrak{u}^{\mathrm{t}} & =\left(-\alpha^{2}-\gamma^{2}\right) \mathfrak{u}^{\mathrm{t}} \\
& =-\frac{\rho \omega^{2}}{\mu} \mathfrak{u}^{\mathrm{t}} \\
\nabla\left[\operatorname{div}\left[\mathrm{u}^{\mathrm{t}}\right]\right] & =\nabla\left[\mathcal{A} \cdot(\mathrm{i} \alpha,-\mathrm{i} \gamma) \mathrm{e}^{\mathrm{i}\left(\alpha \cdot \tilde{x}-\gamma x_{3}\right)}\right] \\
& =\nabla[0]=0 .
\end{aligned}
$$

Thus we also have

$$
\begin{aligned}
\mu \Delta \mathfrak{u}^{\mathrm{t}}+(\lambda+\mu) \nabla \operatorname{div}\left[\mathfrak{u}^{\mathrm{t}}\right]+\omega^{2} \rho \mathfrak{u}^{\mathrm{t}} & =\mu\left(-\frac{\rho \omega^{2}}{\mu} \mathfrak{u}^{\mathrm{t}}\right)+\omega^{2} \rho \mathfrak{u}^{\mathrm{t}} \\
& =-\omega^{2} \rho \mathfrak{u}^{\mathrm{t}}+\omega^{2} \rho \mathfrak{u}^{\mathrm{t}} \\
& =0 .
\end{aligned}
$$

Such an incident plane-wave will generate scattered surface displacements, $u$, satisfying the boundary condition

$$
u(\tilde{x}, g(\tilde{x}))=\xi(\tilde{x}):=-u^{\mathfrak{i}}(\tilde{x}, g(\tilde{x})) \text {. }
$$

Due to the linear character of the problem the scattered displacement also satisfies the Navier equation, cf. (Equation 1.3),

$$
\begin{equation*}
\mu \Delta u+(\lambda+\mu) \nabla \operatorname{div}[u]+\omega^{2} \rho u=0, \tag{1.6}
\end{equation*}
$$

and, upon appealing to the Helmholtz decomposition, the Helmholtz equations, c.f. (Equation 1.4),

$$
\begin{equation*}
\Delta \phi+\left(\omega / c^{(1)}\right)^{2} \phi=0, \quad \Delta \psi+\left(\omega / c^{(2)}\right)^{2} \psi=0, \quad \operatorname{div}[\psi]=0 \tag{1.7}
\end{equation*}
$$

This problem is known to have a unique, $\alpha$-quasiperiodic,

$$
\mathfrak{u}\left(\tilde{x}+\tilde{d}, x_{3}\right)=e^{i \alpha \cdot \tilde{d}} \mathfrak{u}\left(\tilde{x}, x_{3}\right),
$$

solution which is outgoing (6).

### 1.1.5 Outgoing Solutions

To make the notion of outgoing solutions more precise, for $x_{3}>|g|_{L \infty}$, the exact solutions (given by the Rayleigh expansions) for the Helmholtz equations, (Equation 1.7), are

$$
\begin{equation*}
\phi(x)=\sum_{|\mathfrak{p}|=-\infty}^{\infty} \hat{\phi}(p) e^{\mathrm{i}\left(\alpha(\mathfrak{p}) \cdot \tilde{x}+\gamma^{(1)}(\mathfrak{p}) x_{3}\right)}, \quad \psi(x)=\sum_{|\mathfrak{p}|=-\infty}^{\infty} \hat{\psi}(p) e^{\mathrm{i}\left(\alpha(p) \cdot \tilde{x}+\gamma^{(2)}(p) x_{3}\right)} \tag{1.8}
\end{equation*}
$$

where $\psi(x)$ must be divergence-free. In these formulas $p=\left(p_{1}, p_{2}\right)^{\top} \in N^{2}$ (so that the summation notation above is shorthand for the double sum over all $p \in N^{2}$ ) and

$$
\begin{aligned}
\alpha(p) & =\alpha+2 \pi\binom{p_{1} / d_{1}}{p_{2} / d_{2}} \\
\gamma^{(j)}(p) & =\left\{\begin{array}{ll}
\sqrt{\left(\omega / c^{(j)}\right)^{2}-|\alpha(p)|^{2}}, & |\alpha(p)|^{2}<\left(\omega / c^{(j)}\right)^{2} \\
i \sqrt{|\alpha(p)|^{2}-\left(\omega / c^{(j)}\right)^{2}}, & |\alpha(p)|^{2}>\left(\omega / c^{(j)}\right)^{2}
\end{array}, j=1,2 .\right.
\end{aligned}
$$

The outgoing wave condition is reflected in the choice of the positive signs before $\gamma^{(j)}(\mathfrak{p})$ in the expressions for $\phi$ and $\psi$ in (Equation 1.8).

With the definition of the wavevector

$$
\kappa^{(\mathrm{j})}(\mathfrak{p}):=\binom{\alpha(\mathfrak{p})}{\gamma^{(j)}(p)}
$$

we can write

$$
\phi(x)=\sum_{|\mathfrak{p}|=-\infty}^{\infty} \hat{\phi}(\mathfrak{p}) e^{i \kappa^{(1)}(p) \cdot x}, \quad \psi(x)=\sum_{|\mathfrak{p}|=-\infty}^{\infty} \hat{\psi}(\mathfrak{p}) e^{i \kappa^{(2)}(p) \cdot x}, \quad \mathrm{i} \kappa^{(2)}(p) \cdot \hat{\psi}(p)=0
$$

We can now express the scattered elastic wave field as

$$
\begin{gather*}
\mathfrak{u}(\mathrm{x})=\nabla \phi+\operatorname{curl}[\psi]=\sum_{|\mathfrak{p}|=-\infty}^{\infty}\left(\mathrm{i} \kappa^{(1)}(\mathfrak{p})\right) \hat{\phi}(\mathfrak{p}) \mathrm{e}^{\mathrm{i} \kappa^{(1)}(\mathfrak{p}) \cdot x}+\sum_{|\mathrm{p}|=-\infty}^{\infty}\left\{\left(\mathrm{i} \kappa^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathrm{p})\right\} \mathrm{e}^{\mathrm{i} \mathrm{~K}^{(2)}(\mathfrak{p}) \cdot x}, \\
\left(\mathrm{i} \kappa^{(2)}(\mathfrak{p})\right) \cdot \hat{\psi}(\mathfrak{p})=0 . \tag{1.9}
\end{gather*}
$$

Remark 1.1.5. In this expression the scalar coefficient $\hat{\boldsymbol{\phi}}(\mathrm{p})$ delivers the P -waves, while the vector quantity $\left\{\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \times \widehat{\psi}(\mathfrak{p})\right\}$ gives the S-waves. Due to the orthogonality constraint

$$
\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \cdot \hat{\psi}(\mathfrak{p})=0,
$$

the latter lies in a two-dimensional space which can be spanned by a vector in the vertical plane (the SV-waves) and one in the horizontal plane (the SH-waves). Therefore (Equation 1.9) captures all of the body waves which propagate in a homogeneous, isotropic solid.

### 1.2 The Displacement-Traction Operator

The fundamental object of our study is a generalized Dirichlet-Neumann Operator (DNO), namely the Displacement-Traction Operator (DTO), which we define here.

Definition 1.2.1. Consider the time-harmonic Navier's equations, (Equation 1.6),

$$
\mu \Delta u+(\lambda+\mu) \nabla \operatorname{div}[u]+\omega^{2} \rho u=0, \quad x_{3}>g(\tilde{x}),
$$

supplemented with displacement (Dirichlet) data

$$
\begin{equation*}
u(\tilde{x}, g(\tilde{x}))=\xi(\tilde{x}) . \tag{1.10}
\end{equation*}
$$

The unique, $\alpha$-quasiperiodic, outgoing solution delivers the surface traction (normal stress; Neumann) data

$$
v_{i}(\tilde{x})=\left.\sigma_{i j}(u)\right|_{x_{3}=g} N_{j}
$$

with normal

$$
N=\left(-\partial_{1} g,-\partial_{2} g, 1\right)^{\top},
$$

and the Displacement-Traction Operator (DTO), G, is defined as the operation of computing $v$ given $\xi$,

$$
\mathrm{G}(\mathrm{~g}): \xi \rightarrow v
$$

Remark 1.2.2. In light of the relation

$$
\sigma_{i j}=\lambda e_{k k} \delta_{i j}+2 \mu e_{i j},
$$

we introduce the notation $G=L+M$ where

$$
\begin{equation*}
\mathrm{L}:=\left.\lambda e_{\mathrm{kk}} \delta_{i j} N_{j}\right|_{x_{3}=g}=\left.\lambda e_{\mathrm{kk}} N_{i}\right|_{x_{3}=g}, \quad M:=\left.2 \mu e_{i j} N_{j}\right|_{x_{3}=g} . \tag{1.11}
\end{equation*}
$$

Proposition 1.2.3. The DTO depends linearly upon the Dirichlet data $\xi$, but the dependence on g is nonlinear.

Proof. We assume $w=u+v$, where

$$
w=\left(w_{1}, w_{2}, w_{3}\right) \quad u=\left(u_{1}, u_{2}, u_{3}\right) \quad v=\left(v_{1}, v_{2}, v_{3}\right)
$$

By the definition of operators $L$ and $M$ (Equation 1.11), and definition of strain tensor (Equation 1.1) and dilatation (Equation 1.2), we have

$$
\begin{aligned}
\mathrm{L}(w) & =\lambda\left(\partial_{i} w_{i}+\partial_{j} w_{j}+\partial_{k} w_{k}\right) \mathrm{N}_{i} \\
& =\lambda\left(\partial_{i}\left(u_{i}+v_{i}\right)+\partial_{j}\left(u_{j}+v_{j}\right)+\partial_{k}\left(u_{k}+v_{k}\right)\right) N_{i} \\
& =\lambda\left(\partial_{i} u_{i}+\partial_{j} u_{j}+\partial_{k} u_{k}\right) N_{i}+\lambda\left(\partial_{i} v_{i}+\partial_{j} v_{j}+\partial_{k} v_{k}\right) N_{i} \\
& =\mathrm{L}(u)+\mathrm{u}(v) .
\end{aligned}
$$

Similary we have

$$
\begin{aligned}
M(w) & =2 \mu e_{i j} N_{j}=\mu\left(\partial_{i} w_{j}+\partial_{j} w_{i}\right) N_{j} \\
& =\mu\left(\partial_{i}\left(u_{j}+v_{j}\right)+\partial_{j}\left(u_{i}+v_{i}\right)\right) N_{j} \\
& =\mu\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) N_{j}+\mu\left(\partial_{i} v_{j}+\partial_{j} v_{i}\right) N_{j} \\
& =M(u)+M(v) .
\end{aligned}
$$

Also we have

$$
L(0)=M(0)=0
$$

and for any constant $m$, we have

$$
\mathrm{L}(\mathrm{~m} \cdot w)=\mathrm{m} \cdot \mathrm{~L}(w) \quad \mathrm{M}(\mathrm{~m} \cdot w)=\mathrm{m} \cdot \mathrm{M}(w)
$$

Thus both the operator $L$ and operator $M$ are linear with respect to Dirichlet data;
To understand that these operators depends non-linearly upon the shape of interface g , we can look at the operators in more details.

$$
w=\left(w _ { i } \left(x, g(x), w_{j}\left(x, g(x), w_{k}(x, g(x)) \quad x=\left(x_{1}, x_{2}\right)\right.\right.\right.
$$

$$
\begin{aligned}
L(w) & =\lambda\left(\partial_{i} w_{i}+\partial_{j} w_{j}+\partial_{k} w_{k}\right) N_{i} \\
& =\lambda\left(\partial_{x_{1}} w_{i}+\partial_{x_{3}} w_{k} \partial_{1} g(x)+\partial_{x_{2}} w_{i}+\partial_{x_{3}} w_{k} \partial_{2} g(x)+\partial_{x_{3}} w_{k}\right) \cdot\left(\partial_{1} g(x), \partial_{2} g(x),-1\right)^{\top}
\end{aligned}
$$

From the the above expression, we can see that the operator L contains terms like $\partial_{1} g \partial_{1} g$, $\partial_{1} g \partial_{2} g$ and $\partial_{2} g \partial_{2} g$ which is non-linearly dependent upon $g$

Note that the dependence upon g is analytic and we use this fact to great effect to produce a robust high-order numerical algorithm.

### 1.2.1 Infinitesimal Deformations

Before coming to this, we begin with the (relatively) simple case of the DTO in the case of an infinitesimal (non-zero but vanishingly small) interface that we model by $\mathrm{g} \equiv 0$ with normal $N_{i}=-\delta_{i 3}$. While this is not the focus of our study, it is the "base case" which allows us to address non-zero deformations.

The first step is to find the unique solution to Navier's equation with displacement boundary condition, (Equation 1.10). From (Equation 1.9) we have

$$
\begin{aligned}
\sum_{|p|=-\infty}^{\infty} \hat{\xi}(p) e^{\mathrm{i} \alpha(p) \cdot \tilde{x}} & =\xi(\tilde{x})=u(\tilde{x}, 0) \\
& =\sum_{|\mathfrak{p}|=-\infty}^{\infty}\left[\left(\mathrm{ik}^{(1)}(\mathfrak{p})\right) \hat{\phi}(\mathfrak{p})+\left\{\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathfrak{p})\right\}\right] e^{\mathrm{i} \alpha(p) \cdot \tilde{x}}
\end{aligned}
$$

subject to $\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \cdot \hat{\psi}(\mathfrak{p})=0$. The solution is found by solving the linear system of equations

$$
\left(\begin{array}{cc}
\mathrm{i} \kappa^{(2)}(p) \times & \mathrm{i} \kappa^{(1)}(p) \\
\mathrm{i} \kappa^{(2)}(p)^{\mathrm{T}} & 0
\end{array}\right)\binom{\hat{\psi}(p)}{\hat{\phi}(p)}=\binom{\hat{\xi}(p)}{0}
$$

which, for each $p$, is four equations in four unknowns. We denote the solution map by

$$
\hat{\psi}(p)=\mathcal{L}_{\psi}[\hat{\xi}(p)], \quad \hat{\phi}(p)=\mathcal{L}_{\phi}[\hat{\xi}(p)] .
$$

Proposition 1.2.4. For any solution to the Navier's Equation of the form satisfying (Equation 1.9), and $\mathrm{g}=0$ We have

$$
\begin{equation*}
L^{(0)}[\xi]=\sum_{|p|=-\infty}^{\infty} \lambda\left|\kappa^{(1)}(p)\right|^{2} \mathcal{L}_{\phi}[\hat{\xi}(p)] e^{\mathrm{i} \alpha(p) \cdot \tilde{x}} \delta_{i 3} . \tag{1.12}
\end{equation*}
$$

and

$$
\begin{align*}
M^{(0)}[\xi]= & \mu \sum_{|p|=-\infty}^{\infty}\left[2 \kappa_{j}^{(1)}(p) \kappa_{i}^{(1)}(p) \mathcal{L}_{\phi}[\hat{\xi}(p)]\right. \\
& \left.+\kappa_{j}^{(2)}(p)\left\{\kappa^{(2)}(p) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{i}+\kappa_{i}^{(2)}(p)\left\{\kappa^{(2)}(p) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{j}\right] e^{i \alpha(p) \cdot \tilde{x}_{j}} \delta_{j 3} . \tag{1.13}
\end{align*}
$$

Proof. If $\mathrm{g}=0$, then

$$
N=\left(\partial_{i} g, \partial_{j} g,-1\right)=(0,0,-1)
$$

Regarding the operator $\mathrm{L}=\mathrm{L}^{(0)}$, from (Equation 1.9) we have

$$
\begin{aligned}
e_{\mathrm{kk}}(x) & =\partial_{\mathrm{k}} \mathfrak{u}_{\mathrm{k}}(\mathrm{x}) \\
& =\sum_{|\mathrm{p}|=-\infty}^{\infty}\left(\mathrm{i} \kappa^{(1)}(\mathfrak{p})\right) \cdot\left(\mathrm{i} \kappa^{(1)}(\mathfrak{p})\right) \hat{\phi}(\mathfrak{p}) e^{\mathrm{i} \kappa^{(1)}(\mathfrak{p}) \cdot x}+\sum_{|\mathrm{p}|=-\infty}^{\infty}\left\{\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathfrak{p})\right\} \cdot\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \mathrm{e}^{\mathrm{i} \kappa^{(2)}(\mathfrak{p}) \cdot x} \\
& =\sum_{|\mathrm{p}|=-\infty}^{\infty}\left(\mathrm{i} \kappa^{(1)}(\mathfrak{p})\right)^{2} \cdot \hat{\phi}(\mathfrak{p}) e^{\mathrm{i} \kappa^{(1)}(\mathfrak{p}) \cdot x}+0 \\
& =\sum_{|\mathrm{p}|=-\infty}^{\infty}-\left|\kappa^{(1)}(\mathfrak{p})\right|^{2} \hat{\phi}(\mathfrak{p}) \mathrm{e}^{\mathrm{i} \kappa^{(1)}(\mathfrak{p}) \cdot x}
\end{aligned}
$$

Note here we've used the fact that $\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathfrak{p})$ is perpendicular to $\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right)$. So

$$
\begin{aligned}
L^{(0)}[\xi] & =\left.\lambda e_{\mathrm{kk}} \mathrm{~N}_{\mathrm{i}}\right|_{x_{3}=0} \\
& =\lambda \sum_{|\mathfrak{p}|=-\infty}^{\infty}-\left|\kappa^{(1)}(\mathfrak{p})\right|^{2} \hat{\phi}(\mathfrak{p}) e^{\mathrm{i} \kappa^{(1)}(\mathfrak{p}) \cdot x}\left(-\delta_{\mathrm{i} 3}\right) \\
& =\sum_{|\mathfrak{p}|=-\infty}^{\infty} \lambda\left|\kappa^{(1)}(\mathfrak{p})\right|^{2} \mathcal{L}_{\phi}[\hat{\xi}(\mathfrak{p})] e^{\mathrm{i} \alpha(\mathfrak{p}) \cdot \tilde{x}} \delta_{i 3} .
\end{aligned}
$$

Similarly, for For $M=M^{(0)}$ we compute

$$
\begin{aligned}
& \partial_{j} u_{i}(x)=\sum_{|p|=-\infty}^{\infty}\left(i \kappa_{j}^{(1)}(p)\right)\left(i \kappa_{i}^{(1)}(p)\right) \hat{\phi}(p) e^{i \kappa^{(1)}(p) \cdot x} \\
&+\sum_{|p|=-\infty}^{\infty}\left(i \kappa_{j}^{(2)}(p)\right)\left\{\left(i \kappa^{(2)}(p)\right) \times \hat{\psi}(p)\right\}_{i} e^{i \kappa^{(2)}(p) \cdot x},
\end{aligned}
$$

again subject to $\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \cdot \hat{\psi}(\mathfrak{p})=0$. So

$$
\begin{aligned}
2 e_{i j}= & \partial_{j} u_{i}+\partial_{i} u_{j}=\sum_{|p|=-\infty}^{\infty} 2\left(\mathrm{ik}_{j}^{(1)}(p)\right)\left(\mathrm{i} \kappa_{i}^{(1)}(p)\right) \hat{\phi}(p) e^{i \kappa^{(1)}(p) \cdot x} \\
& +\sum_{|\mathrm{p}|=-\infty}^{\infty}\left[\left(i \kappa_{j}^{(2)}(p)\right)\left\{\left(i \kappa^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(p)\right\}_{i}+\left(i \kappa_{i}^{(2)}(p)\right)\left\{\left(i \kappa^{(2)}(p)\right) \times \hat{\psi}(p)\right\}_{j}\right] e^{i \kappa^{(2)}(p) \cdot x},
\end{aligned}
$$

and

$$
\begin{align*}
M^{(0)}[\xi]= & \left.2 \mu e_{i j} N_{j}\right|_{x_{3}=0}=-\left.2 \mu e_{i j} \delta_{j 3}\right|_{x_{3}=0} \\
= & \mu \sum_{|p|=-\infty}^{\infty}\left[2 \kappa_{j}^{(1)}(p) \kappa_{i}^{(1)}(p) \hat{\phi}(p)\right. \\
& \left.+\kappa_{j}^{(2)}(p)\left\{\kappa^{(2)}(p) \times \hat{\psi}(p)\right\}_{i}+\kappa_{i}^{(2)}(p)\left\{\kappa^{(2)}(p) \times \hat{\psi}(p)\right\}_{j}\right] e^{i \alpha(p) \cdot \tilde{x}} \delta_{j 3} \\
= & \mu \sum_{|p|=-\infty}^{\infty}\left[2 \kappa_{j}^{(1)}(p) \kappa_{i}^{(1)}(p) \mathcal{L}_{\phi}[\hat{\xi}(p)]\right. \\
& \left.+\kappa_{j}^{(2)}(p)\left\{\kappa^{(2)}(p) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{i}+\kappa_{i}^{(2)}(p)\left\{\kappa^{(2)}(p) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{j}\right] e^{i \alpha(p) \cdot \tilde{x}} \delta_{j 3} . \tag{1.14}
\end{align*}
$$

### 1.2.2 General Deformations

We now move to the general setting of DTOs connected to non-trivial geometries with interface shaped by the graph of the function $x_{3}=g(\tilde{x})$. Of course this is generally quite a difficult problem and the key to our approach is to consider deformations of the form

$$
\mathrm{g}(\tilde{\mathrm{x}})=\varepsilon \mathrm{f}(\tilde{\mathrm{x}}),
$$

which gives rise to expansions

$$
u=u(x ; \varepsilon)=\sum_{n=0}^{\infty} u^{(n)}(x) \varepsilon^{n}, \quad L=L(\varepsilon)=\sum_{n=0}^{\infty} L^{(n)} \varepsilon^{n}, \quad M=M(\varepsilon)=\sum_{n=0}^{\infty} M^{(n)} \varepsilon^{n}
$$

that can be shown to be strongly convergent (52;54;58). We now outline the Method of Operator Expansions (OE) $(30 ; 42 ; 59 ; 55)$ for simulating DTO in this setting of linear elastodynamics.

To begin our development consider the following $\alpha$-quasiperiodic, outgoing solution of the time-harmonic Navier's equation

$$
\begin{equation*}
u(x ; p)=\left(i k^{(1)}(p)\right) \hat{\phi}(p) e^{i k^{(1)}(p) \cdot x}+\left\{\left(i \kappa^{(2)}(p)\right) \times \hat{\psi}(p)\right\} e^{i \kappa^{(2)}(p) \cdot x}, \tag{1.15}
\end{equation*}
$$

subject to $\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \cdot \hat{\psi}(\mathfrak{p})=0$. We note that, in terms of these, (Equation 1.9) can be written as

$$
u(x)=\sum_{|p|=-\infty}^{\infty} u(x ; p), \quad\left(i \kappa^{(2)}(p)\right) \cdot \hat{\psi}(p)=0
$$

We now define the surface quantities

$$
\begin{align*}
& \mathcal{U}(\tilde{x} ; g, p):=u(\tilde{x}, g(\tilde{x}) ; p)  \tag{1.16a}\\
& K(\tilde{x} ; g, p):=\partial_{k} u_{k}(\tilde{x}, g(\tilde{x}) ; p)  \tag{1.16b}\\
& E_{i j}(\tilde{x} ; g, p):=\left\{\partial_{j} u_{i}(\tilde{x}, g(\tilde{x}) ; p)+\partial_{i} u_{j}(\tilde{x}, g(\tilde{x}) ; p)\right\}, \tag{1.16c}
\end{align*}
$$

and observe that, expressing $g=\varepsilon f$, these are analytic in $\varepsilon$ so that

$$
\left\{U, K, E_{i j}\right\}(\tilde{x} ; \varepsilon f, p)=\sum_{n=0}^{\infty}\left\{U^{(n)}(\tilde{x} ; p), K^{(n)}(\tilde{x} ; p), E_{i j}^{(n)}(\tilde{x} ; p)\right\} \varepsilon^{n} .
$$

We will derive forms for the $\left\{U^{(n)}, K^{(n)}, E_{i j}^{(n)}\right\}$ in $\S A$.
Turning to the operator L, from (Equation 1.11) we can write

$$
\mathrm{L}(\varepsilon f)[\mathrm{U}(\tilde{x} ; \varepsilon f, p)]=\left.\lambda K(\tilde{x} ; \varepsilon f, p) \mathrm{N}_{\mathrm{i}}\right|_{x_{3}=\varepsilon f},
$$

and expand

$$
\begin{aligned}
\left(\sum_{n=0}^{\infty} \varepsilon^{n} L^{(n)}(f)\right)\left[\sum_{m=0}^{\infty} u^{(m)}(\tilde{x} ; f, p) \varepsilon^{m}\right] & =\lambda\left(\varepsilon \partial_{1} f\right) \sum_{n=0}^{\infty} K^{(n)}(\tilde{x} ; f, p) \varepsilon^{n} \delta_{i 1} \\
& +\lambda\left(\varepsilon \partial_{2} f\right) \sum_{n=0}^{\infty} K^{(n)}(\tilde{x} ; f, p) \varepsilon^{n} \delta_{i 2}-\lambda \sum_{n=0}^{\infty} K^{(n)}(\tilde{x} ; f, p) \varepsilon^{n} \delta_{i 3} .
\end{aligned}
$$

Equating at order zero we find

$$
L^{(0)}\left[\mathrm{U}^{(0)}\right]=-\lambda \mathrm{K}^{(0)} \delta_{i 3}
$$

where

$$
\begin{aligned}
& u^{(0)}=u(\tilde{x}, 0 ; p)=\left(i \kappa^{(1)}(p)\right) \hat{\phi}(p) e^{i \alpha(p) \cdot \tilde{x}}+\left\{\left(i \kappa^{(2)}(p)\right) \times \hat{\psi}(p)\right\} e^{i \alpha(p) \cdot \tilde{x}}=\hat{\xi}(p) e^{i \alpha(p) \cdot \tilde{x}} \\
& K^{(0)}=-\left|\kappa^{(1)}(p)\right|^{2} \hat{\phi}(p) e^{i \alpha(p) \cdot \tilde{x}}=-\left|\kappa^{(1)}(p)\right|^{2} \mathcal{L}_{\phi}[\hat{\xi}(p)] e^{i \alpha(p) \cdot \tilde{x}},
\end{aligned}
$$

so that we recover (Equation 1.12)

$$
L^{(0)}\left[\hat{\xi}(p) e^{\mathrm{i} \alpha(p) \cdot \tilde{x}}\right]=\lambda\left|\kappa^{(1)}(\mathfrak{p})\right|^{2} \mathcal{L}_{\phi}[\hat{\xi}(\mathfrak{p})] e^{\mathrm{i} \alpha(p) \cdot \tilde{x}} \delta_{i 3} .
$$

At order $n>0$ we find

$$
\begin{align*}
L^{(n)}(f)\left[\hat{\xi}(p) e^{i \alpha(p) \cdot \tilde{x}}\right] & =L^{(n)}(f)\left[U^{(0)}\right]=-\lambda K^{(n)}(f) \delta_{i 3} \\
& +\lambda\left(\partial_{1} f\right) K^{(n-1)}(f) \delta_{i 1}+\lambda\left(\partial_{2} f\right) K^{(n-1)}(f) \delta_{i 2}-\sum_{m=0}^{n-1} L^{(m)}(f)\left[U^{(n-m)}\right] . \tag{1.17}
\end{align*}
$$

In an exactly analogous fashion we can show that

$$
M(\varepsilon f)[U(\tilde{x} ; \varepsilon f, p)]=\left.2 \mu e_{i j}\right|_{x_{3}=\varepsilon f}=\left.\mu \cdot E(\tilde{x} ; \varepsilon f, p) N_{i}\right|_{x_{3}=\varepsilon f},
$$

After expanding the operators, we get

$$
\begin{aligned}
\left(\sum_{n=0}^{\infty} \varepsilon^{n} M^{(n)}(f)\right)\left[\sum_{m=0}^{\infty} u^{(m)}(\tilde{x} ; f, p) \varepsilon^{m}\right] & =\mu\left(\varepsilon \partial_{1} f\right) \sum_{n=0}^{\infty} E^{(n)}(\tilde{x} ; f, p) \varepsilon^{n} \delta_{i 1} \\
& +\mu\left(\varepsilon \partial_{2} f\right) \sum_{n=0}^{\infty} E^{(n)}(\tilde{x} ; f, p) \varepsilon^{n} \delta_{i 2}-\lambda \sum_{n=0}^{\infty} E^{(n)}(\tilde{x} ; f, p) \varepsilon^{n} \delta_{i 3} .
\end{aligned}
$$

Equating at order zero we find

$$
\begin{aligned}
M^{(0)}\left[\hat{\xi}(p) e^{i \alpha(p) \cdot \tilde{x}}\right]= & M^{(0)}\left[u^{(0)}\right]=\mu E_{i j}^{(0)} \delta_{j 3} \\
= & \mu\left[2 \kappa_{j}^{(1)}(p) \kappa_{i}^{(1)}(p) \mathcal{L}_{\phi}[\hat{\xi}(p)]\right. \\
& \left.+\kappa_{j}^{(2)}(p)\left\{\kappa^{(2)}(p) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{i}+\kappa_{i}^{(2)}(p)\left\{\kappa^{(2)}(p) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{j}\right] \delta_{j 3}
\end{aligned}
$$

which recovers (Equation 1.13), and equating at order $n$ it follows that

$$
\begin{align*}
& M^{(n)}(f)\left[U^{(0)}\right]=-\mu E_{i 3}^{(n)}(f)+\mu\left(\partial_{1} f\right) E_{i 1}^{(n-1)}(f)+\mu\left(\partial_{2} f\right) E_{i 2}^{(n-1)}(f) \\
&-\sum_{m=0}^{n-1} M^{(m)}(f)\left[U^{(n-m)}\right] \tag{1.18}
\end{align*}
$$

Of course the key to all of these developments is the derivation of useful forms for the $\left\{U^{(n)}, K^{(n)}, E_{i j}^{(n)}\right\}$ which we describe in Appendix $\S$ A.

### 1.3 Numerical Results

Now we show the numerical simulation results of our DTO solver in details, and compare the results with the exact solutions. From the $\mathrm{L}_{\infty}$ norm of the difference, we can see that our method achieves hight efficiency and accuracy. Also from the configuration of the algorithm, we can also expect it's generalization in other applications.

### 1.3.1 Exact Solutions

Naturally, for a problem as complicated as what we consider here (that of non-trivial interfaces), there are no known exact solutions. Thus, to conduct a study on the convergence of our algorithm we will follow this rule: When implementing a solver for the homogeneous problem:

$$
\begin{array}{ll}
\mathcal{L u}=0 & \text { in } \Omega \\
\mathcal{B u}=0 & \text { at } \partial \Omega,
\end{array}
$$

it is usually not hard to develop a method for the related inhomogeneous problem:

$$
\begin{array}{ll}
\mathcal{L u}=\mathcal{R} & \text { in } \Omega \\
\mathcal{B u}=\mathcal{Q} & \text { at } \partial \Omega
\end{array}
$$

For any function $f$, we can calculate

$$
\mathcal{R}_{\mathrm{f}}:=\mathcal{L} \mathrm{f}, \quad \mathcal{Q}_{\mathrm{f}}:=\mathcal{B} \mathrm{f},
$$

and automatically knows a solution that solves the problem

$$
\begin{array}{ll}
\mathcal{L u}=\mathcal{R}_{\mathrm{f}} & \text { in } \Omega \\
\mathcal{B u}=\mathcal{Q}_{\mathrm{f}} & \text { at } \partial \Omega
\end{array}
$$

e.g. $u=f$. Thus, we have a means to test the inhomogeneous solver in this (special) case.

Here we specify f such that $\mathcal{R}_{\mathrm{f}} \equiv 0$. These exact solutions correspond to plane-wave reflection rather than incidence.

More specifically, we consider the functions, c.f. (Equation 1.15),

$$
\begin{equation*}
u(x ; \mathfrak{p})=\left(\mathrm{ik}^{(1)}(\mathfrak{p})\right) \hat{\Phi}(\mathfrak{p}) e^{\mathrm{i} \kappa^{(1)}(\mathfrak{p}) \cdot x}+\left\{\left(\mathrm{i}{ }^{(2)}(\mathfrak{p})\right) \times \hat{\Psi}(\mathfrak{p})\right\} e^{\mathrm{i} \kappa^{(2)}(\mathfrak{p}) \cdot x} \tag{1.19}
\end{equation*}
$$

which, for any choice of integer $p$, real $\widehat{\Phi}(p)$, and real three-vector $\widehat{\Psi}(p)$ such that $i \kappa^{(2)}(p)$. $\widehat{\Psi}(p)=0$, satisfy Navier's equations (Equation 1.6) and is outgoing so that $\mathcal{R}_{f} \equiv 0$. Note that these functions satisfied different boundary conditions from incident plane wave. We can calculate the surface data from the way we construct $\mathcal{Q}_{\mathrm{f}}$

$$
\begin{aligned}
\xi(\tilde{x}, g(\tilde{x}) ; p) & =u(\tilde{x}, g(\tilde{x}) ; p) \\
& =\left[\left(i \kappa^{(1)}(\mathfrak{p})\right) \hat{\Phi}(p) e^{\mathrm{i} \gamma^{(1)}(\mathfrak{p}) g(\tilde{x})}+\left\{\left(\mathrm{i} \kappa^{(2)}(\mathfrak{p})\right) \times \widehat{\Psi}(\mathfrak{p})\right\} e^{\mathrm{i} \gamma^{(2)}(\mathfrak{p}) g(\tilde{x})}\right] e^{\mathrm{i} \alpha(\mathfrak{p}) \cdot \tilde{x}} .
\end{aligned}
$$

Now we get a group of exact solutions to the inhomogeneous problem, which we can use to test our numerical algorithm for different types of interface $\mathrm{g}(\tilde{x})$.

### 1.3.2 Complexity Analysis and Improvement

Before leaving our discussion of the numerical implementation, we address one (initially) subtle, but crucially important consideration which can be effectively demonstrated in the formula for $\mathrm{L}^{(\mathfrak{n})}$ (Equation 1.17) and $\mathrm{M}^{(\mathfrak{n})}$ (Equation 1.18). Careful inspection of these formulas
reveal its recursive nature: In order to compute $L^{(\mathfrak{n})}[\psi]$ one needs to evaluate $L^{(n-1)}$ applied to the function $\mathrm{U}^{(1)}$ which, in turn requires the evaluation of $\mathrm{L}^{(\mathrm{n}-2)}$ applied to $\mathrm{U}^{(1)}$, etc.

Proposition 1.3.1. The complexity for calculating all $\mathrm{L}^{(\mathfrak{n})}$ and $\mathrm{M}^{(\mathfrak{n})}$ are both $\mathcal{O}\left(\mathrm{N}_{x}^{2} 2^{\mathrm{n}+1}\right)$.

Proof. Firstly, from the formulas for $\left\{\mathbf{U}^{(\mathfrak{n})}, \mathrm{K}^{(\mathfrak{n})}\right.$ and $\left.\mathrm{E}_{\mathfrak{i j}}^{(\mathfrak{n})}\right\}$ in $\S \mathrm{A}$, we know that the computation cost for them is $\mathcal{O}(1)$ for each of them.

If we use notation $T(n)$ to stands for the time complexity for calculating $L^{(n)}$, then following the formula for $L^{(n)}$, we can write the following relationship:

$$
T(n)=\mathcal{O}(1)+\sum_{m=0}^{n-1} T(m)
$$

We know $T(0)=N_{\chi}^{2}$ and if we set $T(n)=\mathcal{O}\left(N_{\chi}^{2} 2^{n}\right)$, we will see the equation holds. Thus the time complexity for calculating all $\mathrm{L}^{(n)}$ is

$$
\sum_{m=0} T(m)=\sum_{m=0} N_{x}^{2} 2^{m}=\mathcal{O}\left(N_{x}^{2} 2^{(n+1)}\right) .
$$

Similarly the time complexity for calculating all $M^{(n)}$ will be the same $\mathcal{O}\left(N_{x}^{2} 2^{(n+1)}\right)$.

In previous work we have shown $(60 ; 55)$ how adjointness properties of these operators can be used to reduce this to $\mathcal{O}\left(N_{x} \log \left(N_{x}\right) n^{2}\right)$, however, we have been unable (thusfar) to reproduce this success in this setting. However, there is an alternative which avoids the prohibitive factorial cost of a direct implementation of (Equation 1.17). For this we store at every perturbation
order the action of $L^{(n)}$ as a matrix acting on the basis functions $\exp (\mathfrak{i} \alpha(p) \cdot \tilde{x})$ evaluated at the equally spaced gridpoints $\tilde{x}_{l}$. While this is far from optimal (at every perturbation order one must evaluate at every wavenumber $p$ which we represent, of order $\mathcal{O}\left(N_{x}^{2} n^{2}\right)$ ), it certainly makes our algorithm feasible.

Proposition 1.3.2. Calculating the operators $\mathrm{L}^{(\mathfrak{n})}$ and $\mathrm{M}^{(\mathfrak{n})}$ acting on basis functions lowers the time complexity of computing DTOs to $\mathcal{O}\left(\mathrm{N}_{\chi}^{2} \mathrm{n}^{2}\right)$

Proof. For each dimension of the 3 dimensional wave(displacement), we need $\mathrm{N}_{\mathrm{x}} \cdot \mathrm{N}_{\mathrm{x}}$ many wave numbers to represent the solution. For each wave number in each dimension we need to calculate the DTO action on them.

If we use notation $T(n)$ to stands for the time complexity for calculating $L^{(n)}$ acting on one basis function in one dimension, then following the formula for $L^{(\mathfrak{n})}$, we can write the following relationship:

$$
\mathrm{T}(\mathrm{n})=\mathcal{O}(1)+\sum_{\mathfrak{m}=0}^{(\mathrm{n}-1)} \mathcal{O}(1)=\mathcal{O}(\mathrm{n})
$$

Thus the time complexity for calculating all $L^{(\mathfrak{n})}$ is

$$
\sum_{m=0} T(\mathfrak{m})=\sum_{m=0} \mathcal{O}(\mathfrak{m})=\mathcal{O}\left(\mathfrak{n}^{2}\right)
$$

Thus the total complexity to calculate all $\mathrm{L}^{(\mathfrak{n})}$ is

$$
3 \cdot\left(N_{x}\right)^{2} \mathcal{O}\left(n^{2}\right)=\mathcal{O}\left(\left(N_{x}\right)^{2} n^{2}\right)
$$

Similarly the time complexity for calculating all $M^{(n)}$ will be the same $\mathcal{O}\left(\left(N_{x}\right)^{2} n^{2}\right)$.

### 1.3.3 Numerical Implementation

The description of our numerical scheme is not complicated which, in our view, is a distinct advantage of our method. Our Boundary Perturbation approach posits, for instance, an expansion of the traction in the form

$$
v(\tilde{x} ; \varepsilon)=\sum_{n=0}^{\infty} v^{(n)}(\tilde{x}) \varepsilon^{n}
$$

and we seek as an approximation, the truncation of this Taylor series after N terms

$$
\nu^{N}(\tilde{x} ; \varepsilon)=\sum_{n=0}^{N} v^{(n)}(\tilde{x}) \varepsilon^{n} .
$$

Without approximation we can recover the $\nu^{(n)}$ from the formulas (Equation 1.12) \& (Equation 1.13) at order zero, and (Equation 1.17) \& (Equation 1.18) for $n>0$. Each function appears in these formulas will be represented by Fourier series with finite number of non-zero coefficients. Thus, each of the $v^{(n)}(\tilde{x})$ can be spectrally approximated as

$$
\begin{equation*}
\nu^{n, N_{x}}(\tilde{x}):=\sum_{|p|=-N_{x} / 2}^{N_{x} / 2-1} \stackrel{v}{ }^{(\mathfrak{n})}(p) e^{i \alpha(p) \cdot \tilde{x}} . \tag{1.20}
\end{equation*}
$$

Products appearing in (Equation 1.12), (Equation 1.13), (Equation 1.17), and (Equation 1.18) are computed by fast convolutions via the Fast Fourier Transform (FFT) algorithm (61) and our final Fourier/Taylor approximation is

$$
\begin{equation*}
\nu^{N, N_{x}}(\tilde{x} ; \varepsilon):=\sum_{n=0}^{N} \sum_{|\mathfrak{p}|=-N_{x} / 2}^{N_{x} / 2-1} \hat{v}^{(n)}(p) e^{i \alpha(p) \cdot \tilde{x}} \varepsilon^{n} . \tag{1.21}
\end{equation*}
$$

### 1.3.4 Error Measurement

With these numerical approximations we can make error measurements versus the exact solutions (Equation 1.19). We choose to measure the defect in the traction which is quite difficult, because this data is on the perturbed interface $g(x)$. we measure the relative supremum norm of the results in § 1.3.5,

$$
\begin{equation*}
\operatorname{Error}_{\mathrm{rel}}\left(\mathrm{~N}, \mathrm{~N}_{\chi}\right)=\frac{\left|v-v^{\mathrm{N}, \mathrm{~N}_{\chi}}\right|_{\mathrm{L}^{\infty}}}{|v|_{\mathrm{L}^{\infty}}} . \tag{1.22}
\end{equation*}
$$

### 1.3.5 Numerical Tests

We now consider a $(2 \pi) \times(2 \pi)$ periodic interface bounding a three-dimensional solid. We follow the lead of $(53 ; 62)$ and select the following interface shapes: The cosine

$$
\begin{equation*}
f_{s}\left(x_{1}, x_{2}\right)=\cos \left(x_{1}+x_{2}\right), \tag{1.23a}
\end{equation*}
$$

the analytic profile,

$$
\begin{equation*}
f_{a}\left(x_{1}, x_{2}\right)=W\left(x_{1}\right) W\left(x_{2}\right) \tag{1.23b}
\end{equation*}
$$

where

$$
W(z)=\frac{\mathrm{B}^{2} \cos (z)-\mathrm{B}}{\mathrm{~B}^{2}+1-2 \mathrm{~B} \cos (z)}, \quad \mathrm{B}=(2 \rho)^{-1 /(\mathrm{R}-1)}, \quad \rho=10^{-16}, \quad \mathrm{R}=10,
$$

the "rough" ( $\mathrm{C}^{2}$ but not $\left.\mathrm{C}^{3}\right)$ profile

$$
\begin{equation*}
f_{r}\left(x_{1}, x_{2}\right)=\left(\frac{2}{9} \times 10^{-3}\right)\left\{x_{1}^{2}\left(2 \pi-x_{1}\right)^{2} x_{2}^{2}\left(2 \pi-x_{2}\right)^{2}-\frac{64 \pi^{8}}{225}\right\} \tag{1.23c}
\end{equation*}
$$

and the Lipschitz boundary

$$
f_{L}\left(x_{1}, x_{2}\right)=\frac{1}{3}+\left\{\begin{array}{ll}
-1+(2 / \pi) x_{1}, & x_{1} \leq x_{2} \leq 2 \pi-x_{1}  \tag{1.23~d}\\
3-(2 / \pi) x_{2}, & x_{2}>x_{1}, x_{2}>2 \pi-x_{1} \\
3-(2 / \pi) x_{1}, & 2 \pi-x_{1}<x_{2}<x_{1} \\
-1+(2 / \pi) x_{2}, & x_{2}<x_{1}, x_{2}<2 \pi-x_{1}
\end{array} .\right.
$$

These four profiles share some common properties: (1) they have zero mean; (2) the approximate amplitude of them is $2 ;(3)$ the maximum slop is near 1 . To clarify the choice of analytic profile $f_{a}$ we point out (62) that the Fourier coefficients of $W$ are

$$
\hat{W}_{p}= \begin{cases}\frac{1}{2}(2 \rho)^{(|p|-1) /(R-1)} & p \neq 0 \\ 0 & p=0\end{cases}
$$

so that the profile has mean zero, $\widehat{W}_{1}=\widehat{W}_{-1}=1 / 2$ like the cosine, the coefficients decay exponentially fast (giving analyticity of the profile), and the $R$-th coefficient has value $\rho$.

In Figures Figure 1 through Figure 4, we display results of our numerical simulations for the cosine profile(Equation 1.23a), analytic profile(Equation 1.23b), $\mathrm{C}^{2}$ profile(Equation 1.23c), and Lipschitz profile(Equation 1.23d) respectively, for values of $\varepsilon=10^{-3}, 3 \times 10^{-3}, 10^{-2}, 3 \times 10^{-2}$. For physical parameters we picked values meant to be representative of steel (2)

$$
\rho=7800, \quad \lambda=8.6 \times 10^{10}, \quad \mu=7.9 \times 10^{10}
$$

so that $c^{(1)} \approx 5600$ and $c^{(2)} \approx 3180$, and the academic value $\omega=8000$ under normal illumination so that

$$
\left|\kappa^{(1)}\right|=\omega / c^{(1)} \approx 1.429, \quad\left|\kappa^{(2)}\right|=\omega / c^{(2)} \approx 2.516 .
$$

For all four simulations we have chosen numerical parameters $\mathrm{N}_{\mathrm{x}_{1}}=\mathrm{N}_{\mathrm{x}_{2}}=8$ and perturbation orders $N=0, \ldots, 10$. In all four cases we see the rapid and stable convergence which our algorithm delivers in agreement with the spectral properties our Fourier/Taylor approach should enjoy.

TABLE I

COMMON PARAMETERS USED FOR NUMERICAL SIMULATIONS

| Parameter | value | meaning |
| :---: | :---: | :---: |
| N | 10 | perturbation orders |
| $\mathrm{d}_{1}$ | $2 \pi$ | period in x direction |
| $\mathrm{d}_{2}$ | $2 \pi$ | period in y direction |
| $\mathrm{N}_{\mathrm{x}_{1}}$ | 16 | number of grid points in x direction |
| $\mathrm{N}_{\mathrm{x}_{2}}$ | 16 | number of grid points in y direction |
| $\mathrm{c}^{(1)}$ | 5600 | the speed of P-wave |
| $\mathrm{c}^{(2)}$ | 3180 | the speed of S-wave |
| $\omega$ | 8000 | angular frequency |
| $\rho$ | 7800 | the density of the material |
| $\lambda$ | $8.6 \times 10^{10}$ | Lame's first parameter |
| $\mu$ | $7.9 \times 10^{10}$ | Lame's second parameter |
| $\left\|\kappa^{(1)}\right\|$ | 1.429 | magnitude of wavenumber of P-wave |
| $\left\|\kappa^{(2)}\right\|$ | 2.516 | magnitude of wavenumber of S-wave |



Figure 1. Plot of relative $L^{\infty}$ error versus perturbation order N for the cosine profile, (Equation 1.23a) $\left(\varepsilon=10^{-3}, 3 \times 10^{-3}, 10^{-2}, 3 \times 10^{-2}\right)$.


Figure 2. Plot of relative $L^{\infty}$ error versus perturbation order N for the analytic profile, (Equation 1.23b) $\left(\varepsilon=10^{-3}, 3 \times 10^{-3}, 10^{-2}, 3 \times 10^{-2}\right)$.


Figure 3. Plot of relative $L^{\infty}$ error versus perturbation order $N$ for the $C^{2}$ profile, (Equation 1.23c) $\left(\varepsilon=10^{-3}, 3 \times 10^{-3}, 10^{-2}, 3 \times 10^{-2}\right)$.


Figure 4. Plot of relative $\mathrm{L}^{\infty}$ error versus perturbation order N for the Lipschitz profile, (Equation 1.23d) $\left(\varepsilon=10^{-3}, 3 \times 10^{-3}, 10^{-2}, 3 \times 10^{-2}\right)$.

## CHAPTER 2

## INTERFACE RECOVERY

### 2.1 Introduction

The interior of the earth's crust can effectively be modeled as a layered media: largely homogeneous blocks of material separated by sharp interfaces across which material properties change discontinuously. Two important and related questions are raised naturally by many. (1) Given the knowledge of the material properties of the layers and the shapes of the interfaces, can one compute scattering wave returns from such a structure given incident radiation? (2) Specifying incident radiation and measuring scattered waves, can one deduce information about material properties and interface shapes within the layered media? To address these questions, we first implemented the forward solver designed by Malcolm and Nicholls (63) using FFTW$\operatorname{MPI}(64)$ and $\operatorname{OpenMP}(65)$, then we designed a linear inverse solver, which we tested using the data from the forward solver.

### 2.1.1 Previous Work

From the introduction of the previous chapter, § 1.1, we know that there are many papers on classical numerical methods like the finite difference method, the finite element method, the spectral element method and surface methods, which can be implemented to solve the forward problem. Also there are huge volumes of books and papers ((18) has a good introduction) on methods for the inverse problem.

Here we propose a boundary perturbation method for inverse problems for irregularly shaped periodic layered media. Our approach avoids the need for specialized quadrature rules, and is a generalization of the 'method of operator expansions' (OE) of Milder (30; 42; 43; 44; 45; 46) that we described in chapter $\S 1$ which we use precisely because the interface shapes appear so explicitly in these formulations making them particularly appealing for the development of an inversion algorithm.

Milder showed that OE method is spectrally accurate, which means the numerical convergence rate is faster than any polynomial order. For our method, as the scattered fields is analytic with respect to boundary perturbation and the choice of spatial basis is optimal, it also inherits the spectral accuracy. Our approach is developed based on the work of Malcolm and Nicholls(63) and the work of Nicholls and $\operatorname{Taber}(66 ; 67)$ on interface recovery.

### 2.2 Governing Equation

The domain of interest is a $\left(d_{1}, d_{2}\right)$-periodic structure that contains two layers of medium, where the medium on the top is in domain $S_{u}$ and the medium on the bottom is in domain $S_{v}$.

$$
\begin{gathered}
\operatorname{Area}_{u}=\{(x, y, z) \mid 0>z>g(x, y)\} \\
\text { Area }_{v}=\{(x, y, z) \mid z<g(x, y)\} \\
g\left(x+d_{1}, y\right)=g(x, y)=g\left(x, y+d_{2}\right), \quad g(x, y)=\bar{g}+\varepsilon f(x, y)
\end{gathered}
$$

The wave scattering not only satisfies the Helmholtz equation with an incident radiation from up the surface, but also OWC at infinity.

The normal on the interface of two medium is

$$
N=\left(-\partial_{x} g,-\partial_{y} g, 1\right)^{\top} .
$$

We assume the density of each domain is constant, thus we can set the velocity of waves propagating in each layer to be $\mathrm{c}_{\mathrm{j}}(\mathrm{j}=\mathrm{u}, \mathrm{v})$; We assume incident radiation of the form

$$
\begin{equation*}
\mathfrak{u}(x, y, z, t)=e^{-\mathrm{i} \omega \mathrm{t}} e^{\mathrm{i}\left(\alpha x+\beta y+\gamma_{u} z\right)}=e^{-\mathrm{i} \omega t} u_{i}(x, y, z) \tag{2.1}
\end{equation*}
$$

We also define a parameter $k_{j}$ in each layer so that $k_{j}=\omega / c_{j}$; It is the magnitude of the wavenumber of interest. e.g. we have

$$
\begin{aligned}
& \alpha^{2}+\beta^{2}+\beta_{u}^{2}=k_{u}^{2} \\
& \alpha^{2}+\beta^{2}+\beta_{u}^{2}=k_{v}^{2}
\end{aligned}
$$

From the work of Malcolm and Nicholls (63) and (68), we know that the solutions to the Helmholtz equation are quasiperiodic. If we denote

$$
\{u, v\}=\{u(x, y, z), v(x, y, z)\}
$$

then quasi periodicity means

$$
\begin{aligned}
& u(x+d, y, z)=e^{\mathrm{i} \alpha \mathrm{~d}} u(x, y, z) \\
& v(x+d, y, z)=e^{\mathrm{i} \alpha \mathrm{~d}} v(x, y, z)
\end{aligned}
$$

The equations governing the waves propagating in these media are the well-known Helmholtz equations, with the outgoing wave conditions,

$$
\begin{align*}
& \Delta u+k_{u}^{2} u=0 \quad 0>z>g(x, y)  \tag{2.1a}\\
& \mathcal{B} u=0 \quad y \rightarrow \infty  \tag{2.1b}\\
& \Delta v+k_{v}^{2} v=0 \quad z<g(x, y)  \tag{2.1c}\\
& \mathcal{B} v=0 \quad y \rightarrow-\infty  \tag{2.1~d}\\
& u-v=\xi \quad \partial_{N}(u-v)=\psi \quad y=g(x, y)  \tag{2.1e}\\
& \xi(x):=-u_{i}(x, y, g(x, y))=-e^{i\left(\alpha x+\beta y-\gamma_{u} g(x, y)\right)}  \tag{2.1f}\\
& \psi(x):=-\left[\partial_{N} u_{i}(x, y, z)\right]_{z=g(x, y)}=\left(i \gamma_{u}+i \beta\left(\partial_{y} g\right)+i \alpha\left(\partial_{x} g\right)\right) e^{i\left(\alpha x+\beta y-\gamma_{u} g(x, y)\right)} . \tag{2.1g}
\end{align*}
$$

It is important to understand the 'outgoing wave condition' (OWC) (68) before we proceed.

Proposition 2.2.1. The solutions to (Equation 2.1a) are

$$
\begin{array}{ll}
u(x, y, z)=\sum_{|p|=-\infty}^{\infty} a_{p} e^{\left(i\left(\alpha_{p} x+\beta_{p} y+\gamma_{u, p} z\right)\right)} & z>\bar{g}+\varepsilon \cdot|f|_{\infty} \\
v(x, y, z)=\sum_{|p|=-\infty}^{\infty} b_{p} e^{\left(\mathrm{i}\left(\alpha_{p} x+\beta_{p} y-\gamma_{v, p} z\right)\right)} & z<\bar{g}-\varepsilon \cdot|f|_{\infty}
\end{array}
$$

based on the quasi periodicity of the solution and outgoing wave condition.

Proof. From the quasi periodicity of the solution, assume d is the period of the structure, we know that

$$
\begin{gathered}
\alpha_{p}=\alpha+(2 \pi / d) p \quad \beta_{p}=\beta+(2 \pi / d) p \quad p \in \mathbb{Z} \\
\gamma_{j, p}=\left\{\begin{array}{ll}
\sqrt{k_{j}^{2}-\alpha_{p}^{2}-\beta_{p}^{2}}, & \alpha_{p}^{2}+\beta_{p}^{2}<k_{j}^{2} \\
i \sqrt{\alpha_{p}^{2}+\beta_{p}^{2}-k_{j}^{2}}, & \alpha_{p}^{2}+\beta_{p}^{2}>k_{j}^{2}
\end{array}, \quad j=u, v .\right.
\end{gathered}
$$

Then generally the solution $\mathfrak{u}(x, y)$ will be

$$
\begin{equation*}
u(x, y)=\sum_{|p|=-\infty}^{\infty} a_{p} e^{\left(\mathrm{i}\left(\alpha_{p} x+\beta_{p} y+\gamma_{u, p} z\right)\right)}+c_{p} e^{\left(\mathrm{i}\left(\alpha_{p} x+\beta_{p} y-\gamma_{u, p} z\right)\right)} \tag{2.2}
\end{equation*}
$$

From equation (Equation 2.1b), we know that when z goes to $\infty, \mathfrak{u}(x, y, z)$ should decay to zero. When p is large enough, $\gamma_{j, p}=\mathrm{i} \sqrt{\alpha_{\mathrm{p}}^{2}+\beta_{\mathrm{p}}^{2}-k_{j}^{2}}$, and

$$
\begin{equation*}
-\mathrm{i} \gamma_{u, p} z=-i \cdot i \sqrt{\alpha_{p}^{2}+\beta_{p}^{2}-k_{j}^{2}} z=\sqrt{\alpha_{p}^{2}+\beta_{p}^{2}-k_{j}^{2}} z \tag{2.3}
\end{equation*}
$$

As z goes to $\infty$, then $e^{-\mathrm{i} \gamma_{u, p} z}$ will also go to $\infty$, which will violates equation (Equation 2.1b), thus we have to set $\boldsymbol{c}_{\mathrm{p}}$ in equation (Equation 2.2) to be 0 . Similary if we set

$$
\begin{equation*}
v(x, y, z)=\sum_{|p|=-\infty}^{\infty} b_{p} e^{\left(\mathrm{i}\left(\alpha_{p} x+\beta_{p} y-\gamma_{v, p} z\right)\right)}+d_{p} e^{\left(\mathrm{i}\left(\alpha_{\mathfrak{p}} x+\beta_{p} y+\gamma_{v, p} z\right)\right)} \tag{2.4}
\end{equation*}
$$

we can also prove $d_{p}$ in equation (Equation 2.4) must be zero, as $e^{\mathrm{i} \gamma_{\nu, p} z}$ goes to $\infty$ when p is large enough and z goes to $-\infty$.

### 2.3 Forward Problem

For the forward problem, the shape of the grating $g(x, y)$ is given, and the Dirichlet data $\zeta(x, y)$ and Neumann data $\psi(x, y)$ are derived from the incident radiation. Thus, we should be able to solve for the scattered fields $u(x, y, z)$, and $v(x, y, z)$, in particular $u(x, y, 0)$. Using notation $N=\left(-\partial_{x} g(x, y),-\partial_{y} g(x, y), 1\right)$, and defining:

$$
\begin{gather*}
U(x, y):=u(x, y, g(x, y)), \quad V(x, y):=v(x, y, g(x, y))  \tag{2.5}\\
U^{\prime}(x, y):=\partial_{N} u(x, y, g(x, y)), \quad V^{\prime}(x, y):=\partial_{N} v(x, y, g(x, y))  \tag{2.6}\\
G(g)[U(x, y)]:=U^{\prime}(x, y), \quad H(g)[V(x, y)]:=V^{\prime}(x, y) \tag{2.7}
\end{gather*}
$$

Where G and H are the DNOs. From the boundary conditions, we obtain:

$$
\begin{equation*}
u-v=\zeta \tag{2.8}
\end{equation*}
$$

$$
\begin{align*}
& \mathrm{G}[\mathrm{U}]-\mathrm{H}[\mathrm{~V}]=\psi  \tag{2.9}\\
& u(x, y, 0)=: \mathrm{P}[\mathrm{U}] \tag{2.10}
\end{align*}
$$

Where operator P from (Equation 2.10) is called the Upward Propagator which maps the scattered wave on the interface $z=g(x, y)$ to the above surface $z=0$. We will discuss how to solve this operator in section § 2.3.2.

We can solve (Equation 2.8) for V and get $\mathrm{V}=\mathrm{U}-\zeta$, then plugging it into (Equation 2.9) we get

$$
\mathrm{G}[\mathrm{U}]-\mathrm{H}[\mathrm{U}-\zeta]=\psi
$$

which implies:

$$
(\mathrm{G}-\mathrm{H})[\mathrm{U}]=\psi-\mathrm{H}[\zeta]
$$

Thus for a known interface $z=g(x, y)$, as long as we know how to calculate the operators G, $H$ we can get $U$, and then by (Equation 2.10) we can solve for $u(x, y, 0)$ after having a good understanding of operator P .

### 2.3.1 Surface Data Expansions

We represent the Dirichlet and Neumann data as expansions in the grating height/slope. We start with $\zeta:$

$$
\zeta(x, y ; \varepsilon)=\sum_{n=0}^{\infty} \zeta_{n}(x, y) \varepsilon^{n} .
$$

On the other hand, we know that

$$
\begin{aligned}
\zeta(x, y ; \varepsilon) & =-e^{\mathrm{i}\left(\alpha x+\beta y-\gamma_{u}(\bar{g}+\varepsilon f(x, y))\right)} \\
& =-e^{\mathrm{i}(\alpha x+\beta y)} e^{-\mathrm{i} \gamma_{u} \bar{g}} \sum_{n=0}^{\infty} F_{n}(x, y)\left(-i \gamma_{u}\right)^{n} \varepsilon^{n},
\end{aligned}
$$

where

$$
\begin{gathered}
g(x, y)=\bar{g}+\varepsilon f(x, y) \\
F_{n}(x, y):=f^{n}(x, y) /(n!) .
\end{gathered}
$$

Thus by equating corresponding orders in both expressions we can prove that:

$$
\begin{equation*}
\zeta_{n}=-e^{i(\alpha x+\beta y)} e^{-i \gamma_{u} \overline{9}} F_{n}(x, y)\left(-i \gamma_{u}\right)^{n} . \tag{2.11}
\end{equation*}
$$

Then we can apply similar ideas to find the different orders of $\psi$. We have

$$
\begin{aligned}
\psi(x, y ; \varepsilon) & =\sum_{n=0}^{\infty} \psi_{n}(x, y) \varepsilon^{n} \\
& =\partial_{N} \zeta(x, y ; \varepsilon) \\
& =-\left(-\partial_{x} g,-\partial_{y} g, 1\right) \cdot\left(i \alpha, i \beta,-i \gamma_{u}\right)\left(e^{i\left(\alpha x+\beta y-\gamma_{u}(\bar{g}+\varepsilon f(x, y))\right)}\right) \\
& =\left(i \gamma_{u}+i \alpha \varepsilon\left(\partial_{x} f\right)+i \beta \varepsilon\left(\partial_{y} f\right)\right)\left(e^{i(\alpha x+\beta y)} e^{-i \gamma_{u} \bar{g}} \sum_{n=0}^{\infty} F_{n}(x, y)\left(-i \gamma_{u}\right)^{n} \varepsilon^{n}\right) \\
& =e^{i(\alpha x+\beta y)} e^{-i \gamma \gamma_{u} \bar{g}}\left(i \gamma_{u} \sum_{n=1}^{\infty} F_{n}(x, y)\left(-i \gamma_{u}\right)^{n} \varepsilon^{n}+\left(i \alpha \partial_{x} f+i \beta \partial_{y} f\right) \sum_{n=0}^{\infty} F_{n}(x, y)\left(-i \gamma_{u}\right)^{n} \varepsilon^{n}\right) \\
& =e^{i(\alpha x+\beta y)} e^{-i \gamma_{u} \bar{g}}\left(-\sum_{n=0}^{\infty} F_{n}(x, y)\left(-i \gamma_{u}\right)^{n+1} \varepsilon^{n}+\sum_{n=1}^{\infty}\left(i \alpha \partial_{x} f+i \beta \partial_{y} f\right) F_{n-1}(x, y)\left(-i \gamma_{u}\right)^{n-1} \varepsilon^{n}\right)
\end{aligned}
$$

By equating both sides of the equation, we can observe that

$$
\begin{align*}
& \psi_{0}=\left(\mathrm{i} \gamma_{u}\right) e^{-\mathrm{i} \gamma_{u} \overline{9}} e^{\mathrm{i}(\alpha x+\beta y)}  \tag{2.11b}\\
& \psi_{\mathrm{n}}=\left(-\mathrm{F}_{\mathrm{n}}(x, y)\left(-\mathrm{i} \gamma_{u}\right)^{\mathrm{n}+1}+\left((\mathrm{i} \alpha)\left(\partial_{x} \mathrm{f}\right)+\mathrm{i} \beta\left(\partial_{y} \mathrm{f}\right)\right) \mathrm{F}_{\mathrm{n}-1}(x, y)\left(-\mathrm{i} \gamma_{u}\right)^{\mathrm{n}-1}\right) e^{-\mathrm{i} \gamma_{u} \bar{g}} e^{\mathrm{i}(\alpha x+\beta y)} \tag{2.11b}
\end{align*}
$$

### 2.3.2 Operator Expansions of the Upward Propagator

Now to understand the behavior of operator P , we need to understand how it acts on Fourier basis functions, then we will know its operation on any periodic $L^{2}$ functions. As we
have seen in (Equation 2.10), the Upward propagator P maps the surface data $U$ to the upper field $\tilde{\mathfrak{u}}=\mathfrak{u}(x, y, 0)$. Consider

$$
u_{p}(x, y, z)=e^{i\left(\alpha_{p} x+\beta_{p} y-\gamma_{u, p} z\right)}
$$

which is a solution to our governing equation and satisfies the OWC. Thus from (Equation 2.10), we get

$$
P(g)\left[u_{p}(x, y, g(x, y))\right]=u_{p}(x, y, 0)
$$

which implies:

$$
\begin{equation*}
P(g)\left[e^{i\left(\alpha_{p} x+\beta_{p} y-\gamma_{u, p} g(x, y)\right)}=e^{i\left(\alpha_{p} x+\beta_{p} y\right)} .\right. \tag{2.12}
\end{equation*}
$$

Proposition 2.3.1. The Upward propagator $P$ satisfies

$$
\begin{align*}
& P_{0}[\xi]=e^{-i \gamma_{u, D} \bar{g}} \xi  \tag{2.12a}\\
& P_{n}[\xi]=-\sum_{m=0}^{n-1} P_{m}\left[F_{n-m}(x, y)\left(i \gamma_{u, D}\right)^{n-m} \xi\right] \tag{2.12b}
\end{align*}
$$

given that

$$
g(x, y)=\bar{g}+\varepsilon f(x, y)
$$

Proof. Note that

$$
P(g)=\sum_{n=0}^{\infty} P_{n}(g) \varepsilon^{n}
$$

Thus from (Equation 2.12) we know that

$$
\left(\sum_{n=0}^{\infty} P_{n}(g) \varepsilon^{n}\right)\left(e^{i\left(\alpha_{p} x+\beta_{p} y\right)} e^{i \gamma_{u, p}} \sum_{n=0}^{\infty} F_{n}(x, y)\left(i \gamma_{u, p}\right)^{n} \varepsilon^{n}\right)=e^{i\left(\alpha_{p} x+\beta_{p} y\right)}
$$

Now we first study the zeroth order and we find that

$$
P_{0}\left(e^{i\left(\alpha_{p} x+\beta_{p} y\right)} e^{i \gamma \gamma_{u, p} \bar{g}}\right)=e^{i\left(\alpha_{p} x+\beta_{p} y\right)}
$$

implying

$$
P_{0}\left(e^{\mathrm{i}\left(\alpha_{p} x+\beta_{p} y\right)}\right)=e^{-\mathrm{i} \gamma_{u, p} \bar{p}} e^{i\left(\alpha_{p} x+\beta_{p} y\right.}
$$

which gives

$$
P_{0}[\xi]=e^{-\mathrm{i} \gamma_{u, \mathrm{D}} \overline{\mathrm{~g}}} \underline{\xi} .
$$

Note here we used a Fourier multiplier

$$
\mathfrak{m}(D)[\xi]:=\sum_{p=-\infty}^{\infty} m(p) \hat{\xi}_{p} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} .
$$

If we equate the $n$-th order where $n>0$, the it follows that

$$
\begin{aligned}
& \sum_{m=0}^{n} P_{m}\left[F_{n-m}(x, y)\left(i \gamma_{u, p}\right)^{n-m} e^{i \gamma_{u, p} \bar{p}} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right]=0, \\
& P_{n}\left[e^{i \gamma_{u, p} \bar{g}} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right]=-\sum_{m=0}^{n-1} P_{m}\left[F_{n-m}(x, y)\left(i \gamma_{u, p}\right)^{n-m} e^{i} \gamma_{u, p} \bar{g} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right] \\
& P_{n}\left[e^{i\left(\alpha_{p} x+\beta_{p} y\right.}\right]=-\sum_{m=0}^{n-1} P_{m}\left[F_{n-m}(x, y)\left(i \gamma_{u, p}\right)^{n-m} e^{i\left(\alpha_{p} x+\beta_{p} y\right.}\right] \\
& P_{n}[\xi]=-\sum_{m=0}^{n-1} P_{m}\left[F_{n-m}(x, y)\left(i \gamma_{u, D}\right)^{n-m} \xi\right] .
\end{aligned}
$$

Remark 2.3.2. If we study the operator P , we can see that when p is small enough, e.g. when

$$
\alpha_{\mathrm{p}}^{2}+\beta_{\mathrm{p}}^{2}<k_{u}^{2},
$$

then $\gamma_{u, \mathfrak{p}}$ will be a positive number(propagating mode), and the Fourier multiplier $e^{\mathrm{i} \gamma_{u, p} \overline{9}}$ is of modulus one. But if p is large so that

$$
\alpha_{p}^{2}+\beta_{p}^{2}>k_{u}^{2},
$$

which is an evanescent mode of p , according to (Equation 2.3) and the fact that $\overline{\mathrm{g}}<0$, we find that the Fourier multiplier $e^{-\mathrm{i} \gamma_{u}, \mathrm{D} \overline{\mathcal{g}}}$ will be exponentially decaying, so the upward propagator is very nice and smooth for the forward problem. But in terms of the inverse solver in § 2.4,
we need to use the operator $P_{0}^{-1}$ which will, on the other hand, enlarge the Fourier coefficients exponentially when $p$ is large.

### 2.3.3 Operator Expansions of the Dirichlet-Neumann Operators

We now first focus on the DNO G that generates normal derivative $\mathrm{U}^{\prime}$ from Dirichlet data $U$ on the surface $g(x, y)=\varepsilon f(x, y)$. We define

$$
u_{p}(x, y, z)=e^{i\left(\alpha_{p} x+\beta_{p} y+\gamma_{u}, \mathfrak{p} z\right)}
$$

By the definition of operator $G$ (Equation 2.7), we have

$$
\begin{aligned}
G(g)\left[u_{p}(x, y, g(x, y))\right] & =\partial_{N} u_{p} \\
& =\left(i \alpha_{p}, i \beta_{p}, i \gamma_{u, p}\right) \cdot\left(-\partial_{x} g,-\partial_{y} g, 1\right) u_{p}(x, y, g(x, y) \\
& =\left(-i \alpha_{p} \partial_{x} g-i \beta_{p} \partial_{y} g+i \gamma_{u, p}\right) u_{p}(x, y, g(x, y))
\end{aligned}
$$

Also we have expansions of $G$ and $u_{p}(x, y, g(x, y)$ as follows:

$$
\mathrm{G}=\sum_{\mathrm{n}=0}^{\infty} \mathrm{G}_{\mathrm{n}} \varepsilon^{\mathrm{n}}
$$

and

$$
\begin{aligned}
u_{p}(x, y, g(x, y)) & =e^{i\left(\alpha_{p} x+\beta_{p} y+\gamma_{u, p} g(x, y)\right)} \\
& =e^{\mathrm{i}\left(\alpha_{p} x+\beta_{p} y\right)} e^{\mathrm{i} \gamma_{u, p} g(x, y)} \\
& =e^{\mathrm{i}\left(\alpha_{\mathfrak{p}} x+\beta_{\mathfrak{p}} y\right)} \sum_{n=0}^{\infty}\left(\mathrm{i} \gamma_{u, p}\right)^{n} F_{n}(x, y) \varepsilon^{n} .
\end{aligned}
$$

Then by substituting the above two expansions into the definition of operator G, we get the left hand side as follows,

$$
\begin{aligned}
G(g)\left[u_{p}(x, y, g(x, y))\right] & =\left(\sum_{n=0}^{\infty} G_{n} \varepsilon^{n}\right)\left(e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \cdot \sum_{n=0}^{\infty}\left(i \gamma_{u, p}\right)^{n} F_{n}(x, y) \varepsilon^{n}\right) \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{n} G_{m}\left[F_{n-m}\left(i \gamma_{u, p}\right)^{n-m} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right] \varepsilon^{n} .
\end{aligned}
$$

The expansion of right hand side becomes the following:

$$
\begin{aligned}
& \left(-i \alpha_{p} \partial_{x} g-i \beta_{p} \partial_{y} g+i \gamma_{u, p}\right) u_{p}(x, y, g(x, y)) \\
& =\left(-i \alpha_{p}\left(\partial_{x} f\right) \varepsilon-i \beta_{p}\left(\partial_{y} f\right) \varepsilon+i \gamma_{u, p}\right) e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \sum_{n=0}^{\infty}\left(i \gamma_{u, p}\right)^{n} F_{n}(x, y) \varepsilon^{n} \\
& =\left(-\sum_{n=0}^{\infty}\left(i \alpha_{p} \partial_{x} f+i \beta_{p} \partial_{y} f\right) F_{n}(x, y)\left(i \gamma_{u, p}\right)^{n} \varepsilon^{n+1}+\sum_{n=0}^{\infty} F_{n}(x, y)\left(i \gamma_{u, p}\right)^{n+1} \varepsilon^{n}\right) e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(-\sum_{n=1}^{\infty}\left(i \alpha_{p} \partial_{x} f+i \beta_{p} \partial_{y} f\right) F_{n-1}(x, y)\left(i \gamma_{u, p}\right)^{n-1} \varepsilon^{n}+\sum_{n=0}^{\infty} F_{n}(x, y)\left(i \gamma_{u, p}\right)^{n+1} \varepsilon^{n}\right) e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(-\sum_{n=1}^{\infty}\left(i \alpha_{p} \partial_{x} F_{n}+i \beta_{p} \partial_{y} F_{n}\right)\left(i \gamma_{u, p}\right)^{n-1} \varepsilon^{n}+\sum_{n=0}^{\infty} F_{n}(x, y)\left(i \gamma_{u, p}\right)^{n+1} \varepsilon^{n}\right) e^{i\left(\alpha_{p} x+\beta_{p} y\right)} .
\end{aligned}
$$

Note we used the facts that

$$
\partial_{x} F_{n}(x, y)=\partial_{x} f(x, y) F_{n-1}(x, y), \quad \partial_{y} F_{n}(x, y)=\partial_{y} f(x, y) F_{n-1}(x, y) .
$$

Proposition 2.3.3. The DNO $G$ operator satisfies

$$
\begin{equation*}
\mathrm{G}_{0}[\xi]=\left(\mathrm{i} \gamma_{\mathrm{u}, \mathrm{D}}\right) \xi, \tag{2.13}
\end{equation*}
$$

and

$$
\begin{align*}
G_{n}[\xi]=-k_{u}^{2} F_{n}\left(i \gamma_{u, D}\right)^{n-1} \xi-\partial_{x} & {\left[F_{n} \partial_{x}\left(i \gamma_{u, D}\right)^{n-1} \xi\right] } \\
& -\partial_{y}\left[F_{n} \partial_{y}\left(i \gamma_{u, D}\right)^{n-1} \xi\right]-\sum_{m=0}^{n-1} G_{m}\left[F_{n-m}\left(i \gamma_{u, D}\right)^{n-m} \xi\right] . \tag{2.14}
\end{align*}
$$

Proof. Refering to the expansions of the left hand side and right hand side of (Equation 2.7), for zeroth order equality it holds that

$$
\begin{aligned}
\mathrm{G}_{0}\left[e^{\mathrm{i}\left(\alpha_{p} x+\beta_{p} y\right)}\right] & =\mathrm{F}_{0}(x, y)\left(\mathrm{i} \gamma_{u, p}\right)^{0+1} e^{\mathrm{i}\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(\mathrm{i} \gamma_{u, p}\right) e^{\mathrm{i}\left(\alpha_{p} x+\beta_{p} y\right)}
\end{aligned}
$$

e.g. $G_{0}[\xi]=\left(\mathrm{i} \gamma_{u, D}\right)[\xi]$ in the sense of Fourier multipliers. After equating $n$-th order on both sides of the expansions, we get

$$
\begin{aligned}
& \sum_{m=0}^{n} G_{m}\left[F_{n-m}\left(i \gamma_{u, p}\right)^{n-m} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right] \\
& =-\left(i \alpha_{p} \partial_{\chi} F_{n}+i \beta_{p} \partial_{y} F_{n}\right)\left(i \gamma_{u, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}+F_{n}\left(i \gamma_{u, p}\right)^{n+1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(-i \alpha_{p} \partial_{x} F_{n}-i \beta_{p} \partial_{y} F_{n}+F_{n}\left(i \gamma_{u, p}\right)^{2}\right)\left(i \gamma_{u, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(-i \alpha_{p} \partial_{x} F_{n}-i \beta_{p} \partial_{y} F_{n}+F_{n}\left(-k_{u}^{2}-\left(i \alpha_{p}\right)^{2}-\left(i \beta_{p}\right)^{2}\right)\right)\left(i \gamma_{u, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =-\left(\left(\partial_{x} F_{n}+F_{n}\left(i \alpha_{p}\right)\right)\left(i \alpha_{p}\right)+\left(\partial_{y} F_{n}+F_{n}\left(i \beta_{p}\right)\right)\left(i \beta_{p}\right)+k_{u}^{2} F_{n}\right)\left(i \gamma_{u, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =-\partial_{x}\left[F_{n} \partial_{x}\left(i \gamma_{u, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right]-\partial_{y}\left[F_{n} \partial_{y}\left(i \gamma_{u, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right] \\
& \quad-k_{u}^{2} F_{n}\left(i \gamma_{u, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} .
\end{aligned}
$$

Using Fourier multiplier notation, we can translate the result into

$$
\begin{align*}
\sum_{m=0}^{n} G_{m}\left[F_{n-m}\left(i \gamma_{u, D}\right)^{n-m} \xi\right]=-\partial_{x}\left[F_{n} \partial_{x}\left(i \gamma_{u, D}\right)^{n-1} \xi\right]-\partial_{y}[ & \left.F_{n} \partial_{y}\left(i \gamma_{u, D}\right)^{n-1} \xi\right] \\
& -k_{u}^{2} F_{n}\left(i \gamma_{u, D}\right)^{n-1} \xi . \tag{2.15}
\end{align*}
$$

If we isolate the term $\mathrm{G}_{n}[\xi]$ on the LHS, we have proven the result,

$$
\begin{aligned}
G_{n}[\xi]=-k_{u}^{2} F_{n}\left(i \gamma_{u, D}\right)^{n-1} \xi-\partial_{x}[ & \left.F_{n} \partial_{x}\left(i \gamma_{u, D}\right)^{n-1} \xi\right] \\
& -\partial_{y}\left[F_{n} \partial_{y}\left(i \gamma_{u, D}\right)^{n-1} \xi\right]-\sum_{m=0}^{n-1} G_{m}\left[F_{n-m}\left(i \gamma_{u, D}\right)^{n-m} \xi\right] .
\end{aligned}
$$

Particularly, we will need to use the result when $n=1$ in section $\S 2.4$, i.e.

$$
\begin{aligned}
\mathrm{G}_{1}[\xi] & =-\mathrm{k}_{\mathrm{u}}^{2} \mathrm{f} \xi-\partial_{\chi}\left[f \partial_{x} \xi\right]-\partial_{y}\left[f \partial_{y} \xi\right]-\mathrm{G}_{0}\left[f\left(\mathrm{i} \gamma_{u, p}\right) \xi\right] \\
& =-k_{u}^{2} f \xi-\partial_{\chi}\left[f \partial_{x} \xi\right]-\partial_{y}\left[f \partial_{y} \xi\right]-G_{0}\left[f G_{0}[\xi]\right] .
\end{aligned}
$$

Now we proceed to the DNO H that generates the normal derivative $\mathrm{V}^{\prime}$ from Dirichlet data V on the surface. We set

$$
v_{p}(x, y, z)=e^{i\left(\alpha_{p} x+\beta_{p} y-\gamma_{v, p} z\right)}
$$

and as we have proven for $\mathfrak{u}_{\mathfrak{p}}(x, y, z)$, it also holds for $v_{p}(x, y, z)$ that it satisfies the Helmholtz equation and the outgoing wave condition in the area $g(x, y)>z>-\infty$. Now, we derive the exact form of all orders of the DNO H. By the definition of operator H (Equation 2.7), we have

$$
\begin{aligned}
H(g)\left[v_{p}(x, y, g(x, y))\right] & =\partial_{N} v_{p} \\
& =\left(-\partial_{x} g,-\partial_{y} g, 1\right) \cdot\left(i \alpha_{p}, i \beta_{\mathfrak{p}},-i \gamma_{v, p}\right) v_{p}(x, y, g(x, y)) \\
& =-\left(\left(i \alpha_{p}\right) \partial_{x} g+\left(i \beta_{\mathfrak{p}}\right) \partial_{y} g+i \gamma_{v, p}\right) v_{p}(x, y, g(x, y))
\end{aligned}
$$

Expanding H and $\nu_{\mathrm{p}}(\mathrm{x}, \mathrm{y}, \mathrm{g}(\mathrm{x}, \mathrm{y}))$, we get

$$
H=\sum_{n=0}^{\infty} H_{n} \varepsilon^{n},
$$

and

$$
\begin{aligned}
v_{p}(x, y, g(x, y)) & =e^{i\left(\alpha_{p} x+\beta_{p} y-\gamma_{v, p} g(x, y)\right)} \\
& =e^{i\left(\alpha_{p} x+\beta_{p} y\right)} e^{-i \gamma_{v, p} g(x, y)} \\
& =e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \sum_{n=0}^{\infty}\left(-i \gamma_{v, p}\right)^{n} F_{n}(x, y) \varepsilon^{n} .
\end{aligned}
$$

Substituting the above two expansions into the definition of operator H (Equation 2.7), the LHS becomes

$$
\begin{aligned}
H(g)\left[v_{p}(x, y, g(x, y))\right] & =\left(\sum_{n=0}^{\infty} H_{n} \varepsilon^{n}\right)\left(e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \sum_{n=0}^{\infty}\left(-i \gamma_{v, p}\right)^{n} F_{n}(x, y) \varepsilon^{n}\right) \\
& =\sum_{n=0}^{\infty} \sum_{m=0}^{n} H_{m}\left[F_{n-m}\left(-i \gamma_{v, p}\right)^{n-m} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right] \varepsilon^{n} .
\end{aligned}
$$

The expansions of the right hand side are,

$$
\begin{aligned}
& -\left(i \alpha_{p} \partial_{x} g+i \beta_{p} \partial_{y} g+i \gamma_{v, p}\right) v_{p}(x, y, g(x, y)) \\
& =-\left(i \alpha_{p}\left(\partial_{x} f\right) \varepsilon+i \beta_{p}\left(\partial_{y} f\right) \varepsilon+i \gamma_{v, p}\right) \cdot e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \cdot \sum_{n=0}^{\infty}\left(-i \gamma_{v, p}\right)^{n} F_{n}(x, y) \varepsilon^{n} \\
& =-\left(\sum_{n=0}^{\infty}\left(i \alpha_{p} \partial_{x} f+i \beta_{p} \partial_{y} f\right) F_{n}(x, y)\left(-i \gamma_{v, p}\right)^{n} \varepsilon^{n+1}-\sum_{n=0}^{\infty} F_{n}(x, y)\left(-i \gamma_{v, p}\right)^{n+1} \varepsilon^{n}\right) e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(-\sum_{n=1}^{\infty}\left(i \alpha_{p} \partial_{x} f+i \beta_{p} \partial_{y} f\right) F_{n-1}(x, y)\left(-i \gamma_{v, p}\right)^{n-1} \varepsilon^{n}+\sum_{n=0}^{\infty} F_{n}(x, y)\left(-i \gamma_{v, p}\right)^{n+1} \varepsilon^{n}\right) e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(-\sum_{n=1}^{\infty}\left(i \alpha_{p} \partial_{x} F_{n}+i \beta_{p} \partial_{y} F_{n}\right)\left(-i \gamma_{v, p}\right)^{n-1} \varepsilon^{n}+\sum_{n=0}^{\infty} F_{n}(x, y)\left(-i \gamma_{v, p}\right)^{n+1} \varepsilon^{n}\right) e^{i\left(\alpha_{p} x+\beta_{p} y\right)} .
\end{aligned}
$$

Proposition 2.3.4. The DNO H operator satisfies

$$
\begin{equation*}
\mathrm{H}_{0}[\xi]=\left(-\mathrm{i} \gamma_{v, \mathrm{D}}\right) \xi \tag{2.16}
\end{equation*}
$$

and

$$
\begin{align*}
H_{n}[\xi]=-k_{v}^{2} F_{n}\left(-i \gamma_{v, D}\right)^{n-1} \xi & -\partial_{x}\left[F_{n} \partial_{x}\left(-i \gamma_{v, D}\right)^{n-1} \xi\right] \\
& -\partial_{y}\left[F_{n} \partial_{y}\left(-i \gamma_{v, D}\right)^{n-1} \xi\right]-\sum_{m=0}^{n-1} H_{m}\left[F_{n-m}\left(-i \gamma_{v, D}\right)^{n-m} \xi\right] \tag{2.17}
\end{align*}
$$

Proof. Refering to the expansions of LHS and RHS of (Equation 2.7), for zeroth order equality it holds that

$$
\begin{aligned}
\mathrm{H}_{0}\left[\mathrm{e}^{\mathrm{i}\left(\alpha_{\mathfrak{p}} x+\beta_{p} y\right)}\right] & =\mathrm{F}_{0}(x, y)\left(-\mathrm{i} \gamma_{v, p}\right)^{0+1} e^{\mathrm{i}\left(\alpha_{\mathfrak{p}} x+\beta_{\mathfrak{p}} y\right)} \\
& =\left(-\mathrm{i} \gamma_{v, p}\right) e^{\mathrm{i}\left(\alpha_{p} x+\beta_{p} y\right)}
\end{aligned}
$$

e.g. $\mathrm{H}_{0}[\xi]=\left(-\mathrm{i} \gamma_{v, \mathrm{D}}\right)[\xi]$ in the sense of Fourier multipliers. After equating n-th order on both sides of the expansions, we get

$$
\begin{aligned}
& \sum_{m=0}^{n} H_{m}\left[F_{n-m}\left(-i \gamma_{v, p}\right)^{n-m} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right] \\
& =-\left(i \alpha_{p} \partial_{x} F_{n}+i \beta_{p} \partial_{y} F_{n}\right)\left(-i \gamma_{v, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}+F_{n}\left(-i \gamma_{v, p}\right)^{n+1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(-i \alpha_{p} \partial_{x} F_{n}-i \beta_{p} \partial_{y} F_{n}+F_{n}\left(-i \gamma_{v, p}\right)^{2}\right)\left(i \gamma_{v, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =\left(-i \alpha_{p} \partial_{x} F_{n}-i \beta_{p} \partial_{y} F_{n}+F_{n}\left(-k_{v}^{2}-\left(i \alpha_{p}\right)^{2}-\left(i \beta_{p}\right)^{2}\right)\right)\left(-i \gamma_{v, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =-\left(\left(\partial_{x} F_{n}+F_{n}\left(i \alpha_{p}\right)\right)\left(i \alpha_{p}\right)+\left(\partial_{y} F_{n}+F_{n}\left(i \beta_{p}\right)\right)\left(i \beta_{p}\right)+k_{v}^{2} F_{n}\right)\left(-i \gamma_{v, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} \\
& =-\partial_{x}\left[F_{n} \partial_{x}\left(-i \gamma_{v, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right]-\partial_{y}\left[F_{n} \partial_{y}\left(-i \gamma_{v, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)}\right] \\
& \quad-k_{v}^{2} F_{n}\left(-i \gamma_{v, p}\right)^{n-1} e^{i\left(\alpha_{p} x+\beta_{p} y\right)} .
\end{aligned}
$$

Using Fourier multipliers, we can translate the result into

$$
\begin{align*}
\sum_{m=0}^{n} H_{m}\left[F_{n-m}\left(-i \gamma_{v, D}\right)^{n-m} \xi\right]=-\partial_{x}\left[F_{n} \partial_{x}\left(-i \gamma_{v, D}\right)^{n-1} \xi\right]-\partial_{y}[ & \left.F_{n} \partial_{y}\left(-i \gamma_{v, D}\right)^{n-1} \xi\right] \\
& -k_{v}^{2} F_{n}\left(-i \gamma_{v, D}\right)^{n-1} \xi . \tag{2.18}
\end{align*}
$$

If we isolate the term $\mathrm{H}_{\mathrm{n}}[\xi]$ on the LHS, we have proven the result,

$$
\begin{aligned}
H_{n}[\xi]=-k_{v}^{2} F_{n}\left(-i \gamma_{v, D}\right)^{n-1} \xi-\partial_{x} & {\left[F_{n} \partial_{x}\left(-i \gamma_{v, D}\right)^{n-1} \xi\right] } \\
& -\partial_{y}\left[F_{n} \partial_{y}\left(-i \gamma_{v, D}\right)^{n-1} \xi\right]-\sum_{m=0}^{n-1} H_{m}\left[F_{n-m}\left(-i \gamma_{v, D}\right)^{n-m} \xi\right] .
\end{aligned}
$$

Particularly, we will need to use the result when $\mathfrak{n}=1$ in section § 2.4, i.e.

$$
\begin{aligned}
\mathrm{H}_{1}[\xi] & =-\mathrm{k}_{v}^{2} \mathrm{f} \xi-\partial_{\chi}\left[\mathrm{f} \partial_{\chi} \xi\right]-\partial_{y}\left[f \partial_{y} \xi\right]-\mathrm{H}_{0}\left[\mathrm{f}\left(-\mathrm{i} \gamma_{v, p}\right) \xi\right] \\
& =-\mathrm{k}_{v}^{2} \mathrm{f} \xi-\partial_{x}\left[\mathrm{f} \partial_{x} \xi\right]-\partial_{y}\left[f \partial_{y} \xi\right]-\mathrm{H}_{0}\left[\mathrm{f} \mathrm{H}_{0}[\xi]\right] .
\end{aligned}
$$

### 2.3.4 Parallel Computing Results for Forward Solver using OpenMP

We have implemented this algorithm in parallel using OpenMP (65), in which we parallelized all sequential processes except Fast Fourier Transforms. We begin with a 2 dimensional solver, and the basic parameters for our experiments are given in Table II.

TABLE II
PARAMETERS USED FOR THE FORWARD SOLVER SIMULATIONS(OPENMP)

| Parameter | value | meaning |
| :---: | :---: | :---: |
| d | $2 \pi$ | The period of the grating |
| $\beta$ | 5.5 | the magnitude of wave number |
| $\overline{9}$ | -1.5 | the depth of the interface |
| $\epsilon$ | 0.02 | the profile heights |
| f | $\cos (\mathrm{x})$ | shape of the interface |
| N | 2400 | perturbation orders |
| nx | 12800 | number of sub-intervals in x direction |

Note here that the forward solver takes as inputs the exactly position $\bar{g}$ and shape $\varepsilon f(x)$ of the interface, the perturbation order, and the exact value of the incident radiation. It outputs the value of the DNO operator up to order N .

The following table lists the running time for the sequential code versus an OpenMP implementation with different numbers of threads.

## TABLE III

| SEQUENTIAL VS OPENMP PERFORMANCE (UNIT : SECONDS) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| cases | real time | user time | system time | speedup |
| sequential | 20.405 | 18.007 | 2.394 | 0 |
| openmp 2 threads | 14.645 | 26.280 | 2.560 | 0.3933 |
| openmp 4 threads | 11.028 | 40.123 | 2.619 | 0.8503 |
| openmp 8 threads | 9.333 | 68.347 | 3.059 | 1.186 |

Table III contains information about the running time, which is the elapsed real time between invocation and termination, and user time, which is the user CPU time.

We can see from Figure 5 that the real time elapsed decreases as we add more threads. This is because the computation jobs are distributed to multiple threads.

In Figure 6 we can see the speedup of computation contributed by using multi-threads.

From Figure 7 we realize that when we use different numbers of threads, the speedup per thread also varies. When the number of threads is 4 we have the maximum speedup per thread, which is 0.2126 , i.e. each thread will contribute to $21 \%$ speed up.

Lastly, we should note that OpenMP parallel computing is not complete, as Fast Fourier Transforms cannot be parallelized using OpenMP. However we can parallelize all remaining parts.

### 2.3.5 Parallel Computing Results for Forward Solver using FFTW MPI

From § 2.3.4 we can see that the speedup contributed by each new thread is not very high. In fact using OpenMP, we can only parallelize a small portion of the DNO calculations. Most of the calculation is focused on the Fast Fourier Transform, but OpenMP cannot be used to accelerate FFT, as the Fourier coefficients at different places needs to communicate with each other when a FFT is processed. So in order to increase the speedup per thread, we need to find a way to parallelize the FFT. We used the FFTW MPI package (64) to implement a parallel version of Operator Expansions algorithm("FFTW won the J. H. Wilkinson Prize for Numerical Software in 1999. The J. H. Wilkinson Prize for Numerical Software is awarded every four years to honor outstanding contributions in the field of numerical software").

Here are the parameters we used for our experiments.

## TABLE IV

COMMON PARAMETERS USED FOR FORWARD SOLVER NUMERICAL

| SIMULATIONS(MPI) |  |  |  |
| :---: | :---: | :---: | :---: |
| Parameter | value | meaning |  |
| d 1 | 0.53 | the period of the grating in x dimension |  |
| d 2 | 0.53 | the period of the grating in y dimension |  |
| $\mathrm{N}_{\mathrm{h}}$ | 100 | number of profile heights |  |
| h | $0: 0.001: 0.1$ | profile heights |  |
| $\lambda$ | 0.5 | wavelength |  |
| $\overline{\mathrm{g}}$ | -1.5 | the depth of the interface |  |
| f | $\cos (\mathrm{x})$ | shape of the interface |  |
| N | 32 | perturbation orders |  |
| nx 1 | 128 | number of grid points in x direction |  |
| nx 2 | 128 | number of grid points in y direction |  |

Note that the computational complexity of the 3D forward solver is much higher than 2D solver, thus we refine grid much less than the 2D solver.

Table V lists the running times for sequential code versus FFTW-MPI with different number of threads.

TABLE V

| SEQUENTIAL VS FFTW-MPI PERFORMANCE (UNIT : SECONDS) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| cases | real time | user time | system time | speedup |
| sequential | 282.54 | 152.06 | 120.42 | 0 |
| MPI 2 threads | 253.51 | 225.74 | 259.45 | 0.115 |
| MPI 4 threads | 131.28 | 345.92 | 46.62 | 1.15 |
| MPI 8 threads | 94.5 | 420.35 | 59.67 | 1.99 |

From Table V we notice that, by using only 4 processes, the FFTW-MPI implementation can achieve the same speedup as OpenMP using 8 threads, which shows obvious outperformance to OpenMP, and the speedup contributed by each processes is about $28.8 \%$ when using 4 MPI nodes.

The real time cost and speedup per thread is shown in Figure 8 and Figure 9

### 2.4 Inverse Problem

Our final project involves designing an algorithm to reconstruct the shape of the interface $\mathrm{g}(\mathrm{x})$ from the incident radiation and scattered wave data. The problem is very hard due to the ill-posedness of this inverse problem. But we first decrease the difficulty by specifying more information rather than just the surface data. We will specify the medium properties as well as $\overline{9}$, which is the average depth of the layer interface. Then we can focus on the reconstructing of the shape of interface. Currently we have results for a 2 dimensional model.

### 2.4.1 2D Linear Model

In the 2 D forward solver, we assume the interface is $\mathrm{g}(\mathrm{x})=\varepsilon \mathrm{f}(\mathrm{x})$, and we have information about the scattered wave on the surface $y=0$. We assume this data to be

$$
\mathfrak{\eta}(x)=u(x, 0)
$$

and expanding it in $\varepsilon$ up to the first order, we have

$$
\eta(x)=\eta_{0}(x)+\eta_{1}(x)+\mathcal{O}\left(\varepsilon^{2}\right) .
$$

Equating at like orders, we get

$$
\eta_{0}(x)=u_{0}(x, 0) \quad \eta_{1}(x)=u_{1}(x, 0) .
$$

However we only know $\mathfrak{\eta}(x)$, not $\eta_{0}(x)$ or $\eta_{1}(x)$.
To start, we refer to (Equation 2.9) and (Equation 2.10), and, by the Operator Expansion formulas, we get at zeroth order:

$$
\begin{aligned}
& P_{0} U_{0}=u_{0}(x, 0)=\eta_{0}(x) \\
& \left(G_{0}-H_{0}\right) U_{0}=\psi_{0}-H_{0}\left(\xi_{0}\right)
\end{aligned}
$$

To make this more clear, we notice that there are two variables: $\left(\eta_{0}(x)\right.$ and $\left.U_{0}\right)$ and two equations,

$$
\left(\begin{array}{cc}
P_{0} & -I \\
G_{0}-H_{0} & 0
\end{array}\right)\binom{U_{0}}{\eta_{0}(x)}=\binom{0}{\psi_{0}-H_{0}\left(\xi_{0}\right)} .
$$

So $U_{0}$ and $\eta_{0}(x)$ can be solved correctly(uniquely), moreover, we can solve for $\eta_{1}(x)$ with accuracy within $\varepsilon^{2}$ as $\eta_{1}(x)=\eta(x)-\eta_{0}(x)+\mathcal{O}\left(\varepsilon^{2}\right)$.

Then we proceed to first order, using the expansions of (Equation 2.9) and (Equation 2.10).
It follows that

$$
\begin{aligned}
& \mathrm{P}_{1} \mathrm{U}_{0}+\mathrm{P}_{0} \mathrm{U}_{1}=\mathrm{u}_{1}(x, 0)+\mathcal{O}\left(\varepsilon^{2}\right)=\eta_{1}(x)+\mathcal{O}\left(\varepsilon^{2}\right) \\
& \left(\mathrm{G}_{1}-\mathrm{H}_{1}\right) \mathrm{U}_{0}+\left(\mathrm{G}_{0}-\mathrm{H}_{0}\right) \mathrm{U}_{1}=\psi_{1}-\left(\mathrm{H}_{0} \xi_{1}+\mathrm{H}_{1} \xi_{0}\right)+\mathcal{O}\left(\varepsilon^{2}\right)
\end{aligned}
$$

Note that all the first order operators and values depend on the shape of the interface $g(x)=$ $\varepsilon f(x)$, so that we can write $P_{1}, U_{1}, G_{1}, H_{1}, \psi_{1}, \xi_{1}$ as $P_{1}(g), U_{1}(g), G_{1}(g), H_{1}(g), \psi_{1}(g), \xi_{1}(g)$. Writing it in matrix form, we can see the equations more clearly,

$$
\left(\begin{array}{cc}
P_{0} & P_{1}(\cdot) U_{0} \\
\mathrm{G}_{0}-\mathrm{H}_{0} & \mathrm{Q}(\cdot)
\end{array}\right)\binom{\mathrm{u}_{1}}{\mathrm{~g}}=\binom{\eta_{1}}{0}
$$

where $\mathrm{Q}(\cdot)=\left(\mathrm{G}_{1}-\mathrm{H}_{1}\right)(\cdot) \mathrm{U}_{0}-\psi_{1}(\cdot)+\mathrm{H}_{0} \xi_{1}(\cdot)+\mathrm{H}_{1}(\cdot) \xi_{0}$, which depends on $\mathrm{g}(\mathrm{x})$.

Remark 2.4.1. As we mentioned earlier § 2.3.2, the operator $\mathrm{P}_{0}^{-1}$ is ill-conditioned, which will potentially lead to numerical instability. However the instability is also a very common characteristic of inverse problems (18) and it is not surprising to appear here.

### 2.4.2 Numerical Results for 2D Reconstruction

The numerical parameters of our experiment are listed in the following table,

## TABLE VI

PARAMETERS USED FOR INVERSE SOLVER SIMULATIONS

| Parameter | value | meaning |
| :---: | :---: | :---: |
| N | $1,2,3$ | perturbation orders for the forward solver |
| nx | 16 | number of grid points in x direction |
| $\alpha$ | 0.1 | angle of incident radiation |
| $\mathrm{k}_{\mathrm{u}}$ | 1 | magnitude of wavenumber in the upper layer |
| $\mathrm{k}_{v}$ | 0.5 | magnitude of wavenumber in the lower layer |
| d | $10 \pi$ | the period of the structure |
| $\epsilon$ | $10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}$ | the magnitude of perturbation |
| $\overline{\mathrm{g}}$ | -4.0 | the average depth of the interface |

Note that the parameter N is only used in the forward solver to generate data on the surface.
The the inverse solver is implemented based on linear model that will take the data from the
forward solver and recover the interface shape. We conducted several experiments with the inverse solver, but here we focus on two profiles as the shape of interface: a cosine profile

$$
f_{1}=\cos (x),
$$

which is very smooth and has a very simple representation in the Fourier side. The other is Lipschitz profile which is shown in Figure 10.

Note that the input surface data for our inverse solver is generated by our forward solver. When we set the perturbation order of our forward solver N to different numbers, we will have different input data(with different orders of accuracy). We first tested our linear inverse solver with $\mathrm{N}=1,2,3$, and the result is shown in Figures 9 to 11 .

Remark 2.4.2. From the results, we can see that when we set $\mathrm{N}=1$ ( Figure 11), the error is very small which is close to machine precision. That is because our inverse solver is linear, which is the exact inverse of the forward solver when $\mathrm{N}=1$, no doubt it generates such good results. When N is larger, we can see decreased accuracy for the inverse solver. More interestingly, we notice that the greatest error is contributed by the second order, as we can see little difference between the graph of the case $\mathrm{N}=2$ (Figure 12) and $\mathrm{N}=3$ (Figure 13). This gives us confidence to develop an iterative inverse solver which will generalize the linear model to a general n-th order accurate inverse solver. A similar approach can be found in the work of Malcolm and Nicholls (63).

In addition, to address the criticism of committing an "inverse crime" (18), we conducted experiments on the input data with two types of noise. The first type is relative noise, which is defined as,

$$
\eta_{1}=\eta(1+M \cdot(2 u(0,1)-1))
$$

where M , the magnitude of the noise is set to be 0.001 , and the results we get are shown in Figure 14. The second type is absolute noise, which is defined as,

$$
\left.\eta_{2}=\eta+M \cdot|\eta|(2 u(0,1)-1)\right)
$$

where $\mathrm{M}=0.001$, and the results we get are shown in Figure 15.

Remark 2.4.3. From both Figure 14 and Figure 15, we can see that noise affects the accuracy of our inverse solver greatly, especially absolute noise. Also, in both cases, the impact of the noise tends to be larger on the smooth cosine profile rather than the non-smooth Lipschitz profile, which is reasonable based on the fact that the Fourier coefficients of the cosine profile are zero with only two exceptions, while the Lipschitz profile has all non-zero Fourier coefficients. To achieve a better result, we are also trying to introduce the Tikhonov Regularization technique(69) into our linear model, which will enhance the performance of the inverse solver if we choose an appropriate regularizing parameter(62).


Figure 5. Plot of real time cost versus number of threads for the cosine profile.


Figure 6. Plot of speedup versus number of threads for the cosine profile.


Figure 7. Plot of speedup efficiency per thread versus number of threads for the cosine profile.


Figure 8. Plot of real time cost versus number of threads for the cosine profile using FFTW MPI.


Figure 9. Plot of speedup efficiency per thread versus number of threads for the cosine profile using FFTW MPI.


Figure 10. Lipschitz Profile.


Figure 11. Relative $\mathrm{L}_{\infty}$ error in reconstructed solution when $\mathrm{N}=1$.


Figure 12. Relative $\mathrm{L}_{\infty}$ error in reconstructed solution when $\mathrm{N}=2$.


Figure 13. Relative $L_{\infty}$ error in reconstructed solution when $N=3$.


Figure 14. Relative $L_{\infty}$ error in reconstructed solution when relative noise is added.


Figure 15. Relative $\mathrm{L}_{\infty}$ error in reconstructed solution when absolute noise is added.

## CHAPTER 3

## CONCLUSION

The work of this thesis fits into three categories.
First, we generalized the concept of DNO to DTO when the governing equations are Naver's equations. These formulas are far more complicated due to the fact that waves propagating in elastic bodies have P- and S- wave components with different speeds and directions. Although the computational complexity is huge due to the recursive nature of DTO, we lowered the overall complexity of the algorithm by storing the value of the DTO acting on a set of Fourier basis functions in 3 dimensional space.

Secondly, for solutions of the Helmholtz equation, we derived the formulas for the DNO in the 3 dimensional case, which is more complicated than the work done in (63). We designed a robust and rapidly convergent Operator Expansions numerical algorithm to solve DNO, and implemented the solver in a parallel fashion in both 2 D and 3 D cases, utilizing OpenMp as well as FFTW MPI.

Lastly, we focused our attention on the inverse solver for the Helmholtz equation to recover the shape of a layer interface in 2D layered medium. With the help of the previously built forward solver, we were able to design a linear model for the inverse solver, and the solver showed satisfying accuracy in the case when surface data is from the linear model. To achieve higher order accuracy, we will also try to generalize this linear model to an iterative non-linear model, which should generate good results based on our current experiment. In addition,
we investigated the cases when we have data with two types of noise, and produced some enlightening results. Tikhonov regularization is the next technique we are deciding to try to enhance the performance of the inverse solver when the surface data contains noise.

## APPENDIX

## RECURSIVE FORMULAS FOR THE $\mathrm{u}^{(\mathrm{N})}, \mathrm{K}^{(\mathrm{N})}$, AND $\mathrm{E}_{\mathrm{IJ}}^{(\mathrm{N})}$

Of crucial importance to our Operator Expansions approach outlined in § 1.2.2 are forms for the $\left\{\mathbf{U}^{(\mathfrak{n})}, \mathrm{K}^{(\mathfrak{n})}, \mathrm{E}_{\mathfrak{i j}}^{(\mathfrak{n})}\right\}$, and in this section we briefly derive these. We begin by recalling the $\alpha$-quasiperiodic outgoing solution of the time-harmonic Navier's equation, c.f. (Equation 1.15),

$$
u(x ; p)=\left(i \kappa^{(1)}(p)\right) \hat{\phi}(p) e^{i \kappa^{(1)}(p) \cdot x}+\left\{\left(i \kappa^{(2)}(p)\right) \times \hat{\psi}(p)\right\} e^{i k^{(2)}(p) \cdot x},
$$

and the surface quantities, c.f. (Equation 1.16),

$$
\begin{aligned}
U(\tilde{x} ; g, p) & =u(\tilde{x}, g(\tilde{x}) ; p) \\
K(\tilde{x} ; g, p) & =\partial_{k} u_{k}(\tilde{x}, g(\tilde{x}) ; p) \\
E_{i j}(\tilde{x} ; g, p) & =\left\{\partial_{j} u_{i}(\tilde{x}, g(\tilde{x}) ; p)+\partial_{i} u_{j}(\tilde{x}, g(\tilde{x}) ; p)\right\}
\end{aligned}
$$

We begin with the $\mathrm{U}^{(\mathrm{n})}$ by writing

$$
\mathrm{U}(\tilde{\mathrm{x}} ; \varepsilon \mathrm{f}, \mathrm{p})=\left\{\left(\mathrm{i} \mathrm{k}^{(1)}(\mathfrak{p})\right) \hat{\phi}(\mathfrak{p}) \mathrm{e}^{\mathrm{i} \gamma^{(1)}(\mathrm{p}) \varepsilon \mathrm{f}}+\left(\mathrm{i} \mathrm{k}^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathrm{p}) \mathrm{e}^{\mathrm{i} \gamma^{(2)}(\mathfrak{p}) \varepsilon f}\right\} \mathrm{e}^{\mathrm{i} \alpha(p) \cdot \tilde{x}}
$$

## APPENDIX (Continued)

so that

$$
\sum_{n=0}^{\infty} u^{(n)} \varepsilon^{n}=\sum_{n=0}^{\infty} \varepsilon^{n} F_{n}\left\{\left(i \gamma^{(1)}(p)\right)^{n}\left(i k^{(1)}(p)\right) \hat{\phi}(p)+\left(i \gamma^{(2)}(p)\right)^{n}\left(i k^{(2)}(p)\right) \times \hat{\psi}(p)\right\} e^{i \alpha(p) \cdot \tilde{x}},
$$

where $F_{n}=f^{n} / n$ !. Thus

$$
\begin{aligned}
\mathrm{u}^{(0)} & =\left\{\left(\mathrm{i} \kappa^{(1)}(\mathfrak{p})\right) \hat{\phi}(\mathfrak{p})+\left(\mathrm{i} \kappa^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathfrak{p})\right\} \mathrm{e}^{\mathrm{i} \alpha(\mathfrak{p}) \cdot \tilde{\chi}} \\
& =\left\{\left(\mathrm{i} \kappa^{(1)}(\mathfrak{p})\right) \mathcal{L}_{\phi}[\hat{\xi}(\mathfrak{p})]+\left(\mathrm{i} \kappa^{(2)}(\mathfrak{p})\right) \times \mathcal{L}_{\psi}[\hat{\xi}(\mathfrak{p})]\right\} e^{\mathrm{i} \alpha(\mathfrak{p}) \cdot \tilde{x}} \\
& =\hat{\xi}(p) e^{\mathrm{i} \alpha(p) \cdot \tilde{x}},
\end{aligned}
$$

and, for $n>0$,

$$
\begin{aligned}
\mathrm{u}^{(n)} & =\mathrm{F}_{\mathrm{n}}\left\{\left(\mathrm{i} \gamma^{(1)}(\mathfrak{p})\right)^{\mathrm{n}}\left(\mathrm{i} \kappa^{(1)}(\mathfrak{p})\right) \hat{\phi}(\mathfrak{p})+\left(\mathrm{i} \gamma^{(2)}(\mathfrak{p})\right)^{\mathrm{n}}\left(\mathrm{i} \kappa^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathfrak{p})\right\} e^{\mathrm{i} \alpha(p) \cdot \tilde{x}} \\
& =F_{n}\left\{\left(\mathrm{i} \gamma^{(1)}(\mathfrak{p})\right)^{\mathrm{n}}\left(\mathrm{i} \kappa^{(1)}(\mathfrak{p})\right) \mathcal{L}_{\phi}[\hat{\xi}(\mathfrak{p})]+\left(\mathrm{i} \gamma^{(2)}(\mathfrak{p})\right)^{\mathrm{n}}\left(\mathrm{i} \kappa^{(2)}(\mathfrak{p})\right) \times \mathcal{L}_{\psi}[\hat{\xi}(\mathfrak{p})]\right\} e^{\mathrm{i} \alpha(\mathfrak{p}) \cdot \tilde{x}}
\end{aligned}
$$

Moving to $\mathrm{K}^{(\mathfrak{n})}$ we write

$$
K(\tilde{x} ; \varepsilon f, p)=-\left|\kappa^{(1)}(\mathfrak{p})\right|^{2} \hat{\phi}(p) e^{i \gamma(1)}(\mathfrak{p}) \varepsilon f e^{i \alpha(p) \cdot \tilde{x}}
$$

so that

$$
\sum_{n=0}^{\infty} K^{(n)} \varepsilon^{n}=-\sum_{n=0}^{\infty} \varepsilon^{n} F_{n}\left(i \gamma^{(1)}(p)\right)^{n}\left|K^{(1)}(p)\right|^{2} \hat{\phi}(p) e^{i \alpha(p) \cdot \tilde{x}}
$$

## APPENDIX (Continued)

Thus

$$
\begin{aligned}
\kappa^{(0)} & =-\left|\kappa^{(1)}(\mathfrak{p})\right|^{2} \hat{\phi}(p) e^{\mathrm{i} \alpha(p) \cdot \tilde{x}} \\
& =-\left|\kappa^{(1)}(\mathfrak{p})\right|^{2} \mathcal{L}_{\phi}[\hat{\xi}(\mathfrak{p})] e^{\mathrm{i} \alpha(p) \cdot \tilde{x}}
\end{aligned}
$$

and, for $n>0$,

$$
\begin{aligned}
K^{(\mathfrak{n})} & =-F_{\mathfrak{n}}\left(i \gamma^{(1)}(p)\right)^{n}\left|\kappa^{(1)}(p)\right|^{2} \hat{\phi}(p) e^{i \alpha(p) \cdot \tilde{x}} \\
& =-F_{\mathfrak{n}}\left(i \gamma^{(1)}(p)\right)^{n}\left|\kappa^{(1)}(p)\right|^{2} \mathcal{L}_{\phi}[\hat{\xi}(p)] e^{i \alpha(p) \cdot \tilde{x}} .
\end{aligned}
$$

To close, consider $\mathrm{E}_{\mathfrak{i j}}^{(\mathfrak{n})}$ by writing

$$
\begin{aligned}
& \mathrm{E}_{\mathfrak{i j}}(\tilde{x} ; \varepsilon f, \mathfrak{p})=\left\{2\left(\mathrm{i}_{\mathfrak{j}}^{(1)}(\mathfrak{p})\right)\left(\mathrm{i}_{\mathrm{i}}^{(1)}(\mathfrak{p})\right) \hat{\phi}(\mathfrak{p}) \mathrm{e}^{\mathrm{i} \gamma^{(1)}(\mathfrak{p}) \varepsilon f}\right. \\
& \left.+\left[\left(\mathrm{ik}_{\mathrm{j}}^{(2)}(\mathrm{p})\right)\left\{\left(\mathrm{i} \kappa^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathrm{p})\right\}_{\mathrm{i}}+\left(\mathrm{i}_{\mathrm{i}}^{(2)}(\mathrm{p})\right)\left\{\left(\mathrm{ik}^{(2)}(\mathrm{p})\right) \times \hat{\psi}(\mathrm{p})\right\}_{\mathrm{j}}\right] \mathrm{e}^{\mathrm{i} \gamma^{(2)}(\mathfrak{p}) \varepsilon f}\right\} \mathrm{e}^{\mathrm{i} \alpha(p) \cdot \tilde{x}},
\end{aligned}
$$

so that

$$
\begin{aligned}
& \sum_{n=0}^{\infty} E_{i j}^{(n)} \varepsilon^{n}=\sum_{n=0}^{\infty} \varepsilon^{n} F_{n}\left\{2\left(i \gamma^{(1)}(p)\right)^{n}\left(i \kappa_{j}^{(1)}(p)\right)\left(i \kappa_{i}^{(1)}(p)\right) \hat{\phi}(p)\right. \\
& \left.+\left(\mathrm{i} \gamma^{(2)}(\mathfrak{p})\right)^{n}\left[\left(\mathrm{ik}_{\mathfrak{j}}^{(2)}(\mathfrak{p})\right)\left\{\left(\mathrm{ik}^{(2)}(\mathrm{p})\right) \times \hat{\psi}(\mathrm{p})\right\}_{\mathrm{i}}+\left(\mathrm{ik}_{\mathrm{i}}^{(2)}(\mathrm{p})\right)\left\{\left(\mathrm{ik}^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathrm{p})\right\}_{\mathrm{j}}\right]\right\} \mathrm{e}^{\mathrm{i} \alpha(\mathfrak{p}) \cdot \tilde{x}} .
\end{aligned}
$$

## APPENDIX (Continued)

Thus

$$
\begin{aligned}
\mathrm{E}_{\mathfrak{i j}}^{(0)}= & \left\{2\left(\mathrm{ik}_{j}^{(1)}(\mathfrak{p})\right)\left(\mathrm{i} \kappa_{i}^{(1)}(p)\right) \hat{\phi}(p)\right. \\
& +\left[\left(i \kappa_{j}^{(2)}(p)\right)\left\{\left(\mathrm{ik}^{(2)}(p)\right) \times \hat{\psi}(p)\right\}_{i}\right. \\
& \left.\left.+\left(\mathrm{i} \kappa_{i}^{(2)}(p)\right)\left\{\left(\mathrm{ik}^{(2)}(p)\right) \times \hat{\psi}(p)\right\}_{j}\right]\right\} e^{\mathrm{i} \alpha(p) \cdot \tilde{x}} \\
= & -\left\{2\left(\kappa_{j}^{(1)}(p)\right)\left(\kappa_{i}^{(1)}(p)\right) \mathcal{L}_{\phi}[\hat{\xi}(p)]\right. \\
& +\left[\left(\kappa_{j}^{(2)}(p)\right)\left\{\left(\kappa^{(2)}(p)\right) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{i}\right. \\
& \left.\left.+\left(\kappa_{i}^{(2)}(p)\right)\left\{\left(\kappa^{(2)}(p)\right) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{j}\right]\right\} e^{\mathrm{i} \alpha(p) \cdot \tilde{x}},
\end{aligned}
$$

and, for $n>0$,

$$
\begin{aligned}
& \mathrm{E}_{\mathfrak{i j}}^{(\mathfrak{n})}=\mathrm{F}_{\mathrm{n}}\left\{2\left(\mathrm{i} \gamma^{(1)}(\mathfrak{p})\right)^{\mathrm{n}}\left(\mathrm{ik}_{\mathrm{j}}^{(1)}(\mathfrak{p})\right)\left(\mathrm{ik}_{\mathrm{i}}^{(1)}(\mathfrak{p})\right) \hat{\phi}(\mathfrak{p})\right. \\
& +\left(\mathrm{i} \gamma^{(2)}(\mathrm{p})\right)^{\mathrm{n}}\left[\left(\mathrm{ik}_{\mathrm{j}}^{(2)}(\mathrm{p})\right)\left\{\left(\mathrm{i}{ }^{(2)}(\mathrm{p})\right) \times \hat{\psi}(\mathrm{p})\right\}_{\mathrm{i}}\right. \\
& \left.\left.+\left(\mathrm{ik}_{\mathrm{i}}^{(2)}(\mathfrak{p})\right)\left\{\left(\mathrm{i}^{(2)}(\mathfrak{p})\right) \times \hat{\psi}(\mathfrak{p})\right\}_{\mathrm{j}}\right]\right\} e^{\mathrm{i} \alpha(\mathfrak{p}) \cdot \tilde{x}} \\
& =-\mathrm{F}_{\mathrm{n}}\left\{2\left(\mathrm{i} \gamma^{(1)}(\mathfrak{p})\right)^{\mathrm{n}}\left(\kappa_{j}^{(1)}(\mathfrak{p})\right)\left(\kappa_{i}^{(1)}(\mathfrak{p})\right) \mathcal{L}_{\phi}[\hat{\mathrm{k}}(\mathfrak{p})]\right. \\
& +\left(\mathrm{i} \gamma^{(2)}(\mathfrak{p})\right)^{n}\left[\left(\kappa_{j}^{(2)}(\mathfrak{p})\right)\left\{\left(\kappa^{(2)}(\mathfrak{p})\right) \times \mathcal{L}_{\psi}[\hat{\xi}(\mathfrak{p})]\right\}_{i}\right. \\
& \left.\left.+\left(\kappa_{i}^{(2)}(p)\right)\left\{\left(\kappa^{(2)}(\mathfrak{p})\right) \times \mathcal{L}_{\psi}[\hat{\xi}(p)]\right\}_{j}\right]\right\} e^{i \alpha(p) \cdot \tilde{x}} .
\end{aligned}
$$
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