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SUMMARY

Machine Learning (ML) has been successfully used as a prevalent approach for many com-

putational tasks and applications. However, most ML algorithms are designed to address a

specific problem using a single dataset. That is, given a dataset, an ML algorithm is run on

the dataset to build a model. Although this one-shot learning is very important and useful, it

can never make an AI system intelligent, and its accuracy is also limited.

Lifelong Machine Learning (LML), on the other hand, aims to design and develop compu-

tational systems and algorithms that learn as humans do, i.e., retaining the results learned in

the past, abstracting knowledge from them, and using the knowledge to help future learning

and problem solving. The rationale is that when faced with a new situation, we humans use

our previous experience and knowledge to help deal with and learn from the new situation.

It is essential to incorporate such a capability into a computational system to make it more

versatile, holistic, and intelligent.

This thesis presents my Ph.D. research work on designing Lifelong Machine Learning ap-

proaches for both unsupervised learning and supervised learning. For unsupervised learning,

we focus on the area of topic modeling, which aims to discover coherent semantic topics from

the documents. For supervised learning, we propose to improve the problem of classification

with the integration of Lifelong Machine Learning.

Topic modeling has been widely used to uncover topics from document collections. Such

topics are important in many text mining and machine learning tasks such as classification,

xi



SUMMARY (Continued)

retrieval, clustering and summarization. However, classic unsupervised topic models can gen-

erate many incoherent topics. To address them, we proposed several knowledge-based topic

models (Chen et al., 2013d; Chen et al., 2013b; Chen et al., 2013c) which require the knowl-

edge to be provided by domain experts. To further ameliorate the topic quality from topic

models, in (Chen and Liu, 2014b; Chen and Liu, 2014a), we proposed to automatically extract,

accumulate and filter knowledge with the idea of LML, i.e., Lifelong Machine Learning. The

experimental results shown in these papers demonstrate the effectiveness of the proposed LML

approaches.

We also apply LML for supervised learning, specifically classification. Classification is a

widely studied machine learning task. The goal is to classify certain objects into a fixed set

of categories. Deviated from traditional classification problem which focuses on a single do-

main, we proposed our Lifelong Sentiment Classification (LSC) model (Chen et al., 2015) which

automatically extracts and accumulates sentiment oriented knowledge. Such knowledge is uti-

lized using regularization under the Näıve Bayesian optimization framework. The experimental

results demonstrate that our proposed LSC model is able to accomplish better and better clas-

sification performance with knowledge accumulated from an increasing number of domains,

which shows the advantages of having LML.

Based on this thesis, we believe that the Lifelong Machine Learning (LML) capability can

lead to more robust computational systems to overcome the dynamics and complexity of real-

world problems to produce better predictability.

xii



CHAPTER 1

INTRODUCTION

(This chapter includes and expands on my thesis proposal previously published in Zhiyuan

Chen. Lifelong Machine Learning for Topic Modeling and Beyond. In NAACL-HLT 2015 SRW,

page 133-139.)

Machine learning serves as a prevalent approach for research in many computational tasks.

However, most of the existing machine learning approaches are built using a single dataset,

which is often referred to as one-shot learning. This kind of one-shot approach is useful but

it does not usually generalize well to various datasets or tasks. The main shortcoming of such

one-shot approaches is the lack of continuous learning ability, i.e., learning and accumulating

knowledge from past tasks and leveraging the knowledge for future tasks and problem solving

in a lifelong manner.

To overcome the above shortcoming, Lifelong Machine Learning (LML) has attracted

researchers’ attention. The term was initially introduced in 1990s (Thrun, 1995; Caruana,

1997). LML aims to design and develop computational systems and algorithms that learn as

humans do, i.e., retaining the results learned in the past, abstracting knowledge from them,

and using the knowledge to help future learning. The motivation is that when faced with a new

situation, we humans always use our previous experience and learned knowledge to help deal

with and learn from the new situation, i.e., we learn and accumulate knowledge continuously.

The same rationale can be applied to computational models. When a model is built using a

1
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single dataset for a task, its performance is limited. However, if the model sees more datasets

from the same or similar tasks, it should be able to adjust its learning algorithm for better

performance.

According to (Chen et al., 2015), there are several questions and challenges in designing an

LML system:

1. What information should be retained from the past learning tasks?

2. What forms of knowledge will be used to help future learning?

3. How does the system obtain the knowledge?

4. How does the system use the knowledge to help future learning?

Compared to the significant progress of machine learning theory and algorithm, there is

relatively little study on lifelong machine learning. One of the most notable works is the

Never-Ending Language Learner (NELL) (Carlson et al., 2010; Mitchell et al., 2015) which

was proposed to extract or read information from the web to expand the knowledge base in

an endless manner, aiming to achieve better performance in each day than the previous day.

Some other LML related works include (Silver, 2013; Raina et al., 2007; Pentina and Lampert,

2014; Kamar et al., 2013; Kapoor and Horvitz, 2009). We will present more detailed related

works in Chapter 2.

This section first introduces the definition of Lifelong Machine Learning (LML) (Section 1.1).

Then it describes my research work on using LML on both unsupervised learning and supervised

learning. For unsupervised learning, we focus on topic modeling (Section 1.2). For supervised

learning, we aim at supervised classification (Section 1.3).



3

1.1 Definition of Lifelong Machine Learning

(Part of this section was previously published in (Chen et al., 2015))

In this section, we introduce the formal definition of Lifelong Machine Learning from (Caru-

ana, 1997; Silver et al., 2013; Chen et al., 2015).

Definition of Lifelong Machine Learning: A learner has performed learning on a se-

quence of tasks, from 1 to N − 1. When faced with the N th task, it uses the knowledge gained

in the past N − 1 tasks to help learning for the N th task.

To emphasize the lifelong context, we call tasks 1 to N − 1 past tasks/domains and Nth

task current task/domain. To answer the questions mentioned above, an LML system needs

the following four general components (Chen et al., 2015):

1. Past Information Store (PIS): It stores the information resulted from the past learning.

This may involve sub-stores for information such as (1) the original data used in each

past task, (2) intermediate results from the learning of each past task, and (3) the final

model or patterns learned from the past tasks, respectively.

2. Knowledge Base (KB): It stores the knowledge mined or consolidated from PIS (Past

Information Store). This requires a knowledge representation scheme suitable for the

application. The scalability of knowledge base is also essential when big data is concerned.

3. Knowledge Miner (KM): It mines knowledge from PIS (Past Information Store). This

mining can be regarded as a meta-learning process because it learns knowledge from

information resulted from learning of the past tasks. The knowledge is added into the

existing KB (Knowledge Base).
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4. Knowledge-Based Learner (KBL): Given the knowledge in KB, this learner is able to

leverage the knowledge and/or some information in PIS for the new task.

As we will see in this thesis, all the LML systems have some or all of the above components

with different variances. Chapter 2 will cover the related works.

1.2 LML on Topic Modeling

(Part of this section was previously published in (Chen and Liu, 2014a))

Topic modeling, such as LDA (Blei et al., 2003) and pLSA (Hofmann, 1999), have been

popularly used in many NLP tasks such as opinion mining (Chen et al., 2014), machine trans-

lation (Eidelman et al., 2012), word sense disambiguation (Boyd-Graber et al., 2007), phrase

extraction (Fei et al., 2014) and information retrieval (Wei and Croft, 2006). In general, topic

models assume each document is a multinomial distribution over topics while each semantic

topic is a multinomial distribution over words. The two types of distributions in topic modeling

are document-topic distributions and topic-word distributions respectively. The intuition is

that words are more or less likely to be present given the topics of a document. For example,

“sport” and “player” will appear more often in documents about sports, “rain” and “cloud”

will appear more frequently in documents about weather.

However, fully unsupervised topic models tend to generate many inscrutable topics. The

main reason is that the objective function of topic model is not always consistent with human

judgment (Chang et al., 2009). To deal with this problem, there are three main approaches:

1. Inventing better topic models: This approach may be effective if a large number of docu-

ments with little noise are available. However, since topic models perform unsupervised
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learning, if the data is small or noisy, the information is insufficient to provide reliable

statistics to generate coherent topics. Some form of supervision or external information

beyond the given documents is necessary.

2. Asking users to provide prior domain knowledge: An obvious form of external information

is the prior knowledge of the domain from the user. For example, the user can input

the knowledge in the form of must-link and cannot-link. A must-link states that two

terms (or words) should belong to the same topic, e.g., price and cost. A cannot-link

indicates that two terms should not be in the same topic, e.g., price and picture. Some

existing knowledge-based topic models (e.g., (Andrzejewski et al., 2009; Andrzejewski et

al., 2011; Chen et al., 2013b; Chen et al., 2013c; Hu et al., 2011; Jagarlamudi et al.,

2012; Mukherjee and Liu, 2012a; Petterson et al., 2010)) can exploit such prior domain

knowledge to produce better topics. However, asking the user to provide prior domain

knowledge can be problematic in practice because the user may not know what knowledge

to provide and wants the system to discover for him/her. It also makes the approach non-

automatic.

3. Learning like humans (lifelong machine learning): We still use the knowledge-based ap-

proach but mine the prior knowledge automatically from the results of past learning. This

approach works like human learning. We humans always retain the results learned in the

past and use them to help future learning. That is why whenever we see a new situation,

we may notice few things are really new because we have seen many aspects of it in the

past in some other contexts. Our proposed technique takes this approach. It represents a
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major step forward as it closes the learning or modeling loop in the sense that the whole

process is now fully automatic and can learn or model continuously.

Chapters 3, 4, 5 will introduce our work on lifelong machine learning for topic modeling.

Chapter 3 first discusses knowledge-based topic modeling. Chapter 4 extends it with the idea

of LML, i.e., automatically extracting and accumulating the must-type of knowledge from the

topic results of past domains and exploiting such knowledge to generate higher quality topics.

Chapter 5 further introduces the cannot-type of knowledge into LML on topic modeling. As

we will see in Chapter 5, the cannot-type of knowledge is shown to be very effective in reducing

the noise in the resulting topics.

1.3 LML on Classification

(Part of this section was previously published in (Chen et al., 2015))

Classification is a widely studied machine learning problem. The task is to classify the

objects into certain categories. Binary classification is the most common situation, where there

are two classes (or categories): positive class and negative class. Although we focus on binary

classification problem in this thesis, our proposed techniques can be naturally adapted to multi-

class classification problem.

In (Chen et al., 2013a), we studied a novel problem of classification which is also of great

practical value, namely, Intention Identification, which aims to identify discussion posts ex-

pressing certain user intentions that can be exploited by businesses or other interested parties.

For example, one user wrote, “I am looking for a brand new car to replace my old Ford Focus.

Identifying such intentions automatically can help social media sites to decide what ads to dis-
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play so that the ads are more likely to be clicked. We proposed a new approach called Co-Class

(Co-Classification) which is able to transfer the information from source domain data (labeled)

to target domain data (unlabeled). See (Chen et al., 2013a) for more details.

In (Chen et al., 2014), we took one much further step to demonstrate the benefits of LML

in classification. We focus on the problem of sentiment classification. Sentiment classification is

the task of classifying an opinion document as expressing a positive or negative sentiment. The

problem has been studied by many researchers. There are both supervised and unsupervised

learning techniques. The books by (Liu, 2012) and (Pang and Lee, 2008) give good surveys

of the existing research on sentiment classification. In this thesis, we depart from the existing

research directions of supervised and unsupervised learning, feature engineering, and transfer

learning or domain adaptation. We define our problem of lifelong sentiment classification (LSC)

as:

Definition of Lifelong Sentiment Classification: A learner has performed a sequence

of supervised sentiment classification tasks, from 1 to N − 1, where each task consists of a set

of training documents with positive and negative polarity labels. Given the N th task, it uses the

knowledge gained in the past N − 1 tasks to learn a better classifier for the N th task.

It is useful to note that although many researchers have used transfer learning for supervised

sentiment classification, LML is different from the classic transfer learning or domain adapta-

tion (Pan and Yang, 2010). Transfer learning typically uses labeled training data from one

(or more) source domain(s) to help learning in the target domain that has little or no labeled

data (Aue and Gamon, 2005; Bollegala et al., 2011) (See Chapter 2). It does not use the results
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of the past learning or knowledge mined from the results of the past learning. Further, transfer

learning is usually inferior to traditional supervised learning when the target domain already

has good training data. In contrast, our target (or future) domain/task has good training

data and we aim to further improve the learning using both the target domain training data

and the knowledge gained in past learning. To be consistent with prior research, we treat the

classification of one domain as one learning task.

Chapter 6 will cover our work on lifelong machine learning on sentiment classification. The

rationale is that if a word is appearing as a positive (or negative) sentiment word over many

past domains, it is likely that this word is indicating the same sentiment polarity in the current

domain. On the other hand, if a word is ambiguous in distinguishing the polarity from past

domains, we should rely less on them when classifying the current domain.

This thesis ends with the conclusions, the summary of its contributions, and some interesting

future directions (see Chapter 7).



CHAPTER 2

RELATED WORKS

2.1 Early Works of LML

Lifelong Machine Learning (LML) is our focused problem in this thesis. It was first studied

in 1990s (Thrun, 1996b; Caruana, 1997; Thrun and Mitchell, 1995) which focused on supervised

learning. (Thrun, 1996b) studied concept learning, i.e., pattern classification task, in the context

of LML. A concept learning task is to learn a function f : I → {0, 1} where f(x) = 1 means x

belongs to a particular concept; otherwise x does not belong to it. For example, fdog(x) = 1

means x belongs to a concept of dog. In order to learn from the previous data, a distance function

is learned from previous data using an artificial neural network with Back-Propagation. This

distance function, which serves as the knowledge, indicates the probability that two data points

are members of the same concept. The lifelong mechanism will update the distance function

when more data is seen. To use the knowledge (the distance function), an explanation-based

neural network (EBNN) (Thrun, 1996a) is applied.

(Caruana, 1997) studied multi-task learning with neural network (called MTL-Net), in which

the tasks are trained in parallel using a common hidden layer. Instead of training individual

neural network for each individual task, (Caruana, 1997) proposed to train a neural network

for all tasks. The neural network takes the combined inputs of all tasks, and then produces

outputs for each task. Backpropagation is done in parallel on the outputs in the MTL-Net.

9
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Same as (Thrun, 1996b), (Caruana, 1997) stores all the data for all tasks. One task can influence

the other tasks by transferring the domain knowledge to help the hidden layer learn a better

internal representation. The representation that multiple tasks share the same base motivated

many subsequent researches (Kumar et al., 2012; Ruvolo and Eaton, 2013a).

2.2 Related Areas to LML

There are many related areas to Lifelong Machine Learning, including Transfer Learning,

Multi-task Learning, Never-ending Learning, Self-taught Learning, and Online Learning. In

general, we can treat them as different variants of LML while each of them focuses on specific

sub-problems. We will detail each of them in the following sub-sections.

2.2.1 Transfer Learning

Transfer learning (or domain adaptation) (Pan and Yang, 2010; Jiang, 2008) has been widely

researched in the recent years. Typically, transfer learning involves with two domains: a source

domain and a target domain. The source domain has a good amount of labeled training data

while the target domain has little or no labeled training data. The goal is to leverage the

supervised information from the source domain to help the prediction in the target domain.

Transfer learning is a special case of LML as it usually only retains the source domain data.

Transfer learning also usually assumes that the source domain and the target domain is closely

related.

As mentioned in (Pan and Yang, 2010), there are different types of knowledge in transfer

learning. (Bickel et al., 2007; Sugiyama et al., 2008; Liao et al., 2005; Dai et al., 2007c; Jiang

and Zhai, 2007; Dai et al., 2007b) directly treat certain parts of data instances in the source



11

domain as the knowledge with instance reweighing and importance sampling. Features from

the source domain serve as another type of knowledge (Ando and Zhang, 2005; Dai et al.,

2007a; Daume III, 2007; Blitzer et al., 2006; Blitzer et al., 2007; Wang and Mahadevan, 2008).

In such cases, features are specific to particular supervised learning tasks and are used to

generate new feature representation for the target domain. Other than features, parameters

can also be treated as information to transfer (Lawrence and Platt, 2004; Schwaighofer et al.,

2004; Gao et al., 2008; Bonilla et al., 2008), where it is assumed that the source task and

the target task share some parameters or prior distributions of hyperparameters of the models

where their techniques change the parameters of the target domain model by leveraging the

shared parameters or prior distributions.

2.2.2 Multi-task Learning

Multi-task learning is to learn multiple related tasks simultaneously, aiming at achieving

a better performance by using the relevant information shared by the tasks (Caruana, 1997;

Thrun, 1998). The rationale is to introduce inductive bias in the joint hypothesis space of all

tasks by exploiting the task relatedness structure. It also prevents overfitting in the individual

task and thus has a better generalization. Multi-task learning usually focuses on minimizing

the errors on all tasks, and thus when a new task comes, it needs to be run on all tasks including

all the past tasks. LML, on the other hand, extracts and accumulates the knowledge from past

tasks and runs only on the new task using the retained knowledge.

Similar to transfer learning, multi-task learning usually assumes that the tasks are related

to each other. (Evgeniou and Pontil, 2004) assumed that all data for the tasks come from the
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same space and all the task models are close to a global model. Under the assumption, they

modeled the relation between tasks using a task-coupling parameter with regularization. (Bax-

ter, 2000; Ben-David and Schuller, 2003) assumed that the tasks share a common underlying

representation, e.g., using a common set of learned features. Some other works used the prob-

abilistic approach assuming that the parameters share a common prior (Yu et al., 2005; Lee et

al., 2007; Daumé III, 2009).

Task parameters can also lie in a low dimensional subspace in order to learn a low dimen-

sional representation that is shared across tasks (Argyriou et al., 2008). However, the low rank

assumption does not distinguish tasks. When some unrelated tasks are considered, the perfor-

mance may deteriorate. To address this issue, some works assume that there are disjoint groups

of tasks and apply clustering to tasks (Jacob et al., 2009; Xue et al., 2007). The tasks within a

cluster are considered to be close to each other. On the other hand, (Yu et al., 2007) and (Chen

et al., 2011) assume that there is a group of related tasks while the unrelated tasks are a small

number of outliers. (Gong et al., 2012) assumed that the related tasks share a common set

of features while the outlier tasks do not. (Kang et al., 2011) incorporated grouping structure

using a regularization framework. However, each group subspace does not overlap, meaning

that the possible sharing structure between tasks from different groups is ignored.

Recently, (Kumar et al., 2012) assume that the parameter vector of each task is a linear

combination of a finite number of underlying bases. Instead of using the assumption of disjoint

task groups (Jacob et al., 2009; Xue et al., 2007), they assume that the tasks in different groups

can overlap with each other in one or more bases. They proposed a model called GO-MTL
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(Grouping and Overlap in Multi-Task Learning). The goal is to discover the true structure that

includes both the tight and loose connections between tasks. Later on, (Ruvolo and Eaton,

2013a) proposed the Efficient Lifelong Learning (ELLA) model that dramatically improves the

efficiency of GO-MTL.

There is a recent trend of applying deep Neural Network in the multi-task setting, e.g., (Yim

et al., 2015; Liu et al., 2015; Cheng et al., 2015; Huang et al., 2013; Bengio, 2011). (Bengio,

2011) discussed how unsupervised pre-training of representations or feature structures can be

exploited in the scenario of transfer learning. (Liu et al., 2015) worked on multi-task deep NN

for semantic classification of search queries. Multi-labeling problem is tackled using a similar

setting where one classification of deep NN is generalized into multiple binary classification

tasks (Huang et al., 2013).

2.2.3 Never-ending Learning

Never-ending Learning shares a similar rationale to LML in the sense that it aims to achieve

better and better performance after seeing more and more data. The most well-known never-

ending leaning system is proposed by (Carlson et al., 2010; Mitchell et al., 2015), which aims

to obtain information from the web to generate a structured knowledge base. In each day,

the learning is aimed to achieve a better performance than the previous day. The system is

called Never-Ending Language Learner (NELL) (Carlson et al., 2010). There are two types of

knowledge in NELL:

1. Instance of category: the semantic categories of the noun phrases. For example, “Los Ange-

les” is in the category “city”.
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2. Relationship of a pair of noun phrases, e.g., given a name of an organization org and a

location loc, check if hasOfficesIn(org, loc) is true, which indicates whether org has offices

in loc.

The starting knowledge base defines a set of predicates of categories and relations, with a

handful of seed examples. As the NELL system runs, it keeps crawling and reading the web

and generating candidate facts and beliefs, which are filtered and integrated in the component

called knowledge integrator.

To extract knowledge from the web, NELL uses several subsystem components. For example,

it first identifies contextual patterns such as “X plays for Y” using a free-text extractor. Then,

the co-occurrence statistics between noun phrases and contextual patterns are used to discover

more categories and relations. To further classify noun phrases into categories, a set of binary

L2-regularized logistic regression models are built where the training data comes from the

existing knowledge base. The lists and tables on the webpages are mined to extract new

instances of predicates in the knowledge base. Finally, a first-order learner is applied to learn

probabilistic Horn clauses, which are used to infer new relation instances. Through these

subsystem components, a set of candidate facts are generated.

For knowledge transfer, the authors designed the Knowledge Integrator (KI) component.

Given the candidate facts, KI uses a threshold (i.e., 0.9) to filter those candidates with low-

confidence. Furthermore, if a knowledge is validated from multiple sources, it will be promoted

even if its confidence is not high. After a candidate fact is promoted as a belief, it will never

be demoted.
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2.2.4 Self-Taught Learning

Self-taught learning (Raina et al., 2007) is a special type of transfer learning in which the

source domain is the same as the target domain. So it only focuses on one single domain. The

knowledge comes from a large amount of unlabeled data (big data), which is much easier to

obtain than the labeled data. The labeled data and unlabeled data are denoted by DL and DU

respectively. There is no assumption about the relationship between DU and DL. DU can have

different generative distribution from DL. DU does not need to contain the labels of DL.

The basic steps of self-taught learning are as follows:

1. Learn a higher level representation from DU .

2. Regenerate new features for DL mapping the original features into the learned represen-

tation in Step 1.

3. Build a supervised learning model (e.g., SVM) on the regenerated features from Step 2.

The rationale of learning a higher level representation from DU is that through the large

amount of unlabeled data, the algorithm may be able to learn the “basic element” that comprise

an object. For example, for images, the original feature for DL can be pixel intensity values.

Through the unlabeled data learning, the algorithm may learn to represent images using the

edges on the images rather than the raw pixel intensity values. By applying this learned

representation to DL, we obtain a higher level representation to DL which is expected to be

more generalizable. After the unsupervised representation is learned, each original training

example is transformed to the new dimension space and a supervised learning algorithm, for

example SVM, can be built using the transformed training data.
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2.2.5 Online Learning

Online learning has been widely studied in the machine learning community, e.g., (Blum,

1998; Foster and Vohra, 1999; Crammer et al., 2006; Shalev-Shwartz and Srebro, 2008; Hu et al.,

2009; Yang et al., 2010). The task is to learn from a constant flow of data. The setting of online

learning is similar to LML in the sense that it works in the scenario of streaming data. But

online learning usually assumes that the new data shares the same distribution with the existing

data while LML also considers the new data may come from a new task that does not share

the same distribution (or even irrelevant). LML is closer to online multi-task learning (Dekel

et al., 2006; Dekel et al., 2007; Ruvolo and Eaton, 2013b; Ammar et al., 2014; Ruvolo and

Eaton, 2014). Instead of training on all tasks together (batch version), it works on the online

version. For example, (Ammar et al., 2014) proposed an online formulation of policy gradient

reinforcement learning in the context of robotics. (Ruvolo and Eaton, 2014) developed an online

learning algorithm for sparse dictionary optimization in the online multi-task setting. The tasks

they are working on are very different from the tasks (i.e., topic modeling and classification) in

this thesis.

LML is related to but also very different from Reinforcement Learning (Kaelbling et al.,

1996) where an agent learns behavior through trial-and-error interactions with a dynamic en-

vironment. In our scenario, we do not have the concept of environment. The model needs to

learn the patterns from the data rather than the interactions as in Reinforcement Learning.

2.3 Related Works on Topic Modeling

(Part of this section was previously published in (Chen et al., 2014; Chen and Liu, 2014a))
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Since we apply LML on topic modeling, our work is very related to Knowledge-based Topic

Modeling (KBTM). Knowledge-based topic models have been proposed to incorporate prior

domain knowledge from the user to improve model performance. Existing works such as (An-

drzejewski et al., 2009; Chen et al., 2013d; Mukherjee and Liu, 2012a) considered only the

must-link type of knowledge (e.g., price and cost should be in the same topic) while (Andrze-

jewski et al., 2009; Chen et al., 2013c) also used the cannot-link type of knowledge (e.g., price

and picture). All of the above models assume the input knowledge to be correct and provided

by the user.

Topic models have also been used to help transfer learning (Pan and Yang, 2010; Xue et

al., 2008). However, transfer learning in these papers is for traditional supervised classification,

which is very different from our work of topic extraction. (Kang et al., 2012) transferred labeled

documents from the source domain to the target domain to produce topic models with better

fitting. However, we do not use any labeled data in our topic modeling with LML. (Yang et

al., 2011) modeled the language gap between topics using a user provided parameter indicating

the degree of technicality of the domain. In contrast, our proposed models in (Chen and Liu,

2014b; Chen and Liu, 2014a) are fully automatic with no human intervention. Another key

difference is that transfer learning typically uses the data from one source domain to help the

target domain classification, while we use the knowledge obtained from a large number of past

(source) domains to help the new (target) domain learning or modeling.

Since our experiments are carried out using product reviews, aspect extraction in opinion

mining (Liu, 2012) is related. Aspect extraction has been studied by many researchers in
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sentiment analysis (Liu, 2012; Pang and Lee, 2008), e.g., using supervised sequence labeling or

classification (Choi and Cardie, 2010; Jakob and Gurevych, 2010; Kobayashi et al., 2007; Li et

al., 2010; Yang and Cardie, 2013) and using word frequency and syntactic patterns (Hu and Liu,

2004; Ku et al., 2006; Liu et al., 2013; Popescu and Etzioni, 2005; Qiu et al., 2011; Somasundaran

and Wiebe, 2009; Wu et al., 2009; Xu et al., 2013; Yu et al., 2011; Zhao et al., 2012; Zhou et

al., 2013; Zhuang et al., 2006). However, these works only perform extraction but not aspect

term grouping or resolution. Separate aspect term grouping has been done in (Carenini et al.,

2005; Guo et al., 2009; Zhai et al., 2011). They assume that aspect terms have been extracted

beforehand.

To extract and group aspects simultaneously, topic models have been applied by researchers

(Branavan et al., 2008; Brody and Elhadad, 2010; Chen et al., 2013c; Fang and Huang, 2012; He

et al., 2011; Jo and Oh, 2011; Kim et al., 2013; Lazaridou et al., 2013; Li et al., 2011; Lin and He,

2009; Lu et al., 2009; Lu et al., 2012; Lu and Zhai, 2008; Mei et al., 2007; Moghaddam and Ester,

2013; Mukherjee and Liu, 2012a; Sauper and Barzilay, 2013; Titov and McDonald, 2008a; Wang

et al., 2010; Zhao et al., 2010). Besides the knowledge-based topic models discussed above,

document labels are incorporated as implicit knowledge in (Blei and McAuliffe, 2010; Ramage et

al., 2009). Geographical region knowledge has also been considered in topic models (Eisenstein

et al., 2010). All of these models assume that the prior knowledge is correct.

2.4 Related Works on Sentiment Classification

Since we apply LML on sentiment classification, sentiment classification is clearly related. (Liu,

2012) and (Pang and Lee, 2008) provided good surveys of the existing research on sentiment
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classification. Here, we only cover the works of sentiment classification in more than one do-

main, which is more related to our work. (Aue and Gamon, 2005) trained classifiers for the

target domain using various mixes of labeled and unlabeled reviews. (Yang et al., 2006) ex-

ploited feature selection. (Tan et al., 2007) first trained a classifier using the labeled source

data to label some good examples in the target domain. These examples are then used to

build a target domain classifier. (Blitzer et al., 2007) proposed to first find some common or

pivot features from the source and the target, and then find correlated features with the pivot

features. The final classifier is built using the combined features. Other works along the line

include (Jiang and Zhai, 2007; Joshi et al., 2012; Li et al., 2010; Li et al., 2013; Pan et al.,

2010). (He et al., 2011; Gao and Li, 2011) used topic modeling to identify opinion topics from

both domains to bridge them. (Andreevskaia and Bergler, 2008) used an ensemble method. (Li

et al., 2012) extracted sentiment and topic lexicons from cross domains. (Ku et al., 2009) uti-

lized syntactic structures and (Wu et al., 2009) used a graph propagation algorithm. (Xia and

Zong, 2011) found that features of some POS tags are often domain-dependent, while of some

others are domain-free.

Our work is also related to transfer learning that uses multiples source domains. (Bollegala

et al., 2011) proposed a method that create a sentiment sensitive thesaurus using both labeled

and unlabeled data from multiple source domains. The created thesaurus is then used to

help train a target classifier. (Yoshida et al., 2011) transferred from multiple source to multiple

target domains using topic modeling. However, using topic modeling for classification is usually

poorer than supervised learning. (Li and Zong, 2008) also assumes labeled training data but no
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unlabeled data in the target domain while working with multiple domains. They built a meta-

classifier (called CLF) using the outputs of each base classifier constructed in each domain.

We will compare with this method in our experiments as it is closely related to our work

(Section 6.3).

2.5 Summary

This chapter discussed the related works of LML in general, as well as the related works

specific to topic modeling and sentiment classification. We note that although LML is related to

Transfer Learning, Multi-task Learning, Never-ending Learning, Self-taught Learning, Online

Learning and Reinforcement Learning, there are no consistent terminologies that clearly define

and distinguish each of them, which was also mentioned in (Silver et al., 2013). This thesis can

serve as an important effort to bridge these learning paradigms.



CHAPTER 3

KNOWLEDGE BASED TOPIC MODELING

(This chapter includes and expands on my papers previously published in

• Zhiyuan Chen, Arjun Mukherjee, Bing Liu, Meichun Hsu, Malu Castellanos, and Rid-

dhiman Ghosh. Discovering Coherent Topics Using General Knowledge. In CIKM 2013,

pages 209-218.

• Zhiyuan Chen, Arjun Mukherjee, Bing Liu, Meichun Hsu, Malu Castellanos, and Rid-

dhiman Ghosh. Exploiting Domain Knowledge in Aspect Extraction. In EMNLP 2013,

pages 1655-1667.

• Zhiyuan Chen, Arjun Mukherjee, Bing Liu, Meichun Hsu, Malu Castellanos, and Rid-

dhiman Ghosh. Leveraging Multi-Domain Prior Knowledge in Topic Models. In IJCAI

2013, pages 2071-2077. )

Unsupervised topic models, such as pLSA (Hofmann, 1999) and LDA (Blei et al., 2003), pro-

vide a powerful framework for extracting latent topics in text documents. However, researchers

have found that these unsupervised models often produce topics that are not interpretable or

meaningful (Mimno et al., 2011). One key reason is that the objective functions of these models

do not always correlate well with human judgments (Chang et al., 2009).

21
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3.1 Knowledge-Based Topic Models

In order to address the issue of incoherent topics in unsupervised topic model, as mentioned

in Section 2.3, several knowledge-based topic models have been proposed (e.g., (Andrzejewski

et al., 2009; Andrzejewski et al., 2011; Chen et al., 2013b; Chen et al., 2013d; Mukherjee and

Liu, 2012a; Hu et al., 2011; Jagarlamudi et al., 2012; Lu et al., 2011; Petterson et al., 2010)).

However, these existing knowledge-based models have a key weakness to be applied in real life

data mining or machine learning applications, i.e., they all assume that the user knows the

domain very well and can provide knowledge suitable for the domain, which is not always the

case because in many real life data mining applications, the user wants to discover something

new to him or her. The knowledge provided by the user usually needs to be repeatedly tuned

in order to fit the domain (i.e., domain dependent knowledge) for model improvement.

This chapter introduces the first knowledge-based topic model that explicitly deals with

wrong knowledge. The model is called GK-LDA (General Knowledge based LDA) (Chen et al.,

2013b).

3.2 Leveraging General Knowledge

There is a vast amount of lexical knowledge about words and their relationships available in

online dictionaries or other resources that can be exploited in a model to generate more coherent

topics. Such knowledge is domain independent and can be easily extracted automatically from

online dictionaries to form a general knowledge base. This knowledge base can serve as an

integral part of a topic model system as it does not change from domain to domain and can be

applied to any domain without any user involvement.
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In particular, we utilize a specific type of lexical knowledge, i.e., lexical semantic relations,

which are relations about words. Such relations include synonymy, antonym, hyponymy, tax-

onomy, meronymy, troponymy, adjective-attribute, etc (Barker, 2006). We focus on synonym,

antonym and adjective-attribute relations to demonstrate the benefits of these relations to topic

models.

1. Synonymy: Two expressions a and b of a language are synonyms iff they mean exactly

or nearly the same. The notion is typically applied to lexical items, including idioms, but

it can be used for larger expressions as well. In this work, we only use the word level

synonyms, e.g., expensive and pricey.

2. Antonym: Two expressions a and b of a language are antonyms iff they have opposite

meanings. Again, the notion can be words or larger expressions. In this work, we only

use the word level antonyms, e.g., expensive and cheap.

3. Adjective-attribute: An adjective is a word that modifies nouns and pronouns, primar-

ily by describing a particular quality/attribute of the word it is modifying. Although there

are some general adjectives which can describe/modify anything, e.g., good and bad, most

adjectives describe some specific attributes or properties of nouns. For example, expensive

usually describes price, and beautiful often describes appearance.

Note that some antonyms can be useful (e.g., expensive and cheap both describe the topic

“price”) while some synonyms can be harmful (e.g., picture and painting may not fit coherently

for the topic “image” in the domain of digital cameras). We believe that the lexical relations
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are beneficial to topic models in the sense that words in such relations are likely to belong to

the same topic.

However, there is a major challenge in using lexical relations, i.e., many such relations

may not be appropriate for a particular application because a word can have multiple mean-

ings/senses. Each meaning/sense can have a different synonym set, a different antonym set

and a different adjective-attribute set. For a particular application, typically only one or two

meanings are applicable while the other senses are inappropriate. To make matters worse, even

in the same sense, some words in the synonym set (also called synset) may be incorrect for a

particular domain. For example, the word picture has 10 senses as a noun in WordNet (Miller,

1995). The synset for the first sense is {picture, image, icon, ikon}. In the domain of digital

cameras, picture and image should belong to the same topic, but icon and ikon should not share

the same topic with picture and image. In the second sense of picture, the synset is {picture,

painting}. These two words are not coherently related for cameras. The situation also exists in

the other two lexical relations. To deal with it, we need a model that is able to automatically

identify and leverage the right relations for a particular domain.

Before going further, we first describe how the lexical relations are represented in this

work. We represent them as sets, e.g., synonyms: {expensive, pricey}, antonyms: {expensive,

cheap}, and adjective-attributes: {expensive, price}. In our system, synonyms and antonyms

are extracted from WordNet (Miller, 1995). Adjective-attribute relations are obtained from the

system in (Fei et al., 2012), which identifies such relations from online dictionaries. To simplify

the presentation, we call these sets LR-sets (for lexical relation sets). Each LR-set indicates
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one sense/meaning of the words inside it. Since the WordNet (Miller, 1995) and the system

in (Fei et al., 2012) can provide consistent sense IDs of each word, the synonyms, antonyms

and adjective-attributes of the same sense for each word are automatically merged to form

an LR-set. For example, for the word expensive in the above example, an LR-set {expensive,

pricey, cheap, price} is automatically generated indicating one sense of this word. We will see

in the Section 3.4 that LR-sets help improve resulting topics dramatically without any user

involvement. We called our proposed model GK-LDA (General Knowledge based LDA). To the

best of our knowledge, GK-LDA is the first knowledge-based topic model that tries to explicitly

deal with the problem of wrong input knowledge for an application domain.

Note that GK-LDA shares the same plate notation with MDK-LDA (Chen et al., 2013d).

However, MDK-LDA is insufficient in terms of general knowledge represented by LR-sets due

to its indiscrimination on each word in the LR-set. As mentioned before, some senses of a word

may not be appropriate in a particular domain, leading to completely or partially incorrect

LR-sets. Before applying LR-sets in topic models, we want to estimate the correlation between

the domain corpus and LR-sets to have some ideas of the quality of LR-sets. If the domain

corpus can validate an LR-set, we then can have a higher confidence in the usefulness of this

knowledge, and hence trust it more.

Based on the above idea, we propose a matrix called word correlation matrix which estimates

the quality of an LR-set by validating the co-occurrences of the words in the LR-set in the corpus

(represented by word probabilities under topics in LDA). In more details, the original LDA

(without any knowledge) is executed on the corpus at first. The resulting word distributions
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under output topics of LDA are then used to estimate the correctness of the relationships in

the LR-sets in order to reduce the undesirable effects of them. The intuition is that the words

in an LR-set may be less likely to be in the same topic if they have very different probability

masses (too far away from each other in the order of word probabilities) under LDAs output

topics. With this estimation of LR-sets, we propose the GK-LDA model by employing a new

generalized Pólya urn (GPU) model (Mahmoud, 2008) with a new Gibbs sampler which can use

the proposed word correlation matrix to discriminate the words in each LR-set. In GK-LDA,

drawing word w will not only promote the LR-set as a whole, but also discriminately promote

each of the correlated words according to the word correlation matrix.

3.3 GK-LDA

This section introduces our proposed model GK-LDA (Chen et al., 2013b).

3.3.1 Generative Process

Since the words in an LR-set share a similar semantic meaning, the model should redistribute

the probability masses over words in the LR-set to ensure that they have similar probability

under the same topic. To incorporate this idea, a new latent variable s, which denotes the

LR-set assignment to each word, is added into LDA. Figure 1 shows the plate notation of the

GK-LDA model. Let M be the number of documents where each document m has Nm words.

The vocabulary in the corpus is denoted by {1, . . . , V }. The number of LR-sets is S. The

generative process is given as follows:

1. For each topic t ∈ {1, . . . , T}

i. Draw a per topic distribution over LR-sets, ϕt ∼ Dir(β)
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Figure 1. Plate notation of GK-LDA.

ii. For each LR-set s ∈ {1, . . . , S}

a) Draw a per topic, per LR-set distribution over words, ηt,s ∼ Dir(γ)

2. For each document m ∈ {1, . . . ,M}

i. Draw a topic distribution per document, θm ∼ Dir(α)

ii. For each word position n in document m, where n ∈ {1, . . . , Nm}

a) Draw a topic zm,n ∼Mult(θm)

b) Draw an LR-set sm,n ∼Mult(ϕzm,n)

c) Emit word wm,n ∼Mult(ηzm,n,sm,n)
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3.3.2 Dealing with Wrong Knowledge

Since our LR-sets are general knowledge from online dictionaries, some LR-sets do not

make sense in a particular domain. For example, {card, bill} is a correct LR-set in the domain

“Restaurant”, but unsuitable in the domain “Camera.” There are two major challenges here:

1. One issue is that there may be no correct LR-sets for a word in an application domain.

That is, for a word w, all LR-sets containing w do not make sense (are wrong) for the

domain. In this case, the model does not have any correct LR-sets to choose from. As

a result, the assigned LR-sets to w will all be incorrect, leading to promotion of LR-sets

that have words that are not semantically related in a particular domain.

2. The other issue is that an LR-set may be partially correct and partially incorrect in a

domain, meaning that some words in the LR-set do not share a similar semantic meaning

with other words in the same LR-set for a particular domain. For example, in the domain

“Camera”, we have an LR-set {picture, pic, flick} where picture shares a similar meaning

with pic, but both of them have different semantic meaning from flick. In this case, when

we promote this LR-set as in the model MDK-LDA, we may promote all the relationships

inside it, including the wrong ones: picture-flick and pic-flick. As a result, it may lead to

merging of words with different semantic meanings, which results in multiple sub-topics

inside one topic.

To address these two challenges, we first propose a word correlation matrix C to estimate

the correlation of words in the LR-sets using the given corpus (Section 3.3.2.1). Using this

matrix, for each word w, we relax the constraints of all wrong LR-sets (the first challenge
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above) by adding a singleton LR-set {w} (Section 3.3.2.2). To deal with the second challenge,

we scale the matrix C into a matrix C ′, which fits in the new generalized Pólya urn (GPU)

model in GK-LDA (Section 3.3.2.3). This new matrix C ′ is used to design a new Gibbs sampler

for the GK-LDA model (Section 3.3.3).

3.3.2.1 Word Correlation Matrix

Given a piece of knowledge (LR-set) itself, the model may not know whether it is correct or

not. However, given a corpus, it is possible to validate the LR-sets through the corpus. If an

LR-set has a reasonable support in the corpus, we will have some confidence in its usefulness

in the domain represented by the corpus, and consequently we give it a higher weight for

promotion. Since the topics found by LDA are a reasonable summary of the corpus and the

top words (with high probabilities) under each topic are more likely to share some semantic

similarity, we use the topic-word distribution from LDA to estimate word correlations in each

LR-set towards a domain. The idea is that if two words in an LR-set are too far from each

other (i.e., have very different probabilities) under the topics of LDA, they are more likely to

have different semantic meanings, i.e., less correlated.

Algorithm 1 gives a detailed algorithm for computing word correlation matrix C. Intuitively,

top words, with higher probabilities under a topic, are more likely to represent the semantic

concept of the topic while words with low probabilities contribute much less to the semantic

concept. To compute the correlation of two words, we focus on the topics where the words have

high probabilities. Algorithm 1 computes for all the word pairs (w,w′) in each LR-set (lines 1

and 2). The word distribution under topic t is denoted by ϕt in LDA. For those pairs not in any
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Algorithm 1 Compute Word Correlation Matrix C

1: for each LR-set s ∈ {1, . . . , S} do
2: for each pair (w, w′) ∈ s do
3: Pmax(w) = max

t∈{1,...,T}
ϕt(w);

4: Pmax(w′) = max
t∈{1,...,T}

ϕt(w
′);

5: if Pmax(w) > Pmax(w′) then
6: Exchange w and w′;
7: end if
8: tmax = argmax

t∈{1,...,T}
ϕt(w

′);

9: Cs,w′,w = Cs,w,w′ = ϕtmax (w)
ϕtmax (w

′) ;
10: end for
11: end for
12: Return C;

LR-set, their correlation is 0 (not shown in the algorithm) and we do not need to validate them.

Lines 3 and 4 find the topics that the two words w and w′ have the maximum probabilities

respectively. Lines 5-7 enforce that word w has a lower (or equal) maximum probability than

w′, restricting their ratio to be not larger than 1. Line 8 finds the topic that word w′ has the

maximum probability, and the ratio of probabilities of both words under this topic is estimated

as the correlation (Line 9). The idea is that the ratio of word probabilities under this topic is

a good indicator of the semantic correlation of the two words. Although this word correlation

estimation may not be perfect due to the imperfect topic-word distributions from LDA, our

experiments show that it is effective in solving the two issues discussed in Section 3.3.2.
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3.3.2.2 Relaxing Wrong LR-sets

In order to deal with the first challenge mentioned in Section 3.3.2, we need to design a

function to estimate the quality of an LR-set s toward a word w. Since the quality of s depends

on the correlations of words inside it with w, we can estimate the quality of LR-set s towards

w based on the word correlation matrix C as follows:

Q(s, w) =


max

w′∈s,w 6=w′
Cs,w′,w w ∈ s

0 otherwise

(3.1)

Basically, the quality function of LR-set s towards word w is the maximum correlation

between any word w′ (w′ ∈ s and w′ 6= w) and w based on C. This quality function can give

us some hints as to which LR-sets are more likely to be correct or incorrect. We set a threshold

ε such that if the quality of an LR-set s towards a word w 3 s is less than ε, this LR-set s is

estimated to be wrong (or low-quality) towards w in the domain. Following the first challenge,

if all LR-sets of word w are estimated to be wrong, we need to add an alternative LR-set to

give the model a right LR-set to choose. In this case, a singleton LR-set (i.e., {w}) is added

to relax the LR-set constraint. If w has any LR-set with its quality value greater than ε, the

singleton set {w} is not added. This preprocessing ensures that the model can have at least one

reasonable LR-set to assign to each word. However, note that, the estimated wrong LR-sets

are not removed because the estimation above on topics generated by LDA may not be perfect.
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3.3.2.3 Incorporating Correlation Matrix

Due to the power-law characteristics of natural language (Zipf, 1932), most words are rare

and will not co-occur with most other words regardless of their semantic similarity. If some rare

words share the same LR-set with some high-frequency words, the high-frequency words will

be smoothed dramatically due to the hyperparameter γ which causes the adverse effect issue.

For example, in the domain “Camera”, the word light is an important word with its semantic

meaning correlated with the domain. However, the words brightness and luminousness in the

LR-set {light, brightness, luminousness} can harm light due to their infrequency. Since words

in the LR-set are supposed to share some similar semantic meaning, if we see one of them, it

is reasonable to expect higher probability of seeing any of the others. For the above LR-set,

if brightness is seen in topic t, there is a higher chance of seeing both light and luminous-

ness under topic t. To encode this characteristic, we use the generalized Pólya urn (GPU)

model (Mahmoud, 2008), where objects of interest are represented as colored balls in an urn.

The Pólya urn model involves an urn containing balls of different colors. At discrete time

intervals, balls are added or removed from the urn according to their color distributions.

In the simple Pólya urn (SPU) model, a ball is first drawn randomly from the urn and

its color is recorded, then that ball is put back along with a new ball of the same color. This

selection process is repeated and the contents of the urn change over time, with a self-reinforcing

property sometimes expressed as “the rich get richer”. SPU is actually exhibited in the Gibbs

sampling for LDA.
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The generalized Pólya urn (GPU) model differs from the SPU model in the replacement

scheme during sampling. Specifically, when a ball is randomly drawn, certain numbers of

additional balls of each color are returned to the urn, rather than just two balls of the same

color as in SPU. In our case, the similarity of colors, which are terms, is indicated by the fact

that they are from the same LR-set.

We now deal with the second challenge mentioned above, i.e., the partial incorrect LR-

sets. In MDK-LDA (Chen et al., 2013d), when a word is drawn, all other words inside the

LR-set will be put back equally according to a matrix, which promotes the LR-set as a whole,

i.e., promoting every word inside it. Now we want to use the word correlation values of C

to help determine the number of balls to put back which reduces the undesirable effects of

wrong relationships in an LR-set. For this purpose, we scale C to C ′ as follows, which will be

incorporated in the GK-LDA model.

C ′s,w′,w =



1 w ∈ s, w′ ∈ s, w = w′

τ ×Cs,w′,w w ∈ s, w′ ∈ s, w 6= w′

0 otherwise

(3.2)

The coefficient τ governs the scale of correlation corresponding to the hyperparameters β

and γ in the model. The value of τ will be discussed in Section 3.4. With the matrix C ′, we

can design a new GPU model, i.e., drawing word w will not only increase the probability of

seeing w, but also discriminatively increase the probability of seeing every correlated word with

w represented by C ′. Following the example of LR-set s = {picture, pic, f lick} in Section 3.3.2,
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since picture and pic are semantically related in the domain “Camera” (in other words, the

relationship picture-pic is correct), they tend to have reasonable high co-occurrence in the

corpus and hence LDA is likely to put them together under the same topic. On the other hand,

flick is semantically different from both picture and pic, and thus LDA may put flick under a

different topic. As a result, C ′s,picture,pic will be much larger than C ′s,picture,flick and C ′s,pic,flick. In

the GPU model of GK-LDA, seeing the word picture and pic will promote each other a lot, but

promote the word flick very little, which is consistent with our aim to merge the semantically

related words while separating semantically different words.

3.3.3 Inference

In this subsection, we introduce the Gibbs sampler for our GK-LDA model.

In topic models, collapsed Gibbs sampling (Griffiths and Steyvers, 2004), one of Markov

Chain Monte Carlo (MCMC) methods (Robert and Casella, 2004), is a standard procedure

for obtaining a Markov chain over the latent variables in the model. In GK-LDA, the latent

variables (i.e., latent topic z and latent LR-set s) are jointly sampled, which gives us a blocked

Gibbs sampler. An alternative way is to perform hierarchical sampling (sample z and then

s). However, (Rosen-Zvi et al., 2010) argues that when the latent variables are highly related,

blocked samplers improve convergence of the Markov chain and also reduce autocorrelation.

As in Section 3.3.2, the GK-LDA model employs the GPU model to promote each correlated

word represented by the matrix C ′. However, the GPU model is nonexchangeable, meaning that

the joint probability of the words in any given topic is not invariant to the permutation of those

words. Inference of z and s can be computationally expensive due to the non-exchangeability
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of words. We take the approach of (Mimno et al., 2011) which approximates the true Gibbs

sampling distribution by treating each word as if it were the last. When sampling a word w,

we first promote the LR-set of it as a whole. Then, each word in the LR-set is promoted based

on its word correlation with w according to C ′. The idea is that if a word w′ is more correlated

with w, it should be promoted more when w is seen, pushing them into the same topic. Note

that promotion in the GPU model is achieved by putting back balls of the corresponding colors

into the urn. Denoting the random variable {z, s, w} by singular subscripts {zi, si, wi}, where i

denotes the variable corresponding to each word in each document in the corpus, the conditional

probability to assign a topic t and an LR-set s (containing the word wi) to the word wi is given

by:

P (zi = t, si = s|z−i, s−i,w, α, β, γ,C ′) ∝
n−im,t + α∑T

t′=1(n
−i
m,t′ + α)

×
∑V

w′=1

∑V
v′=1C

′
s,v′,w′ × n−it,s,v′ + β∑S

s′=1(
∑V

w′=1

∑V
v′=1C

′
s′,v′,w′ × n−it,s′,v′ + β)

×
∑V

w′=1C
′
s,w′,wi

× n−it,s,w′ + γs∑V
v′=1(

∑V
w′=1C

′
s,w′,v′ × n−it,s,w′ + γs)

(3.3)

where n−i denotes the count excluding current assignment of zi and si, i.e., z−i and s−i.

nm,t denotes the number of occurrences that topic t was assigned to word tokens in document

m. nt,s denotes the count that LR-set s occurs under topic t. nt,s,v refers to the number of

times that word v is assigned with LR-set s under topic t.
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3.4 Experiments

We now evaluate the proposed GK-LDA model, and compare it with baseline models:

LDA (Blei et al., 2003), LDA with GPU (denoted as LDA-GPU) (Mimno et al., 2011) and DF-

LDA (Andrzejewski et al., 2009), MDK-LDA(b) (Chen et al., 2013d) and MDK-LDA (Chen

et al., 2013d). LDA is the basic knowledge-free unsupervised topic model. LDA-GPU ap-

plied GPU in LDA using co-document frequency. DF-LDA is perhaps the most well-known

knowledge-based model which introduced must-links and cannot-links. It is also a natural fit

for our proposed model as a must-link and an LR-set share the similar notion, i.e., they both aim

at constraining the words in them to appear under the same topic. Note that existing models

typically assume that the knowledge is correct and to our knowledge there is no prior work in

topic modeling that can deal with wrong knowledge explicitly. Our proposed GK-LDA model

can deal with wrong knowledge. We will see in Sections 3.4.2 and 3.4.3 that this capability of

GK-LDA results in far better results than existing state-of-the-art models.

In Section 3.4.1, we describe the datasets and experimental settings. In Section 3.4.2, we

evaluate our framework objectively using the Topic Coherence metric (Mimno et al., 2011) and

KL-Divergence. Further, in Section 3.4.3.1, we report the human evaluation results by working

with two judges who are familiar with the Amazon products and reviews. Last, we show the

qualitative results with some example topics from different models in Section 3.4.3.2.

3.4.1 Datasets and Settings

Datasets: Since LR-sets and the proposed framework are domain independent mechanisms

for finding topics from text collections, we use multiple datasets from different domains of online
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reviews for our evaluation. We collected reviews from four domains from Amazon.com. Each

domain collection (or corpus) contains 500 reviews. The four domains are “Camera & Photo”,

“Cell Phones & Accessories”, “Gourmet Food & Grocery”, and “Computers & Accessories”.

For easy presentation, we simply use “Camera”, “CellPhone”, “Food”, and “Computer” to

denote the four domain corpora respectively.

Pre-processing: We ran the Stanford Parser 1 to perform sentence detection, lemmati-

zation, and POS tagging. Then, punctuations, stop words 2, numbers and words appearing

less than 5 times in each corpus were removed. For each domain, the domain name was also

removed as it appears very frequently and co-occurs with most words in the corpus, leading to

high similarity among topics. Our LR-sets depend on POS tags of words. In this work, we only

use nouns and adjectives to produce LR-sets since they are the main parts of the topics. Verbs

have a high level of noise. Note that duplicate LR-sets have been removed.

Sentences as documents: As pointed out in (Titov and McDonald, 2008b), when stan-

dard topic models are applied to reviews, they tend to produce topics that correspond to global

properties of product, which lead to large overlappings among topics. Since applying topic

models to reviews mainly aims to find different aspects or features (as topics) of products (Jo

and Oh, 2011; Mukherjee and Liu, 2012a; Titov and McDonald, 2008b; Zhao et al., 2010),

using individual reviews for modeling is not very effective (Titov and McDonald, 2008b). Al-

1 http://www-nlp.stanford.edu/software/corenlp.shtml

2http://jmlr.csail.mit.edu/papers/volume5/lewis04a/a11-smart-stop-list/english.stop

http://www-nlp.stanford.edu/software/corenlp.shtml
http://jmlr.csail.mit.edu/papers/volume5/lewis04a/a11-smart-stop-list/english.stop
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though there are models dealing with sentences in complex ways (Jo and Oh, 2011; Titov and

McDonald, 2008b), we take the approach in (Brody and Elhadad, 2010), dividing each review

into sentences and treating each sentence as a document. Sentences can be used by all three

baselines without any change to their models. Although the relationship between sentences of

a review is lost, the data is fair to all models.

Parameter settings: For all models, posterior inference was drawn after 1000 Gibbs

iterations with an initial burn-in of 100 iterations. For all models, we set α = 1 and β = 0.1.

We found that small changes of α and β did not affect the results much, which was also reported

in (Jo and Oh, 2011) who also used online reviews. For the number of topics, we tried different

values (see Section 3.4.2.1). Note that it is difficult to know the exact number of topics. While

non-parametric Bayesian approaches (Teh et al., 2006) aim to estimate the number of topics

from the corpus, they are often sensitive to hyperparameters (Heinrich, 2009). In this work,

the heuristic values obtained from our experiments produced good results.

For DF-LDA, we followed the definition of must-link to generate must-links from LR-sets.

LR-sets don’t contain cannot-link knowledge. Note that the generated must-links contain wrong

knowledge due to the issue of multiple senses, which degrades the performance of DF-LDA as

we will see in Sections 3.4.2 and 3.4.3. We then ran DF-LDA (implementation downloaded

from its authors website) while keeping the parameters as proposed in (Andrzejewski et al.,

2011) (we also experimented with different parameter settings but they did not produce better

results). For our framework, we empirically set λ = 2000. For the threshold of ε, in GK-LDA,

we estimated it using some labeled LR-sets in a development corpus, “Watch”, which was not
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used in the evaluation (different from the four domains used). Based on the labeled data, we

empirically chose the threshold ε = 0.07, meaning that if the quality of LR-set is lower than

this value, we will add a singleton set as described in Section 3.3.2.2. We then averaged the

word correlation values (Algorithm 1) of word pairs in the estimated correct LR-sets to set

τ = 2 in Equation 3.2. Although these three parameters come from the domain “‘Watch”, we

use them for all four other domains.

3.4.2 Objective Evaluation

In this section, we evaluate our framework objectively. Topic models are often evaluated

using perplexity on held-out test data. However, the perplexity measure does not reflect the

semantic coherence of individual topics learned by a topic model (Newman et al., 2010b). Recent

research has shown potential issues with perplexity as a measure: (Chang et al., 2009) suggested

that the perplexity measure can sometimes be contrary to human judgments. Also, perplexity

does not really reflect our goal of finding coherent topics with accurate semantic clustering. It

only provides a measure of how well the model fits the data. Thus, we choose two evaluation

metrics, Topic Coherence and KL-Divergence, which directly evaluate our framework on topic

interpretability and topic distinctiveness (Kawamae, 2010; Mukherjee and Liu, 2012b). We

also report statistical significance of improvements of our framework calculated based on paired

t-test.

Topic Coherence: The Topic Coherence metric (Mimno et al., 2011) (also called UMass

measure (Stevens and Buttler, 2012) was proposed for assessing topic quality. The metric relies

upon word co-occurrence statistics within the documents, and does not depend on external
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resources or human labeling. (Mimno et al., 2011) shows that topic coherence is highly consistent

with human labeling. Higher Topic Coherence score indicates higher quality of topic, i.e. better

topic interpretability. The definition of Topic Coherence is stated as below:

Topic Coherence(t;V (t)) =

N∑
i=2

i−1∑
j=1

log
#D(v

(t)
i , v

(t)
j ) + 1

#D(v
(t)
j )

(3.4)

where V (t) = (v
(t)
1 , v

(t)
2 , . . . , v

(t)
N ) is a list of N most probable words in topic t. #D(v)

is the document frequency of word v, i.e., the number of documents containing at least one

occurrence of word v. #D(v, v′) is the co-document frequency of word v and v′, (i.e., the

number of documents containing both v and v′).

KL-Divergence: Another important metric for topic models is topic distinctiveness (Kawa-

mae, 2010; Mukherjee and Liu, 2012b). We want to evaluate how distinctive the discovered top-

ics are. To measure the distinctiveness, we use KL-Divergence as in (Kawamae, 2010; Mukherjee

and Liu, 2012b). Since KL-Divergence is asymmetric, we compute its values between all pairs

of topics and average them to get the average KL-Divergence. Clearly, for more distinctive

topic discovery and better topic quality, it is desirable to have larger average KL-Divergence.

The KL-Divergence of word distributions Pt and Pt′ under two topics t and t′ is defined as:

KL(Pt, Pt′) =
∑
w

ln

(
Pt(w)

Pt′(w)

)
Pt(w) (3.5)

where Pt(w) is the probability of word w under topic t.
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Figure 2. Average Topic Coherence score of each model given different number of topics.

3.4.2.1 Effects of Number of Topics

Since the models in our experiments are all parametric topic models, we first compare

the performance of each model given different number of topics. Figure 2 and Figure 3 show

the average Topic Coherence score and KL-Divergence (over all domains) of each model given

different number of topics. We can make the following observations:

1. From the Topic Coherence results, given different number of topics, our framework con-

sistently achieve higher Topic Coherence scores than the baseline models. Among them,

GK-LDA performs best with the highest Topic Coherence score. GK-LDA and MDK-LDA

improves significantly (p < 0.001) over the three baseline models and MDK-LDA(b).



42

1

2

3

4

3 6 9 12 15

K
L

-D
iv

er
ge

nc
e

Number of Topics

KL-Divergence vs. Number of Topics

GK-LDA MDK-LDA MDK-LDA(b)
DF-LDA LDA LDA-TC

Figure 3. Average KL-Divergence of each model given different number of topics.

2. From the KL-Divergence results, given different number of topics, GK-LDA produces the

most distinctive topics with the largest KL-Divergence. GK-LDA improves significantly

over DF-LDA (p < 0.03) and all other models (p < 0.001). Note that GK-LDA performs

much better than MDK-LDA in terms of KL-Divergence.

3. Although DF-LDA has larger KL-Divergence than MDK-LDA and LDA, its Topic Co-

herence score is not as high as MDK-LDA and LDA. The wrong knowledge does degrade

the performance of DF-LDA due to its incapability of handling wrong knowledge. In

Section 3.4.2.2, we further analyze the effects of knowledge on DF-LDA in more details.

4. LDA-GPU does not produce as good topics as other models with the lowest Topic Coher-

ence score and smallest KL-Divergence. As frequent words usually have high co-document
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frequency with many other words, the frequent words are ranked top in many topics. This

shows that general lexical knowledge is more effective than co-document frequency with-

out knowledge as was proposed in (Mimno et al., 2011).

5. In general, with more topics, the Topic Coherence score increases while KL-Divergence

decreases, which is in accordance with results in (Kawamae, 2010; Mukherjee and Liu,

2012b). We found that when T is larger than 15, topics became more and more similar

with each other (average KL-Divergence < 2.5). In addition, 15 topics of each model

for four domains are a reasonable amount of work for human evaluation. Thus, we fix

T = 15 to compare the detailed Topic Coherence results (in Section 3.4.2.2) and human

evaluation results (in Section 3.4.3).

3.4.2.2 Effects of Knowledge

In order to see the effects and sensitivity to general lexical knowledge, we show the detailed

Topic Coherence score of T = 15 in Figure 4. Again, we can find that the GK-LDA model has

the highest scores across four domains, meaning that it produces the most coherent topics. We

can also see that DF-LDA performs better than LDA in the domain “Food” and “Computer”

but worse in the domain “Camera” and “Cellphone”. In order to fully understand it, we

investigated the knowledge in each domain. We found that the knowledge is very different in

the four domains:

1. In the domains “Food” and “Computer”, the knowledge is simpler with one word usually

expressing one meaning/sense. Also, most of the wrong pieces of knowledge in these

two domains only contain infrequent words. For example, {menu, bill} is not a suitable
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Figure 4. Detailed Average Topic Coherence score given 15 topics.

knowledge for the domain “Computer”. But since both menu and bill are very rare words

in this domain, their probabilities under each topic are already very low (< 0.0001). Even

if DF-LDA makes their probability closer, the redistribution of probability mass does not

influence the probability of frequent (or important) words. Thus, the benefits of correct

knowledge outweigh the costs of wrong knowledge and hence DF-LDA performs better

than LDA in the domains “Food” and “Computer”. However, since there is still a small

amount of knowledge involving multiple senses (and may be wrong) which is harmful to

DF-LDA, it is not performing as well as our framework.

2. On the other hand, in the domains “Camera” and “Cellphone”, the knowledge is more

complicated with the words having multiple senses (resulting in wrong knowledge) and
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mixing of frequent and infrequent words. In this case, DF-LDA performs worse than LDA

due to its inability to deal with them.

In summary, we can conclude that our proposed framework is highly effective in producing

distinctive topics where each topic is highly coherent compared to the baseline models.

3.4.3 Human Evaluation

3.4.3.1 Quantitative Results

Since our aim is to make topics more interpretable and conform to human understanding,

we worked with two judges who are familiar with Amazon products and reviews to evaluate the

models subjectively. Since topics from topic models are rankings based on word probability and

we do not know the number of correct topical words, a natural way to evaluate these rankings

is to use Precision@n (or p@n) which was also used in (Mukherjee and Liu, 2012a; Zhao et al.,

2010), where n is the rank position. We give p@n for n = 5, 10, 15 and 20. There are two steps

in human evaluation: Topic labeling and Word labeling.

Topic Labeling: We followed the instructions in (Mimno et al., 2011) and asked the judges

to label each topic as good or bad. Each topic was presented as a list of 20 most probable words

in descending order of their probabilities under that topic. The models which generated the

topics for labeling were oblivious to the judges. In general, each topic was annotated as good if

it had a few words coherently related to each other representing a semantic concept together;

otherwise bad.

Word Labeling: After topic labeling, we chose the topics, which were labeled as good by

both judges, as good topics. Then, we asked the two judges to label each word of the top 20
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Figure 5. Average Precision @ n (p @ n) of good topics over all four domains.

words in these good topics. Each word was annotated as correct if it was coherently related

to the concept represented by the topic; otherwise incorrect. Since judges already had the

conception of each topic in mind when they were labeling topics, labeling each word was not

very difficult.

Precision @ n: Figure 5 gives the average precision@n of all good topics over all four

domains. We can make the following observations:

1. GK-LDA performs the best, improving LDA by more than 11% on average. The model

successfully identifies and leverages the correct knowledge and also addresses the wrong

knowledge in the form of LR-sets for each domain.
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Figure 6. Number of good topics generated by each model.

2. MDK-LDA improves precision of MDK-LDA(b) by about 3% and LDA by about 5%. We

can see that the promotion of LR-sets through GPU model is effective. But it still suffers

from the wrong knowledge. MDK-LDA(b) improves the precision of LDA by only 2%.

3. DF-LDA performs slightly worse than LDA with less than 1%. This shows that not

dealing with wrong knowledge can dramatically reduce the model’s effectiveness, which

is understandable because the wrong knowledge may guide the model mistakenly.

4. LDA-GPU does not perform well in our data due to its use of co-document frequency. GK-

LDA performs much better. Again, this shows that LR-set knowledge is more effective

than co-document frequency.

We can see that the human evaluation results are highly consistent with Topic Coherence and

KL-Divergence results in Section 3.4.2. Upon significance testing of improvement of GK-LDA
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and MDK-LDA over other models in Figure 5, GK-LDA and MDK-LDA improves significantly

over all other models (p < 0.005).

Number of Good topics: Figure 6 shows the number of good topics discovered by each

model in each domain. In general, GK-LDA can generate about 2 more good topics than

LDA and more than 5 additional topics compared to DF-LDA and LDA-GPU. These are very

important in practice. For DF-LDA, it discovered fewer good topics than LDA in the domains

“Camera” and “Cellphone” but more good topics than LDA in the domain “Computer”, which

is consistent with the analysis in Section 3.4.2.2. We also found that all topics discovered by

LDA, LDA-GPU and DF-LDA can be uncovered by MDK-LDA(b), MDK-LDA and GK-LDA.

Thus, our framework not only produces additional good topics but also covers the good topics

of the baseline models.

3.4.3.2 Qualitative Results

This section shows some qualitative results to give us an intuitive feeling of the results from

different models. There are a large number of topics that GK-LDA makes major improvements.

Due to space limitations, we can only show some examples. To further focus, we will just show

some results of LDA and GK-LDA. The results from LDA-GPU and DF-LDA were inferior and

even hard to match with topics found by the other models.

Table I shows six example topics and top ranked topical words from LDA and GK-LDA.

Wrong topical words are in italic and marked red (we tried to find the best possible match

for the models). We can see that GK-LDA produces much better topics. Since the labeling

of topics and topical words are somewhat subjective, we do not expect everyone to agree with
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Camera Cellphone Food Computer
Photographer Price Taste Image Quality

LDA GK-LDA LDA GK-LDA LDA GK-LDA LDA GK-LDA
dslr dslr product price taste salt quality resolution

point year price cheap salt taste picture pixel
year professional review money almond flavor easy quality

canon amateur time expensive fresh tasty high image
photography pro item cost pack delicious money picture

nikon photography device cheaper tasty sweet inch dead
photographer experience money inexpensive oil salty movie high

shoot month star shipping roasted tasting price low
price photographer cheap worth pepper spice problem higher

digital model shipping dollar easy yummy size lower

TABLE I. Six example topics in four domains. The domain names are on the first row and
the topic names (manually assigned) are on the second row. Errors are marked in red/italic).

the labeling, but we tried our best to have the consensus with two human judges. Clearly, the

results in Table I do not tell all the story. We also want to highlight several important points

below.

1. One of the most common and important topics in online reviews is the price of products.

However, out of the four domains, only in the domain “Food”, LDA was able to find the

topic price with a reasonable precision. In other domains, the price related topical words

were mixed with all kinds of other topics by LDA. We show one example in Table I (in the

column “Cellphone”), where the best price related topic of LDA is still poor. We believe

that LDAs inability is mainly due to the fact that in English, sentences like “The price of

this phone is expensive.” are relatively rare. Thus, there is probably no co-occurrence of

price and expensive (or other adjectives related to price, e.g., cheap) within a sentence.
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Our adjective-attribute knowledge is very effective in this case, discovering the good price

topic (see “GK-LDA” in the column “Cellphone”).

2. LDA tends to split one topic into multiple topics, i.e., the topical words for a semantic

topic appear at the top ranked positions of several topics. GK-LDA is much better in

this regard. The results in Table I also show that.

3. There are also many other examples we could not list here due to space limitations. For

example, in the food domain, GK-LDA discovered the topic Healthy Eating: protein,

fat, fiber, healthy, nutrient, nutrition, vitamin, magnesium. These words are all highly

coherent. The best one that LDA could find were: time, snack, food, point, healthy,

calorie, weight, year. In the computer domain, GK-LDA was able to find the topic of

Program Execution: game, slow, word, fast, web, star, speed, slower. Most of the words

here are highly relevant except star. LDA was unable to find any topic related.

In summary, we can say that GK-LDA produces much better results, both in terms of

precision and the number of good topics, which indicates that our proposed framework of

exploiting general lexical knowledge is highly promising.

3.5 Summary

We proposed a novel approach of utilizing the general knowledge of lexical semantic relations

in topic models in order to produce more coherent topics. In any language, there is a vast

amount of such knowledge stored in dictionaries. Since such knowledge is domain independent,

it should be applicable to any application domain. However, due to multiple meanings or

senses of a word, some knowledge may not be suitable for a particular application domain.
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We proposed the GK-LDA model as a comprehensive framework to effectively leverage general

knowledge in topic models and to also deal with the wrong knowledge. To our knowledge, this

is the first work that proposes a principled model to systematically incorporate the general

knowledge to produce more coherent topics. What is even more important is that our proposed

framework can automatically deal with wrong knowledge without any user input.



CHAPTER 4

LIFELONG TOPIC MODELING

(This chapter includes and expands on my paper previously published in Zhiyuan Chen and

Bing Liu. Topic Modeling using Topics from Many Domains, Lifelong Learning and Big Data.

In ICML 2014, pages 703-711.)

Chapter 3 introduced the knowledge-based topic models (KBTM) which are able to leverage

the knowledge where the knowledge comes from domain experts such as online dictionaries.

However, there are 3 major shortcomings in that approach:

1. It is usually hard and tedious to obtain knowledge from domain experts. We may not be

able to find experts for every domain we are interested in.

2. The existing works typically assume that the knowledge has little or no noise. This is

impractical as the domain experts may make mistakes. Sometimes, the knowledge they

provide could be biased as well.

3. One of the major purposes of topic model is to help user or expert to quickly understand

a large number of document collections. That means the expert may not have any idea

about what is mentioned in the document corpus. However, the existing knowledge-based

topic models ask the experts to provide knowledge in order to generate interpretable topics

while the experts want to run the model to study the topics first.

To address these shortcomings, in this chapter, we show that much of the prior knowledge

from the user can actually be mined automatically (without user input) from a large amount

52



53

of data in many domains. In most cases, such data is readily available on the Web. This

is possible because although every domain is different, there is a fair amount of concept or

topic overlapping across domains. For example, every product review domain probably has the

topic price, reviews of most electronic products share the topic of battery and reviews of some

products share the topic of screen. Topics produced from a single domain can be erroneous (i.e.,

a topic may contain some irrelevant words in its top ranked positions), but if we can find a set

of shared words among some topics generated from multiple domains, these shared words are

more likely to be coherent for a particular topic. They can serve as a piece of prior knowledge

to help topic modeling in each of these domains (i.e., past domains in LML) or in a new domain

(i.e., current domain in LML).

For example, we have product reviews from three domains. We run LDA to generate a set

of topics from each domain. Every domain has a topic about price, which is listed below with

its top four words (words are ranked based on their probabilities under each topic):

Domain 1: price, color, cost, life

Domain 2: cost, picture, price, expensive

Domain 3: price, money, customer, expensive

These topics are not perfect due to the incoherent words: color, life, picture, and customer.

However, if we focus on those topical words that appear together in the same topic across at

least two domains, we find the following two sets:

{price, cost} and {price, expensive}.
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We can see that the words in such a set are likely to belong to the same topic. Such, {price,

cost} and {price, expensive}, can serve as prior knowledge, which we call prior knowledge sets

(or pk-sets for short), in a KBTM to improve the output topics for each of the three domains

or a new domain. Note that pk-sets have the same structure as LR-sets in Chapter 3. We use

the name pk-sets to emphasize that it is automatically extracted from prior or past domains.

For example, after running a KBTM on the reviews of Domain 1, we may find the new topic:

price, cost, expensive, color , which has three coherent words in the top four positions rather

than only two words as in the original topic. This represents a good topic improvement.

The above discussion suggests a three-step approach to our task. Given a set of document

corpora D = {D1, . . . , Dn} from n domains, step 1 runs a topic model (e.g., LDA (Blei et al.,

2003)) on each domain Di ∈ D to produce a set of topics Si. We call these topics the prior

topics (or p-topics for short). Step 2 mines a set of pk-sets (prior knowledge sets) K from all

the p-topics S = ∪iSi. We call S Topic Base. Step 3 uses the pk-sets K in a KBTM to generate

topics for a test document collection Dt (Dt may or may not be from D).

To further improve, our proposed method embeds step 2 in step 3 so that the mining of prior

knowledge is targeted and thus more accurate. Specifically, we first run a KBTM on the test

document collection Dt without any knowledge (which is equivalent to LDA) until its topics

(denoted by At) stabilize. To distinguish these topics from p-topics, we call these topics the

current topics (or c-topics for short). For each c-topic aj ∈ At, we then find a set of matching

or similar p-topics M t
j in S (the set of all p-topics). The intuition here is that these matching

p-topics M t
j are targeted with respect to aj and should provide high quality knowledge for aj .
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We then mine M t
j to generate pk-sets Kt

j for c-topic aj . After that, we continue the execution

of the KBTM on Dt, which is now guided by the new pk-sets Kt (which is the union of all Kt
j),

in order to generate better c-topics (We will present our formal algorithm in Section 4.1).

Regarding knowledge-based topic models, we could not use the existing ones because they

typically assume the given prior knowledge to be correct (See Section 2.3). There is clearly

no guarantee that the automatically mined pk-sets are all correct for a domain. First, due to

wrong topics in S (Topic Base) or mining errors, the words in a pk-set may not belong to the

same topic in general. Second, the words in a pk-set may belong to the same topic in some

domains, but not in others due to the domain diversity. Thus, to apply such knowledge in

modeling, the model must deal with possible errors in pk-sets. We propose a new fault-tolerant

knowledge-based model to deal with the problem. It can exploit the automatically mined prior

knowledge and deal with incorrect knowledge to produce superior topics.

Due to this ability of using topics (or knowledge) generated from other domains to help

modeling in the current domain, this work offers two novel capabilities: (1) lifelong machine

learning (LML) and (2) modeling with big data. We call the proposed model Lifelong Topic

Model (LTM ) (Chen and Liu, 2014b).

4.1 Overall Algorithm

This section first introduces the proposed overall algorithm to leverage lifelong machine

learning for topic modeling. It then introduces a lifelong machine learning approach for topic

modeling. The algorithm consists of two general steps:
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Algorithm 2 PriorTopicsGeneration(D)

1: for r = 0 to R do
2: for each domain corpus Di ∈D do
3: if r = 0 then
4: Si ← LDA(Di);
5: else
6: Si ← LTM(Di, S);
7: end if
8: end for
9: S ← ∪iSi;
10: end for

Step 1 (prior topic generation): Given a set of document collections D = {D1, . . . , Dn}

from n domains, Algorithm 2 PriorTopicsGeneration runs LDA on each domain Di ∈D to

produce a set of topics Si (lines 2 and 4). The resulting topics from all n domains are unionized

together to produce the Topic Base S (line 9) which is the set of all prior topics from D. We

call S the prior topic (or p-topic) set. The p-topics in S are used in the proposed model LTM

to generate the prior knowledge (Line 6).

Iterative improvement : The above process can actually be run iteratively to improve the

p-topics in S. That is, S from the previous iteration can help generate better topics from D

using the proposed LTM model for the next iteration. This process is reflected in lines 1, 5-7

and 10. We will examine the performance of different iterations in Section 4.3.2. Note that

from the second iteration (r ≥ 1), LTM is used (line 6).

Step 2 (testing): Given a test document collection Dt and a prior Topic Base S, this

step employs the proposed topic model LTM (Algorithm 3) to generate topics from Dt. To



57

distinguish these topics from p-topics, we call them the current topics (or c-topics for short).

LTM is given in Algorithm 3, which we will detail in the next section. Note that Dt can be

a document collection from D or a new domain. This can be seen as two ways of using the

proposed algorithm: (1) the topics from Dt can be part of p-topics in S used in knowledge

mining in LTM, and (2) not part of p-topics in S. We will experiment with these two settings

in Section 4.3.

Lifelong Machine Learning: The above approach naturally enables lifelong machine

learning. We denote the knowledge base as KB which is Topic Base (i.e., the p-topic set)

generated by a system (or even specified by the user), and LTM is the learning algorithm.

Given a new learning task G (e.g., topic modeling in our case) with its data (e.g., Dt), lifelong

machine learning works in two main phases.

Phase 1: Learning with prior knowledge: This is essentially Step 2 above using LTM,

which solves two sub-problems. Step 1 is the initialization.

a) Identify shared knowledge for task G. Identify the part of the knowledge in KB that can be

used for G. In our case, the shared knowledge is Kt in Algorithm 3, which is mined from

Topic Base S.

b) Knowledge-based learning. Learn for task G with the help of Kt using a learning algorithm.

In our case, it is the GibbsSampling function in line 4 of LTM (Algorithm 3).

Phase 2: Knowledge retention and consolidation. In our case, we simply add the

topics from G to S (Topic Base) if G is a new task. If G is an old task, we replace its topics in

S. This is not included in Algorithms 2 or 3, but can be added easily.
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Algorithm 3 LTM(Dt, S)

1: At ← GibbsSampling(Dt, ∅, N); // Run N Gibbs iterations with no knowledge (equivalent
to LDA).

2: for i = 1 to N do
3: Kt ← KnowledgeMining(At, S);
4: At ← GibbsSampling(Dt, Kt, 1); // Run with knowledge Kt.
5: end for

Algorithm 4 KnowledgeMining(At, S)

1: for each p-topic sk ∈ S do
2: j∗ = minj KL-Divergence(aj , sk) for aj ∈ At;
3: if KL-Divergence(aj∗ , sk) ≤ π then
4: M t

j∗ ←M t
j∗ ∪ {sk};

5: end if
6: end for
7: Kt ← ∪j∗ FIM(M t

j∗); // Frequent Itemset Mining.

4.2 LTM Model

Like many topic models, LTM uses Gibbs sampling for inference (Griffiths and Steyvers,

2004). Its graphical model is the same as LDA, but LTM has a very different sampler which

can incorporate prior knowledge and also handle errors in the knowledge.

LTM works as follows: It first runs the Gibbs sampler of LTM for N iterations (or sweeps) to

find a set of initial topics At from Dt with no knowledge (line 1, Algorithm 3). Since there is no

knowledge, the sampler is equivalent to that of LDA. It then makes another N Gibbs sampling

sweeps (lines 2-5). But in each of these new sweeps, it first mines pk-sets Kt for all topics in At

using the function KnowledgeMining (Algorithm 4, detailed in Section 4.2.1) and then uses
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Kt to generate a new set of topics At from Dt. Note that to make the algorithm more efficient,

we do not need to mine knowledge for every sweep (see Section 4.3.5). Below, we focus on the

knowledge mining function of LTM. The Gibbs sampler will be given in Section 4.2.2.

4.2.1 Knowledge Mining

The knowledge-mining function is given in Algorithm 4. For each p-topic sk ∈ S, it finds the

best matching (or the most similar) c-topic aj∗ in the c-topic set At (line 2). M t
j∗ is used to find

matching pk-sets for c-topic aj∗ (line 7). We find the matching p-topics for each individual c-

topic aj∗ because we want aj∗ specific p-topics for more accurate knowledge set mining. Below,

we present the algorithms for topic match and knowledge set mining.

Topic matching (lines 2-5, Algorithm 4): To find the best matching for sk with a c-topic

aj∗ in At, we use KL Divergence to compute the difference of the two distributions (lines 2 and

3). In this paper, we use Symmetrised KL (SKL) Divergence for all divergence computing, i.e.,

given two distributions P and Q, the divergence is calculated as:

SKL(P,Q) =
KL(P,Q) +KL(Q,P )

2
(4.1)

KL(P,Q) =
∑
i

ln

(
P (i)

Q(i)

)
P (i) (4.2)

We denote the c-topic with the minimum SKL Divergence with sk as aj∗ . π is used to ensure

the p-topics in M t
j∗ are reasonably correlated with aj∗ .
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Mine knowledge sets using frequent itemset mining (FIM): Given the p-topics in

each matching set M t
j∗ , this step finds sets of words that appear together multiple times in

these p-topics. The shared words among matching p-topics across multiple domains are likely

to belong to the same topic. To find such shared words in the matching set of p-topics M t
j∗ , we

use frequent itemset mining (FIM) (Agrawal and Srikant, 1994).

FIM is stated as follows: Given a set of transactions X, where each transaction xi ∈ X is a

set of items. In our context, xi is a set of top words of a p-topic (no probability attached). X

is actually M t
j∗ without lowly ranked words in each p-topic as only the top words are usually

representative of a topic. The goal of FIM is to find every itemset (a set of items) that satisfies

some user-specified frequency threshold (also called minimum support), which is the minimum

number of times that an itemset should appear in X. Such itemsets are called frequent itemsets.

In our context, a frequent itemset is a set of words that have appeared together multiple times

in the p-topics of M t
j∗ . Such itemsets are our prior knowledge pk-sets.

In this work, we use only frequent itemsets of length two, i.e., each pk-set has only two

words. For example, {battery, life}, {battery, power}, {battery, charge}. Using two words in

a pk-set is sufficient to cover the semantic relationship of words belonging to the same topic.

Longer sets tend to contain more errors since some words in a set may not belong to the same

topic as others. Such errors can hurt the downstream modeling.

4.2.2 Gibbs Sampler

This sub-section gives the Gibbs sampler of the LTM model, which differs from LDA as

LTM needs additional mechanisms to leverage the prior knowledge and to also deal with wrong
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knowledge during sampling. Below, we first discuss the techniques used for these two capabili-

ties, and then present the final Gibbs sampler.

4.2.2.1 Incorporating Prior Knowledge and Dealing with Wrong Knowledge

As each pk-set reflects a possible semantic similarity relation between a pair of words, we

again use the generalized Pólya urn (GPU) model (Mahmoud, 2008) to leverage this knowledge

in Gibbs sampling to encourage the pair of words to appear in the same topic.

Under the GPU model, when a word w is assigned to a topic t, each word w′ that shares a

pk-set of topic t with w is also assigned to the topic t by a certain amount, which is decided by

the matrix A′t,w′,w. Note that we use different notation for the promotion matrix from Chapter 3

to highlight the more advanced way to compute it in LTM. w′ is thus promoted by w, meaning

that the probability of w′ under topic t is also increased. Here, a pk-set of a topic t means this

pk-set is extracted from the p-topics matching with topic t.

The problem is how to set proper values for matrix A′t,w′,w. To answer this question, let us

also consider the problem of wrong knowledge. Since the pk-sets are mined from p-topics in

multiple previous domains automatically, the semantic relationship of words in a pk-set may not

be correct for the current domain. It is a challenge to determine which pk-set is not appropriate.

One way to deal with both problems is to assess how the words in a pk-set correlated with each

other in the current domain. If they are more correlated, they are more likely to be correct for

a topic in the domain and thus should be promoted more. If they are less correlated, they are

more likely to be wrong and should be promoted less (or even not promoted).
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To measure the correlation of two words in a pk-set in the current domain, we use Pointwise

Mutual Information (PMI), which is a popular measure of words association in text. It has also

been used to evaluate topic models (Newman et al., 2010a). PMI is the logarithmic ratio of the

actual joint probability of two events to the expected joint probability if the two events were

independent (Church and Hanks, 1990). In our case, it measures the extent to which two words

tend to co-occur, which corresponds to the higher-order co-occurrence on which topic models

are based (Heinrich, 2009). The PMI of two words is defined as follows:

PMI(w1, w2) = log
P (w1, w2)

P (w1)P (w2)
(4.3)

where P (w) denotes the probability of seeing word w in a random document, and P (w1, w2)

denotes the probability of seeing both words co-occurring in a random document. These prob-

abilities are empirically estimated using the current domain collection Dt:

P (w) =
#Dt(w)

#Dt
(4.4)

P (w1, w2) =
#Dt(w1, w2)

#Dt
(4.5)

where #Dt(w) is the number of documents in Dt that contain the word w and #Dt(w1, w2)

is the number of documents that contain both words w1 and w2. #Dt is the total number of

documents in Dt. A positive PMI value implies a true semantic correlation of words, while

a non-positive PMI value indicates little or no semantic correlation. Thus, we only consider
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pk-sets with positive PMI values. We also add a parameter factor µ to control how much

the GPU model should trust the word relationships indicated by PMI (see the setting of µ in

Section 4.3.1). Finally, the amount of promotion for word w′ when seen w is defined as follows:

A′t,w,w′ =



1 w = w′

µ× PMI(w,w′) (w,w′) is a pk-set of t

0 otherwise

(4.6)

4.2.2.2 Conditional Distribution of Gibbs Sampler

Similar with (Chen et al., 2013b), we take the approach of (Mimno et al., 2011) which

approximates the true Gibbs sampling distribution by treating each word as if it were the last.

The approximate Gibbs sampler has the following conditional distribution:

P (zi = t|z−i,w, α, β,A′) ∝

n−id,t + α∑T
t′=1(n

−i
d,t′ + α)

×
∑V

w′=1A
′
t,w′,wi

× n−it,w′ + β∑V
v=1(

∑V
w′=1A

′
t,w′,v × n−it,w′ + β)

(4.7)

where n−i is the count excluding the current assignment of zi, i.e., z−i, w refers to all the

words in all documents in the document collection Dt and wi is the current word to be sampled

with a topic denoted by zi. nd,t denotes the number of times that topic t was assigned to

words in document d, where d is the document index of word wi. nt,v refers to the number of

times that word v appears under topic t. α and β are predefined Dirichlet hyperparameters.
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T is the number of topics, and V is the vocabulary size. A′ is the promotion matrix defined

in Equation 4.6.

4.3 Evaluation of LTM

This section evaluates the proposed LTM model and compares it with four state-of-the-art

baselines:

LDA (Blei et al., 2003): An unsupervised topic model.

DF-LDA (Andrzejewski et al., 2009): A knowledge-based topic model that can use the

user-provided knowledge.

GK-LDA (Chen et al., 2013b): A knowledge-based topic model that uses the ratio of word

probabilities under each topic to reduce the effect of wrong knowledge (Chapter 3).

AKL (Chen et al., 2014): A knowledge-based topic model that applies clustering to learn

the knowledge and utilizes the knowledge in the form of knowledge clusters.

Note that although both DF-LDA and GK-LDA can take prior knowledge from the user,

they cannot mine any prior knowledge, which make them not directly comparable with LTM.

Thus, we have to feed them the knowledge produced using our proposed knowledge mining

algorithm (Algorithm 4). This allows us to assess the knowledge handling capability of each

model. AKL uses its own way to generate and incorporate knowledge.

4.3.1 Experimental Settings

Dataset. We have created a large dataset containing 50 review collections from 50 product

domains crawled from Amazon.com (see Table II). Each domain has 1,000 (1K) reviews. We

followed (Chen et al., 2013b) to pre-process the dataset. To test the behaviors of LTM for large
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Alarm Clock Computer Kindle Network Adapter Telephone
Amplifier DVD Player Lamp Printer TV
Battery Fan Laptop Projector Vacuum

Blu-Ray Player GPS Media Player Radar Detector Video Player
Cable Modem Graphics Card Memory Card Remote Control Video Recorder

Camcorder Hard Drive Microphone Rice Cooker Voice Recorder
Camera Headphone Microwave Scanner Watch

Car Stereo Home Theater System Monitor Speaker Webcam
CD Player Iron Mouse Subwoofer Wireless Router
Cell Phone Keyboard MP3Player Tablet Xbox

TABLE II

Domain names of 50 different products from Amazon.

datasets (see Sections 4.3.4 and 4.3.5), we created four large review collections with 10,000

(10K) reviews in each. Note that most product domains in our collections do not have such a

large number of reviews.

Parameter Setting. For all models, posterior estimates of latent variables were taken

with a sampling lag of 20 iterations in the post burn-in phase (first 200 iterations for burn-in)

with 2,000 iterations in total. The parameters of all topic models are set as α = 1, β = 0.1,

T = 15. The other parameters for baselines were set as suggested in their original papers. For

parameters of LTM, the top 15 words of each topic were used to represent the topic in the topic

matching process and also frequent itemset mining (Algorithm 4). This is intuitive as the top

words in each topic are more likely to be semantically coherent while words at lower positions are

much less related. The minimum support threshold is empirically set to min(5, 0.4×#Trans)

where #Trans is the size of each M t
j∗ (Section 4.2.1). This is also intuitive as appearances in

a reasonable number of domains show likely word semantic correlations. The parameter π in
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Algorithm 4 is empirically set to 7.0. The parameter µ in Equation 4.6 is set to 0.3, which

determines the extent of promotion of words in a pk-set using the GPU model. Intuitively, a

too small value of µ will lead to an inferior performance as it basically ignores the knowledge,

while a too large value can damage the model too due to the errors in the knowledge.

Test Settings: We use two test settings to evaluate LTM, which represent two ways of

using LTM in Section 4.1:

1. Mine prior knowledge pk-sets from topics of all domains including the test domain.

2. Mine prior knowledge pk-sets from topics of all domains excluding the test domain.

Setting 1 has a slight advantage as in mining knowledge for a test domain collection, its own

initial topics are used, which can help find more targeted knowledge. We report the results for

Setting 1 in Sections 4.3.2 and 4.3.3, and the results for Setting 2 in Section 4.3.4.

4.3.2 Topic Coherence of Test Setting 1

Following Section 3.4.2, we use Topic Coherence as the first measurement (Mimno et al.,

2011). A higher Topic Coherence value indicates a higher quality of topics.

Our proposed algorithm (Algorithm 2) is designed for iterative improvements, i.e., a higher

quality of topics can generate better knowledge, which in turn helps discover more coherent

topics. This framework is also suitable for DF-LDA, GK-LDA, and AKL, i.e., the topics learned

from a model at iteration r is used to generate knowledge for that model at iteration r + 1.

Iteration 0 is equivalent to LDA (without any knowledge). We call each of these iterations a

learning iteration. Since DF-LDA and GK-LDA cannot mine any prior knowledge, they use our

proposed knowledge mining method. Our knowledge in the form of pairs (sets of two words)



67

has the same meaning as the knowledge used in DF-LDA (must-link) and GK-LDA (LR-set).

In this work, we do not use cannot-links.

Figure 7 shows the average Topic Coherence value of each model at each learning iteration.

Each value is the average Topic Coherence score over all 50 domains. Note that since LDA

cannot use any prior knowledge, its results remain the same. From Figure 7, we can see that

LTM performs the best and has the highest Topic Coherence values in general. These show that

LTM finds higher quality topics than the baselines. Both AKL and GK-LDA perform better

than LDA but worse than LTM, showing their ability of dealing with wrong knowledge to some

extent. DF-LDA does not perform well. Without an automated way to deal with each piece

of (correct or incorrect) knowledge specifically for each individual domain, its performance is

actually worse than LDA.

In summary, we can say that the proposed LTM model can generate better quality topics

than all baseline models. Even though DF-LDA and GK-LDA use our method for knowledge

mining, without an effective wrong knowledge handling method, they are not sufficient. The

improvements of LTM are all significant (p < 0.01 over AKL and p < 0.0001 over the other

baselines) based on paired t-test.

4.3.3 Human Evaluation

Here we want to evaluate the topics based on human judgment. The results are still from

test Setting 1. Two human judges who are familiar with Amazon products and reviews were

asked to label the generated topics. Since we have a large number of domains, we selected 10

domains for labeling. The selection was based on the knowledge of the products of the two
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Figure 7. Average Topic Coherence values of each model at different learning iterations for
Setting 1 (Iteration 0 = LDA).

human judges. Without enough knowledge, the labeling will not be reliable. We labeled the

topics generated by LTM, LDA and DF-LDA at learning iteration 1. Similar as Section 3.4.3,

we conducted topic labeling and word labeling. The Cohen’s Kappa agreement scores for topic

labeling and word labeling are 0.862 and 0.857 respectively.

Evaluation measures. Since topics are rankings of words based on their probabilities,

without knowing the exact number of correct topical words, a natural way to evaluate these

rankings is to use Precision@n (or p@n) which was also used by other researchers, e.g., (Zhao

et al., 2010), where n is a rank position. Apart from p@n, we also report the number of coherent

topics found by each model.
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Figure 8. Top & Middle: Topical words Precision@5 & Precision@10 of coherent topics of
each model respectively; Bottom: number of coherent (#Coherent) topics discovered by each

model. The bars from left to right in each group are for LTM, LDA, and DF-LDA. On
average, for Precision@5 and Precision@10, LTM improves LDA by 10% and 8%, and

DF-LDA by 15% and 14% respectively. On average, LTM also discovers 0.6 more coherent
topics than LDA and 1.1 more coherent topics than DF-LDA over the 10 domains.

Figure 8 gives the average topical words Precision@5 (top chart) and Precision@10 (middle

chart) of only good topics (those bad topics are not considered) for each model in each domain.

It is clear that LTM achieves the highest p@5 and p@10 values in all 10 domains. LDA is

slightly better than DF-LDA in general, but clearly inferior to LTM. This is consistent with the

Topic Coherence results in Section 4.3.2. The improvements of LTM vary in domains. For some

domains, e.g., Camera, Tablet and Headphone, LTM achieves marked improvements. We found

that these domains tend to have a lot of topic overlapping with many other domains. On the
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Figure 9. Average Topic Coherence values of each model at different learning iterations in
Setting 2. The results are slightly worse than those of Setting 1 (Figure 7).

other hand, the improvements in the Monitor domain are less because of less topic overlapping

with other domains. Significance testing using paired t-test shows that the improvements of

LTM over the baselines on p@5 and p@10 are both significant (p < 0.0001). The bottom chart

of Figure 8 shows that LTM also discovers more coherent topics than LDA and DF-LDA.

We can then conclude that LTM is superior to the baselines based on both Topic Coherence

and human judgment.

4.3.4 Topic Coherence of Test Setting 2

We now evaluate LTM in Test Setting 2. That is, in mining pk-sets, we do not use the

topics from the current domain but only p-topics from the other domains. We set the minimum

support threshold for knowledge mining to be one less than that for Setting 1 as the current
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topics are not used for knowledge mining. Here we also experiment the iterative process.

We use each of the 50 domains as the current domain and the rest 49 domains as the prior

domains. Figure 9 shows the average Topic Coherence values for this set of experiments. We

can see that LTM again achieves higher Topic Coherence values in general, which is consistent

with the results in previous sections. The results of LTM (and other knowledge-based models)

are slightly worse than those of Setting 1 ( Figure 7). This is expected as it does not use its

own topics in knowledge mining, which can help mine more suitable knowledge for the domain.

Applying knowledge to 10K reviews. Figure 7 and Figure 9 showed that LTM improves

topics for 1,000 (1K) reviews. An interesting question is whether LTM can also improve on

10K reviews given that LDA should perform better with 10,000 (10K) reviews as more data

give more reliable statistics. We then apply the knowledge learned from test setting 2 at each

learning iteration on each of four domains with 10K reviews. Figure 10 gives the average Topic

Coherence values over these four domains. We can see that with larger datasets, LTM still gets

significant improvements over LDA (p < 0.0001 based on paired t-test).

4.3.5 Improving topic modeling for Big Data

This sub-section shows that our approach can also be exploited to make topic modeling on

a single big data more effective, slight improvements in topic quality and major improvements

in efficiency.

Following our approach of learning from multiple domains, we randomly divide a big dataset

into a number of small datasets and pretend that they are from multiple domains. With multiple

small datasets, we can run our experiments just like that in Section 4.3.2. Here we use each of
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Figure 10. Average Topic Coherence values at different learning iterations over four 10K
domains. The knowledge is mined from 49 domains of 1K reviews.

the four large data sets (10K reviews). Although our four large datasets are not particularly

large, as it is shown in (Arora et al., 2013) that LDA using Gibbs sampling is linear in the

number of documents, our results here are sufficient to show the trend.

For these experiments, we divide each of our four 10K review collections into 10 folders

where each folder has 1K reviews. Then, we run the LTM model treating 10 folders as 10

domains, and evaluate both topic quality and efficiency based on Test Setting 1. Here, we also

include AKL in the comparison as it gives the best Topic Coherence among baselines. Note

that both PMI in LTM and co-document frequency ratio used in AKL are computed using

10K reviews. Figure 11 shows the Topic Coherence value of each model. Topic Coherence is

calculated using 10K reviews. We can see that LTM achieves slightly higher Topic Coherence

than LDA-10K (LDA on 10K reviews) and much higher Topic Coherence than LDA-1K (LDA

on 1K reviews). AKL, however, gets the lowest Topic Coherence. We investigated its results
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Figure 11. Average Topic Coherence values of each model when dividing big data into small
data.

and found that for the noisy topics AKL tends to group them into the clusters of good topics,

which lowers the quality of the mined knowledge. For AKL, we also tried different numbers of

clusters with no improvements. The knowledge mining method in LTM is shown to be more

effective. Since the 10 folders contain similar information, one learning iteration is sufficient

(more learning iterations gave quite similar results). We also employ human labeling as in

Section 4.3.3. For LTM and LDA-1K, we labeled the folder with the highest Topic Coherence

value. The results are given in Figure 12 which also shows a slightly superior performance of

LTM. The improvement of the labeled folder of LTM is 17 points compared with LDA-10K

in terms of Topic Coherence. The topic quality improvements are not large due to the fact

that the 10 small datasets are from the same domain and are thus less effective for knowledge

learning.
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Figure 12. Human labeling of LTM, LDA-10K and LDA-1K (bars from left to right). The
domains from left to rights are Camera, Cellphone, Computer, and Watch.

LTM’s running time is about 31% of LDA-10K because we can run the 10 folders in parallel.

Note that LTM in Figure 11 updates knowledge in every 50 iterations. LTM can be easily

applied in MapReduce to further solve the memory issue with the big data.

In summary, we can conclude that with our LTM model, it is possible to run a big data

set by dividing it into smaller datasets and achieve slightly better topic quality while greatly

reduce the execution time.

4.4 Summary

This chapter proposed the Lifelong Topic Modeling (LTM) which combines the topic mod-

eling with Lifelong Machine Learning (LML). LTM automatically mines the knowledge from

the Topic Base generated from past domains. The knowledge is then automatically applied

to a new fault-tolerant knowledge-based model. It is shown that LTM can discover topics of

higher quality than traditional topic models. Also, it can be further exploited to deal with topic
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modeling in big data. To summarize, we list the LML components (See Chapter 1) in the LTM

model:

1. Past Information Store (PIS): It stores the Topic Base which consists of the topics dis-

covered from past domains.

2. Knowledge Base (KB): It uses prior knowledge sets (or pk-sets).

3. Knowledge Miner (KM): It mines pk-sets using frequent itemset mining from the match-

ing topics in the Topic Base. The matching is conducted using KL-Divergence of word

distributions under the topics.

4. Knowledge-Based Learner (KBL): It proposes a new fault-tolerant knowledge-based model

which combines the generalized Pólya urn (GPU) model while filtering the knowledge us-

ing Pointwise Mutual Information (PMI).



CHAPTER 5

TOPIC MODELING WITH AUTOMATICALLY GENERATED

MUST-LINKS AND CANNOT-LINKS

(This chapter includes and expands on my paper previously published in Zhiyuan Chen and

Bing Liu. Mining Topics in Documents: Standing on the Shoulders of Big Data. In KDD 2014,

pages 1116-1125.)

This chapter introduces the AMC (topic modeling with Automatically generated Must-links

and Cannot-links) model (Chen and Liu, 2014a) which further improves the LTM model (Chen

and Liu, 2014b). AMC is superior to LTM model by extracting and incorporating the cannot-

type of knowledge automatically; utilizing the multiple minimum supports frequent itemset

mining algorithm (Liu et al., 1999); and constructing a graph of the must-type of knowledge to

distinguish multiple senses. We will detail these in this chapter.

In the existing knowledge-based topic models, there are two existing ones, DF-LDA (An-

drzejewski et al., 2009) and MC-LDA (Chen et al., 2013c), that can use both must-links and

cannot-links to help generate better topics. We follow their work and use must-links and cannot-

links as the knowledge. A must-link contains two words that should be put together in the same

topic. A cannot-link, on the other hand, indicates that two words should not belong to the same

topic. However, both DF-LDA and MC-LDA assume that the user-provided must-links and

cannot-links are correct and there is no conflict among them. However, these assumptions are

76
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violated in our case when Lifelong Machine Learning is considered because of the following

issues:

1. The automatically generated must-links and cannot-links can have errors. Blindly trusting

them as in DF-LDA and MC-LDA generates poor results (see Section 5.4).

2. A term may have multiple senses or meanings. This can cause the transitivity problem.

That is, if A and B form a must-link, and B and C form a must-link, a topic model, such

as DF-LDA, will put all three terms in one topic, which is clearly not always correct.

For example, the term light can have two distinct meanings and the system may find two

must-links, {light, weight} and {light, bright}. It is clearly unreasonable to put these

three terms together under the same topic. MC-LDA has difficulty with this problem too

because it only chooses one must-link for each term in each document and ignores the

rest, which is undesirable because it can miss a lot of good must-link knowledge.

Here, we introduce our new lifelong learning approach as below, which considers both must-

links and cannot-links:

Phrase 1 (Initialization): Given n prior document collections D = {D1, . . . , Dn}, a topic

model (e.g., LDA) is run on each collection Di ∈D to produce a set of prior topics (or p-topics

for short) Si. Let S = ∪iSi, which we call the Topic Base. It then mines must-links M from S

using a multiple minimum supports frequent itemset mining algorithm (Liu et al., 1999).

Phase 2 (Lifelong learning): Given a new document collection Dt, a knowledge-based topic

model (KBTM) with the must-links M is run to generate a set of topics At. Based on At, the

algorithm finds a set of cannot-links C using Topic Base. The KBTM then continues, which
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is now guided by both must-links M and cannot-links C, to produce the final topic set At.

We will explain why we mine cannot-links based on At in Section 5.2.2. To enable LML, At is

incorporated into S, which is used to generate a new set of must-links M .

In this chapter, we propose a new topic model, called AMC (topic modeling with Auto-

matically generated Must-links and Cannot-links) (Chen and Liu, 2014a), whose inference can

exploit the automatically mined knowledge and deal with the issues of wrong knowledge and

transitivity to produce superior topics. Our experiments, using review collections from 100

domains, show that the proposed AMC model outperforms state-of-the-art baseline models

significantly.

5.1 Overall Algorithm

This section introduces the proposed overall algorithm, which follows the LML idea. The

algorithm consists of two phases:

Phase 1 - Initialization: Given a set of prior document collections D = {D1, . . . , Dn}

from n domains, this step first runs the standard LDA on each domain collection Di ∈ D to

generate a set of topics Si. The resulting topics from all n domains are unionized to produce

the set of all topics S, i.e., S = ∪iSi. We call S the Topic Base which consists of prior topics (or

p-topics). A set of must-links are then mined from S, which will be detailed in Section 5.2.1.

Note that this initialization phase is only applied at the beginning. It will not be used for

modeling of each new document collection.

Phase 2 - LML with AMC: Given a new/test document collection Dt, this phase employs

the proposed AMC model to generate topics from Dt. To distinguish these topics from p-topics,



79

Algorithm 5 AMC(Dt, S, M)

1: At ← GibbsSampling(Dt, N , M , ∅); // ∅: no cannot-links.
2: for r = 1 to R do
3: C ← C ∪ MineCannotLinks(S, At);
4: At ← GibbsSampling(Dt, N , M , C);
5: end for
6: S ← Incorporate(At, S);
7: M ← MiningMustLinks(S);

we call them the current topics (or c-topics for short). AMC is given in Algorithm 5. Line

1 runs the proposed Gibbs sampler (introduced in Section 5.3.3) using only the must-links M

generated from Topic Base S so far to produce a set of topics At, where N is the number of

Gibbs sampling iterations. Line 3 mines cannot-links based on the current topics At and Topic

Base S (see Section 5.2.2). Then line 4 uses both must-links and cannot-links to improve the

resulting topics. Note that this process can run iteratively. We call these iterations the learning

iterations, which are different from the Gibbs iterations. In each learning iteration, we hope

to obtain better topic results. We will experiment with the number of learning iterations in

Section 5.4. Currently, the function Incorporate(At, S) (line 6 in Algorithm 5) is very simple.

If the domain of At exists in S, replace those topics of the domain in S with At; otherwise, At

is added to S. With the updated S, a new set of must-links is mined (line 7), which will be

used in the next new modeling task by calling AMC.
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5.2 Mining Knowledge

In this section, we present the algorithms for mining must-links and cannot-links, which

form our prior knowledge to be used to guide future modeling.

5.2.1 Mining Must-Link Knowledge

A must-link means that two terms w1 and w2 in it should belong to the same topic. That is,

there should be some semantic correlation between them. We thus expect w1 and w2 to appear

together in a number of p-topics in several domains due to the correlation. For example, for

a must-link {price, cost}, we should expect to see price and cost as topical terms in the same

topic across many domains. Note that they may not appear together in every topic about price

due to the special context of the domain or past topic modeling errors. Thus, it is natural to

use a frequency-based approach to mine frequent sets of terms (words) as reliable must-links.

Before going further, let us first discuss the representation of a topic to be used in mining.

Recall that each topic generated from a topic model, such as LDA, is a distribution over terms

(or words), i.e., terms with their associated probabilities. Terms are commonly ranked based

on their probabilities in a descending order. In practice, top terms under a topic are expected

to represent some similar semantic meaning. The lower ranked terms usually have very low

probabilities due to the smoothing effect of the Dirichlet hyperparameters rather than true

correlations within the topic, leading to their unreliability. Thus, in this work, only top 15

terms are employed to represent a topic. For mining the must-link and cannot-link knowledge,

we use this topic representation.
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Given Topic Base S, similar as LTM in Chapter 4, we find sets of terms that appear together

in multiple topics using the data mining technique frequent itemset mining (FIM). Each itemset

is simply a set of terms. The resulting frequent itemsets serve as must-links. However, this

technique is insufficient due to the problem with the single minimum support threshold used in

classic FIM algorithms.

A single minimum support is not appropriate because generic topics, such as price with

topic terms like price and cost, are shared by many (even all) product review domains, but

specific topics such as screen, occur only in product domains having such features. This means

that different topics may have very different frequencies in the data. Thus, using a single

minimum support threshold is unable to extract both generic and specific topics because if we

set this threshold too low, the generic topics will result in numerous spurious frequent itemsets

(which results in wrong must-links) and if we set it too high we will not find any must-link

from less frequent topics. This is called the rare item problem in data mining and has been well

documented in (Liu, 2007).

Due to this problem, we cannot use a traditional frequent item mining algorithm. We

actually experimented with one such algorithm, but it produced very poor must-links. We thus

use the multiple minimum supports frequent itemset mining (MS-FIM) algorithm in (Liu et

al., 1999). MS-FIM is stated as follows: Given a set of transactions T , where each transaction

ti ∈ T is a set of items from a global item set I, i.e., ti ⊆ I. In our context, ti is the topic

vector comprising the top terms of a topic (no probability attached). An item is a term (or

word). T is thus the collection of all p-topics in S and I is the set of all terms in S. In MS-FIM,
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each item/term is given a minimum itemset support (MIS). The minimum support that an

itemset (a set of items) must satisfy is not fixed. It depends on the MIS values of all the items

in the itemset. MS-FIM also has another constraint, called the support difference constraint

(SDC), expressing the requirement that the supports of the items in an itemset must not be

too different. MIS and SDC together can solve the above rare item problem. For details about

MS-FIM, please refer to (Liu et al., 1999).

The goal of MS-FIM is to find all itemsets that satisfy the user-specified MIS thresholds.

Such itemsets are called frequent itemsets. In our context, a frequent itemset is a set of terms

which have appeared multiple times in the p-topics of Topic Base. The frequent itemsets of

length two are used as our learned must-link knowledge, e.g.,

{battery, life}, {battery, power}, {battery, charge},

{price, expensive}, {price, pricy}, {cheap, expensive}

Note that we use must-links with only two terms in each as they are sufficient to cover the

semantic relationship of terms belonging to the same topic. As mentioned in Section 4.2.1,

larger sets tend to contain more errors, i.e., the terms in a set may not belong to the same

topic. Such errors are also harder to deal with than those in pairs. The same rationale applies

to cannot-links.

5.2.2 Mining Cannot-Link Knowledge

Following the same intuition as must-link knowledge mining, we also utilize a frequency

based approach to mine the cannot-link knowledge. However, there is a major difference. It

is prohibitive to find all cannot-links based on the prior document collections D. For a term
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w, there are usually only a few terms wm that share must-links with w while there are a huge

number of terms wc that can form cannot-links with w. For example, only the terms related

with price or money share must-links with expensive, but the rest of the terms in the vocabulary

of D can form potential cannot-links. Thus, in general, if there are V terms in the vocabulary,

there are O(V 2) potential cannot-links. However, for a new or test domain Dt, most of these

cannot-links are not useful because the vocabulary size of Dt is much smaller than V . Thus,

we focus only on those terms that are relevant to Dt.

Formally, given Topic Base S from all domain collections D and the current c-topics At

from the test domain Dt, we extract cannot-links from each pair of top terms w1 and w2 in

each c-topic Atj ∈ At. Based on this formulation, to mine cannot-links, we enumerate every

pair of top terms w1 and w2 and check whether they form a cannot-link or not. Thus, our

cannot-link mining is targeted to each c-topic with the aim to improve the c-topic using the

discovered cannot-links.

To determine whether two terms form a cannot-link, if the terms seldom appear together in

p-topics, they are likely to have distinct semantic meanings. Let the number of past domains

that w1 and w2 appear in different p-topics be Ndiff and the number of past domains that w1

and w2 share the same topic be Nshare. Ndiff should be much larger than Nshare. We need to

use two conditions or thresholds to control the formation of a cannot-link:

1. The ratio Ndiff/(Nshare + Ndiff ) (called the support ratio) is equal to or larger than a

threshold πc. This condition is intuitive because p-topics may contain noise due to errors of

topic models.
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2. Ndiff is greater than a support threshold πdiff . This condition is needed because the above

ratio can be 1, but Ndiff can be very small, which may not give reliable cannot-links.

Using the above approach, we list some extracted cannot-link examples below:

{battery, money}, {life, movie}, {battery, line}

{price, digital}, {money, slow}, {expensive, simple}

5.3 AMC Model

We now present the proposed AMC model. As noted earlier, due to errors in the results

of topic models, some of the automatically mined must-links and cannot-links may be wrong.

AMC is capable of handling such incorrect knowledge. The idea is that the semantic relation-

ships reflected by correct must-links and cannot-links should also be reasonably induced by the

statistical information underlying the domain collection. If a piece of knowledge (a must-link

or a cannot-link) is inconsistent with a domain collection, this piece of knowledge is likely to be

either incorrect in general or incorrect in this particular test domain. In either case, the model

should not trust or utilize such knowledge.

AMC still uses the graphical model of LDA and its generative process. Thus, we do not

give the graphical model. However, the inference mechanism of AMC is entirely different from

that of LDA. The inference mechanism cannot be reflected in the graphical model using the

plate notation.

Below we first discuss how to handle issues with must-links and cannot-links and then put

everything together to present the proposed Gibbs sampler extending the Pólya urn model,

which we call the multi-generalized Pólya urn (M-GPU) model.
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5.3.1 Dealing with Issues of Must-Links

There are two major challenges in incorporating the must-link knowledge:

1. A term can have multiple meanings or senses. For example, light may mean “something

that makes things visible” or “of little weight.” Different senses may lead to distinct must-

links. For example, with the first sense of light, the must-links can be {light, bright},

{light, luminance}. In contrast, {light, weight}, {light, heavy} indicate the second sense

of light. The existing knowledge-based topic model DF-LDA (Andrzejewski et al., 2009)

cannot distinguish multiple senses because its definition of must-link is transitive. That is,

if terms w1 and w2 form a must-link, and terms w2 and w3 form a must-link, it implies a

must-link between w1 and w3, i.e., w1, w2, and w3 should be in the same topic. We call it

the transitivity problem. DF-LDA would incorrectly assume that light, bright, and weight

are in the same topic. MC-LDA (Chen et al., 2013c) assumes each must-link represents a

distinct sense, and thus assigns each term only one relevant must-link and ignores the rest.

This misses a lot of good must-links. We propose a method in Section 5.3.1.1 to distinguish

multiple senses embedded in must-links and deal with the transitivity problem.

2. Not every must-link is suitable for a domain. First, a must-link may not be correct in

general due to errors in topic modeling and knowledge mining, e.g., {battery, beautiful} is

not a correct must-link generally. Second, a must-link may be correct in some domains but

wrong in others. For example, {card, bill} is a correct must-link in the domain of restaurant

(the card here refers to credit cards), but unsuitable in the domain of camera. We will

introduce a method to deal with such inappropriate knowledge in Section 5.3.1.2.
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To deal with the first issue, we construct a must-link graph to distinguish multiple senses in

must-links to deal with the transitivity problem. To tackle the second problem, we again utilize

Pointwise Mutual Information (PMI) to estimate the word correlations of must-link terms in

the domain collection. These techniques will be introduced in the next two sub-sections and

incorporated in the proposed Gibbs sampler in Section 5.3.3.

5.3.1.1 Recognizing Multiple Senses

In order to handle the transitivity problem, we need to distinguish multiple senses of terms

in must-links. As our must-links are automatically mined from a set of p-topics, the p-topics

may also give us some guidance on whether the mined must-links share the same word sense or

not. Given two must-links m1 and m2, if they share the same word sense, the p-topics that cover

m1 should have some overlapping with the p-topics that cover m2. For example, must-links

{light, bright} and {light, luminance} should be mostly coming from the same set of p-topics

related to the semantic meaning “something that makes things visible” of light. On the other

hand, little topic overlapping indicates likely different word senses. For example, must-links

{light, bright} and {light, weight} may come from two different sets of p-topics as they usually

refer to different topics.

Following this idea, we construct a must-link graph G where a must-link is a vertex. An

edge is formed between two vertices if the two must-links m1 and m2 have a shared term. For

each edge, we check how much their original p-topics overlap to decide whether the two must-
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links share the same sense or not. Given two must-links m1 and m2, we denote the p-topics in

S covering each of them as T1 and T2 respectively. m1 and m2 share the same sense if

#T1 ∩ T2
Max(#T1,#T2)

> πoverlap (5.1)

where πoverlap is the overlap threshold for distinguishing senses. This threshold is necessary

due to errors of topic models. The edges that do not satisfy the above inequality (Equation 5.1)

are deleted.

The final must-link graph G gives us some guidance in selecting the right must-links sharing

the same word sense in the Gibbs sampler in Section 5.3.3 for dealing with the transitivity

problem.

5.3.1.2 Detecting Possible Wrong Knowledge

To measure the correctness of a must-link in a particular domain, we apply Pointwise Mutual

Information (PMI), which is a popular measure of word associations in text. In our case, it

measures the extent to which two terms tend to co-occur, which corresponds to “the higher-

order co-occurrence” on which topic models are based (Heinrich, 2009). The definition of PMI

was given in Equation 4.3 in Section 4.2.2.1. A positive PMI value implies a semantic correlation

of terms, while a non-positive PMI value indicates little or no semantic correlation. Thus, we

only consider the positive PMI values, which will be used in the proposed Gibbs sampler in

Section 5.3.3.
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5.3.2 Dealing with Issues of Cannot-Links

The main issue here is incorrect cannot-links. Similar to must-links, there are also two

cases: a) A cannot-link contains terms that have semantic correlations. For example, {battery,

charger} is not a correct cannot-link. b) A cannot-link does not fit for a particular domain.

For example, {card, bill} is a correct cannot-link in the camera domain, but not appropriate

for restaurants.

Wrong cannot-links can also cause conflicts with must-links. For example, the system may

find two must-links {price, cost} and {price, pricy} and a cannot-link {pricy, cost}. Existing

knowledge-based models, such as DF-LDA (Andrzejewski et al., 2009) and MC-LDA (Chen

et al., 2013c), cannot solve these problems. A further challenge for these systems is that the

number of automatically mined cannot-links is large (more than 400 cannot-links on average).

Both DF-LDA and MC-LDA are incapable of using such a large amount of cannot-links. As we

will see in Section 5.4, DF-LDA crashed and MC-LDA generated a large number of additional

(wrong) topics with very poor results.

Wrong cannot-links are usually harder to detect and to verify than wrong must-links. Due

to the power-law distribution of natural language words (Zipf, 1932), most words are rare and

will not co-occur with most other words. The low co-occurrences of two words do not necessarily

mean a negative correlation (cannot-link). Thus, we detect and balance cannot-links inside the

sampling process. More specifically, we extend Pólya urn model to incorporate the cannot-link

knowledge, and also to deal with the issues above.
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5.3.3 Proposed Gibbs Sampler

This section introduces the Gibbs sampler for the proposed AMC model, which differs from

LDA as AMC needs the additional mechanism to leverage the prior knowledge and to also deal

with the problems with the prior knowledge during sampling. We propose the multi-generalized

Pólya urn (M-GPU) model for the task. Below, we first introduce the Pólya urn model which

serves as the basic framework to incorporate knowledge, and then enhance it to address the

challenges mentioned in the above sub-sections.

5.3.3.1 Pólya Urn Model

Instead of involving only one urn at a time as in GK-LDA (Chen et al., 2013b) and

LTM (Chen and Liu, 2014b), the proposed multi-generalized Pólya urn (M-GPU) model consid-

ers a set of urns in the sampling process simultaneously. M-GPU allows a ball to be transferred

from one urn to another, enabling multi-urn interactions. Thus, during sampling, the popula-

tions of several urns will evolve even if only one ball is drawn from one urn. This capability

makes the M-GPU model more powerful and suitable for solving our complex problems.

5.3.3.2 Proposed M-GPU Model

In M-GPU, when a ball is randomly drawn, certain numbers of additional balls of each color

are returned to the urn, rather than just two balls of the same color as in SPU. This is inherited

from GPU. As a result, the proportions of these colored balls are increased, making them more

likely to be drawn in this urn in the future. We call this the promotion of these colored balls.

Applying the idea to our case, when a term w is assigned to a topic k, each term w′ that shares

a must-link with w is also assigned to topic k by a certain amount, which is decided by the
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matrix λw′,w (see Equation 5.2). w′ is thus promoted by w. As a result, the probability of w′

under topic k is also increased.

To deal with multiple senses problem in M-GPU, we exploit the fact that each term usually

has only one correct sense or meaning under one topic. Since the semantic concept of a topic is

usually represented by some top terms under it, we refer the word sense that is the most related

to the concept as the correct sense. If a term w does not have multiple must-links, then we do

not have the multiple sense problem caused by must-links. If w has multiple must-links, the

rationale here is to sample a must-link (say m) that contains w to be used to represent the likely

word sense from the must-link graph G (built in Section 5.3.1.1). The sampling distribution

will be given in Section 5.3.3.3. Then, the must-links that share the same word sense with m,

including m, are used to promote the related terms of w.

To deal with possible wrong must-links, we leverage the PMI measure (in Section 5.3.1.2)

to estimate knowledge correctness in the M-GPU model. More specifically, we add a parameter

factor µ to control how much the M-GPU model should trust the word relationship indicated

by PMI. Formally, the amount of promotion for term w′ when seen w is defined as follows:

λw′,w =



1 w = w′

µ× PMI(w,w′) (w,w′) is a must-link

0 otherwise

(5.2)

To deal with cannot-links, M-GPU defines two sets of urns which will be used in sampling

in the AMC model. The first set is the set of topic urns UKd∈{1...Dt}, where each urn is for one
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document and contains balls of K colors (topics) and each ball inside has a color k ∈ {1 . . .K}.

This corresponds to the document-topic distribution in AMC. The second set of urns is the

set of term urns UWk∈{1...K} corresponding to the topic-term distributions, with balls of colors

(terms) w ∈ {1 . . . V } in each term urn.

Based on the definition of cannot-link, two terms in a cannot-link cannot both have large

probabilities under the same topic. As M-GPU allows multi-urn interactions, when sampling

a ball representing term w from a term urn UWk , we want to transfer the balls representing

the cannot-terms of w, say wc (sharing cannot-links with w) to other urns (see Step 5 below),

i.e., decreasing the probabilities of those cannot-terms under this topic while increasing their

corresponding probabilities under some other topic. In order to correctly transfer a ball that

represents term wc, it should be transferred to an urn which has a higher proportion of wc. That

is, we randomly sample an urn that has a higher proportion of wc to transfer wc to (Step 5b

below). However, there is a situation when there is no other urn that has a higher proportion of

wc. (Chen et al., 2013c) proposed to create a new urn to move wc to under the assumption that

the cannot-link knowledge is correct. As discussed in Section 5.3.2, the cannot-link knowledge

may not be correct. For example, consider that the model puts battery and life in the same

topic k where both battery and life have the highest probability (or proportion), a cannot-link

{battery, life} wants to separate them after seeing them in the same topic. In such a case, we

should not trust the cannot-link as it may split the correlated terms into different topics.

Based on all the above ideas, we now present the M-GPU sampling scheme as follows:
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1. Sample a topic k from UKd and a term w from UWk sequentially, where d is the dth

document in Dt.

2. Record k and w, put back two balls of color k into urn UKd , and two balls of color w into

urn UWk .

3. Sample a must-link m that contains w from the prior knowledge base. Get a set of

must-links {m′} where m′ is either m or a neighbor of m in the must-link graph G.

4. For each must-link {w,w′} in {m′}, we put back λw′,w number of balls of color w′ into

urn UWk based on matrix λw′,w (in Equation 5.2).

5. For each term wc that shares a cannot-link with w:

(a) Draw a ball qc of color wc (to be transferred) from UWk and remove it from UWk . The

document of ball qc is denoted by dc. If no ball of color wc can be drawn (i.e., there

is no ball of color wc in UWk ), skip steps b) and c).

(b) Produce an urn set {UWk′ } such that each urn in it satisfies the following conditions:

i) k′ 6= k

ii) The proportion of balls of color wc in UWk′ is higher than that of balls of color wc

in UWk .

(c) If {UWk′ } is not empty, randomly select one urn UWk′ from it. Put the ball qc drawn

from Step a) into UWk′ . Also, remove a ball of color k from urn UKdc and put back a

ball of k′ into urn UKdc . If {UWk′ } is empty, put the ball qc back to UWk .
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5.3.3.3 Sampling Distributions

Based on the above sampling scheme of M-GPU, this sub-section gives the final Gibbs

sampler with the conditional distributions and algorithms for the AMC model. Inference of

topics can be computationally expensive due to the non-exchangeability of words under the

M-GPU models. We thus take the same approach as that for GPU in (Mimno et al., 2011)

which approximates the true Gibbs sampling distribution by treating each word as if it were

the last.

For each term wi in each document d, there are two phases corresponding to the M-GPU

sampling process (Section 5.3.3.2):

Phase 1 (Steps 1-4 in M-GPU): calculate the conditional probability of sampling a topic

for term wi. We enumerate each topic k and calculate its corresponding probability, which is

decided by three sub-steps:

a) Sample a must-link mi that contains wi, which is likely to have the word sense consistent

with topic k, which is based on the following conditional distribution:

P (mi = m|k) ∝ P (w1|k)× P (w2|k) (5.3)
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where w1 and w2 are the terms in must-link m and one of them is the same as wi. P (w|k)

is the probability of term w under topic k given the current status of the Markov chain in

the Gibbs sampler, which is defined as:

P (w|k) ∝
∑V

w′=1 λw′,w × nk,w′ + β∑V
v=1(

∑V
w′=1 λw′,v × nk,w′ + β)

(5.4)

where λw′,w is the promotion matrix in Equation 5.2. nk,w refers to the number of times

that term w appears under topic k. β is the predefined Dirichlet hyper-parameter.

b) After getting the sampled must-link mi, we create a set of must-links {m′} where m′ is

either mi or a neighbor of mi in the must-link graph G. The must-links in this set {m′}

are likely to share the same word sense of term wi according to the corresponding edges in

the must-link graph G.

c) The conditional probability of assigning topic k to term wi is defined as below:

p(zi = k|z−i,w, α, β, λ)

∝
n−id,k + α∑K

k′=1(n
−i
d,k′ + α)

×
∑
{w′,wi}∈{m′} λw′,wi

× n−ik,w′ + β∑V
v=1(

∑
{w′,v}∈{m′v} λw

′,v × n−ik,w′ + β)

(5.5)

where n−i is the count excluding the current assignment of zi, i.e., z−i. w refers to all

the terms in all documents in the document collection Dt and wi is the current term to

be sampled with a topic denoted by zi. nd,k denotes the number of times that topic k is
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assigned to terms in document d. nk,w refers to the number of times that term w appears

under topic k. α and β are predefined Dirichlet hyper-parameters. K is the number of

topics, and V is the vocabulary size. {m′v} is the set of must-links sampled for each term v

following Phase 1 a) and b), which is recorded during the iterations. λw′,w is the promotion

matrix in Equation 5.2.

Phase 2 (Step 5 in M-GPU): this sampling phase deals with cannot-links. There are two

sub-steps:

a) For every cannot-term (say wc) of wi, we sample one instance (say qc) of wc from topic zi,

where zi denotes the topic assigned to term wi in Phase 1, based on the following conditional

distribution:

P (q = qc|z,w, α) ∝ ndc,k + α∑K
k′=1(ndc,k′ + α)

(5.6)

where dc denotes the document of the instance qc. If there is no instance of wc in zi, skip

step b).
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b) For each drawn instance qc from Phase 2 a), resample a topic k (not equal to zi) based on

the conditional distribution below:

P (zqc = k|z−qc ,w, α, β, λ, q = qc)

∝ I[0,p(wc|k)](P (wc|zc))

×
n−qcdc,k

+ α∑K
k′=1(n

−qc
dc,k′

+ α)

×
∑
{w′,wc}∈{m′c} λw

′,wc × n−qck,w′ + β∑V
v=1(

∑
{w′,v}∈{m′v} λw

′,v × n−qck,w′ + β)

(5.7)

where zc (the same as zi sampled from Equation 5.5) is the original topic assignment.

{m′c} is the set of must-links sampled for term wc. Superscript −qc denotes the counts

excluding the original assignments. I() is an indicator function, which restricts the ball to

be transferred only to an urn that contains a higher proportion of term wc. If there is no

topic k has a higher proportion of wc than zc, then keep the original topic assignment, i.e.,

assign zc to wc.

5.4 Evaluation

This section evaluates the proposed AMC model and compares it with five state-of-the-art

baseline models:

• LDA (Blei et al., 2003): The classic unsupervised topic model.

• DF-LDA (Andrzejewski et al., 2009): A knowledge-based topic model that can use both

must-links and cannot-links, but it assumes all the knowledge is correct.
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• MC-LDA (Chen et al., 2013c): A knowledge-based topic model that also uses both the

must-link and the cannot-link knowledge. It assumes that all knowledge is correct as well.

• GK-LDA (Chen et al., 2013b): A knowledge-based topic model that uses the ratio of

word probabilities under each topic to reduce the effect of wrong knowledge. However, it

can only use the must-link type of knowledge. See Chapter 3.

• LTM (Chen and Liu, 2014b): A lifelong learning topic model that learns only the must-

link type of knowledge automatically. It outperformed (Chen et al., 2014). See Chapter 4.

Note that although DF-LDA, MC-LDA and GK-LDA can take prior knowledge from the

user, they cannot mine any prior knowledge, which make them not directly comparable with

the proposed AMC model. We have to feed them the knowledge produced using the proposed

knowledge mining algorithm. This enables us to assess the knowledge handling capability of

each model. LTM uses its own way to mine and incorporate must-links.

5.4.1 Experimental Settings

Datasets. We have created two large datasets for our experiments. The first dataset

contains reviews from 50 types of electronic products or domains (given in the first row of Ta-

ble III). The second dataset contains reviews from 50 mixed types of non-electronic products

or domains (given in the second row of Table III). Each domain has 1000 reviews. Using the

first dataset, we want to show the performance of AMC when there is a reasonably large topic

overlapping. Using the second dataset, we want to show AMC’s performance when there is

not much topic overlapping. We followed (Chen et al., 2013b) to pre-process the dataset. The

datasets are publicly available online.
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Alarm Clock, Amplifier, Battery, Blu-Ray Player, Cable Modem, Camcorder, Camera, Car
Stereo, CD Player, Cell Phone, Computer, DVD Player, Fan, GPS, Graphics Card, Hard
Drive, Headphone, Home Theater System, Iron, Keyboard, Kindle, Lamp, Laptop, Media
Player, Memory Card, Microphone, Microwave, Monitor, Mouse, MP3Player, Network
Adapter, Printer, Projector, Radar Detector, Remote Control, Rice Cooker, Scanner,
Speaker, Subwoofer, Tablet, Telephone, TV, Vacuum, Video Player, Video Recorder, Voice
Recorder, Watch, Webcam, Wireless Router, Xbox

Android Appstore, Appliances, Arts Crafts Sewing, Automotive, Baby, Bag, Beauty, Bike,
Books, Cable, Care, Clothing, Conditioner, Diaper, Dining, Dumbbell, Flashlight, Food,
Gloves, Golf, Home Improvement, Industrial Scientific, Jewelry, Kindle Store, Kitchen,
Knife, Luggage, Magazine Subscriptions, Mat, Mattress, Movies TV, Music, Musical In-
struments, Office Products, Patio Lawn Garden, Pet Supplies, Pillow, Sandal, Scooter,
Shoes, Software, Sports, Table Chair, Tent, Tire, Toys, Video Games, Vitamin Supple-
ment, Wall Clock, Water Filter

TABLE III. List of 100 domain names: electronic products (1st row) and non-electronic
products (2nd row).

Parameter Setting. All models were trained using 2000 iterations with an initial burn-

in of 200 iterations. The parameters of all topic models are set to α = 1, β = 0.1, K = 15

(#Topics). The other parameters for the baselines were set as suggested in their original papers.

For parameters of AMC, we estimated its parameters using a development set from the domain,

Calculator, which was not used in the evaluation. The minimum item support count (MIS) for

each term is set to Max(4, 35% of its actual support count in the data) and the support

difference is 8% (Liu, 2007). The support ratio threshold (πc) and support threshold (πdiff ) for

cannot-link mining is 80% and 10 respectively. The overlap ratio threshold πoverlap for forming

a must-link graph edge is 17%. The parameter µ in Equation 5.2 is set to 0.5, which determines

the extent of promotion of words in must-links using the M-GPU model.
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5.4.2 Topic Coherence

This sub-section evaluates the topics generated by each model based on the Topic Coherence

measure in (Mimno et al., 2011). A higher Topic Coherence indicates a higher quality of topics.

In this and the next two sub-sections, we experiment with the 50 Electronics domains, which

have a large amount of topic overlapping. We treat each domain as a test set (Dt) while the

knowledge is mined from the rest 49 domains. Since our main aim is to improve topic modeling

with small datasets, each test set consists of 100 reviews randomly sampled from the 1000

reviews of the domain. We extract knowledge from topics generated from the full data (1000

reviews) of all other 49 domains. Since we have 50 domains, we have 50 small test sets. Figure 13

shows the average Topic Coherence value of each model over the 50 test sets. From Figure 13,

we can observe the following:

1. AMC performs the best with the highest Topic Coherence value. In the Figure, “AMC”

refers to the AMC model with both must-links and cannot-links and “AMC-M” refers to

the AMC model with must-links only. We can see that AMC-M is already better than all

baseline models, showing the effectiveness of must-links. AMC is much better than AMC-M

which demonstrates that cannot-links are very helpful. These results show that AMC finds

higher quality topics than the baselines.

Note that in our experiments, we found DF-LDA and MC-LDA cannot deal with a large

number of cannot-links. We have more than 400 automatically mined cannot-links on average

for each test set. For DF-LDA, the number of maximum cliques grows exponentially with

the number of cannot-links. The program thus crashed on our data. This issue was also
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Figure 13. Average Topic Coherence of each model.

noted in (Zhai et al., 2011). For MC-LDA, it increases the number of topics whenever there

is not a good topic to put a cannot-link term in. This results in a large number of topics

(more than 50), which are unreasonable and give very poor results. Thus, for both DF-LDA

and MC-LDA, we can only show their results with must-links,

2. LTM is better than LDA while clearly worse than AMC. The additional information from

the cannot-links is shown to help produce much more coherent topics. GK-LDA is slightly

better than LDA. The wrong knowledge handling method in GK-LDA can cope with some

wrong knowledge, but not as effective as AMC.

3. We also notice that both DF-LDA and MC-LDA are worse than LDA. This is because they

assume the knowledge to be correct and lack the necessary mechanism to deal with wrong

knowledge. Also, for MC-LDA, it assumes each must-link (or must-set in (Chen et al.,

2013c)) represents a distinct sense or meaning. Thus, it assigns only one must-link to each
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word and ignores the rest. Then most must-links are not used. This explains also why

MC-LDA is worse than DF-LDA.

Iterative improvement (lines 2-5 in Algorithm 5): We found that accumulating cannot-

links iteratively is beneficial to AMC. The Topic Coherence value increases slightly from r = 1

to 3 and stabilizes at r = 3 (Algorithm 5). Figure 13 shows the AMC’s result for r = 3.

Comparing with LTM using 1000 reviews: To further compare with LTM, we also

conducted experiments in the same setting as (Chen and Liu, 2014b), i.e., each test document

collection contains also 1,000 reviews (not 100 as in Figure 13). AMC still improves LTM by

47 points in Topic Coherence, showing that AMC can also produce more coherent topics with

a large number of test documents.

In summary, we can say that the proposed AMC model generates more coherent topics

than all baseline models. Even though DF-LDA, GK-LDA and MC-LDA used our method for

knowledge mining, without an effective wrong knowledge handling method, they gave poorer

results. The improvements of AMC over all baselines are significant (p < 0.0001) based on

paired t-tests.

5.4.3 Human Evaluation

Here we want to evaluate the topics based on human judgment. Two human judges who are

familiar with Amazon products and reviews were asked to label the generated topics. Since we

have a large number of domains (50), we selected 10 domains for labeling. The selection was

based on the knowledge of the products of the two human judges. Without enough knowledge,

labeling will not be reliable. We labeled the topics generated by AMC, LTM and LDA. LDA is
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the basic knowledge-free topic model and LTM is our earlier lifelong learning model that achieves

the highest Topic Coherence among the baselines in Figure 13. We again use Precision@n (or

p@n) as the evaluation measurement. Apart from p@n, we also report the number of coherent

topics found by each model.

Results. Figure 14 gives the average Precision@5 (top chart) and Precision@10 (middle

chart) of topical words of only coherent topics (incoherent topics are not considered) for each

model in each domain. It is clear that AMC achieves the highest p@5 and p@10 values for

all 10 domains. LTM is also better than LDA in general but clearly inferior to AMC. This

is consistent with the Topic Coherence results in Section 5.4.2. LDA’s results are very poor

without a large amount of data. On average, for p@5 and p@10, AMC improves LTM by 8%

and 14%, and LDA by 33% and 25% respectively. Significance testing using paired t-tests shows

that the improvements of AMC are significant over LTM (p < 0.0002) and LDA (p < 0.0001)

on p@5 and p@10.

The bottom chart of Figure 14 shows that AMC also discovers many more coherent topics

than LTM and LDA. On average, AMC discovers 2.4 more coherent topics than LTM and 4.7

more coherent topics than LDA over the 10 domains. These results are remarkable. In many

domains, LDA only finds 2-4 coherent topics and never more than 5 (out of 15), which again

shows that with a small number of documents (reviews), LDA’s results are very poor.

5.4.4 Example Topics

This section shows some example topics produced by AMC, LTM, and LDA in the Camera

domain to give a flavor of the kind of improvements made by AMC. Each topic is shown with
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Figure 14. Top & Middle: Topical words Precision@5 & Precision@10 of coherent topics of
each model respectively; Bottom: number of coherent (#Coherent) topics found by each

model. The bars from left to right in each group are for AMC, LTM, and LDA.

its top 10 terms. Errors are italicized and marked in red. From Table IV, we can see that

AMC discovers many more correct and meaningful topical terms at the top than the baselines.

Note that for AMC’s topics that were not discovered by the baseline models, we tried to find

the best possible matches from the topics of the baseline models. The topic we show for LDA

under “Price” is the only one that contains a “Price” related word. Here, the term price is

mixed with other terms related to the topic “Picture Quality”. From the table, we can clearly

see that AMC discovers more coherent topics than LTM and LDA. In fact, the coherent topics

of AMC are all better than their corresponding topics of LTM and LDA.
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Price Size & Weight

AMC LTM LDA AMC LTM LDA

money shot image size small easy
buy money price small big small
price review movie smaller size canon
range price stabilization weight pocket pocket
cheap cheap picture compact lcd feature

expensive camcorder technical hand place shot
deal condition photo big screen lens
point con dslr pocket kid dslr

performance sony move heavy exposure compact
extra trip short case case reduction

TABLE IV

Example topics of AMC, LTM and LDA from the Camera domain. Errors are italicized and
marked in red.

5.4.5 Experiments Using Both Datasets

The above experiments focused on 50 Electronics domains, which have a great deal of topic

overlapping. Now we also want to see how AMC performs when the test domain does not

have a lot of topic overlapping with the past/prior domains. We use two test data settings:

the test set is from (1) an Electronics domain or (2) an non-Electronics domain. For each

test set setting, we mine knowledge from topics of (a) 50 Electronics domains (E), (b) 50 non-

Electronics domains (NE), and (c) all 100 domains (ALL). For each test set, we use both 100

and 1000 reviews. Figure 15 shows the performance of AMC in each of these settings compared

to LDA in terms of Topic Coherence. We can clearly see that AMC performs the best with the

knowledge mined from topics of all 100 domains. 50 non-Electronics domains are helpful too
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Figure 15. Average Topic Coherence of AMC compared to LDA in different settings (see
Section5.4.5). ALL means Electronics (E) + Non-Electronics (NE) and LDA is equivalent to

no knowledge.

because they also share some topics such as price and size. The improvement of AMC in each

setting is significant over LDA using paired t-test (p < 0.0001). This clearly shows that AMC

is able to leverage the useful knowledge from different domains even if the domains are not so

related.

5.5 Summary

This chapter proposed an advanced topic model AMC that further improve topic modeling

with LML. The AMC model mines two forms of prior knowledge, i.e., must-links and cannot-

links, automatically from topics generated from a large number of prior document collections



106

(the big data). The system also identifies some issues with the automatically mined knowledge.

The proposed model AMC not only can exploit the learned knowledge but also can deal with

the issues of the mined knowledge to generate more accurate topics. To summarize, we list the

LML components (See Chapter 1) in the LTM model:

1. Past Information Store (PIS): It stores the Topic Base which consists of the topics dis-

covered from past domains (same as LTM model).

2. Knowledge Base (KB): It uses must-links and cannot-links.

3. Knowledge Miner (KM): It uses the multiple minimum supports frequent itemset mining

(MS-FIM) algorithm

4. Knowledge-Based Learner (KBL): It proposes multi-generalized Pólya urn (M-GPU)

model which enables multi-urn interactions. Furthermore, must-link graph is constructed

to deal with multiple senses.



CHAPTER 6

LIFELONG SENTIMENT CLASSIFICATION

(This chapter includes and expands on my paper previously published in Zhiyuan Chen,

Nianzu Ma, and Bing Liu. 2015. Lifelong Learning for Sentiment Classification. In ACL

2015, pages 750-756 )

This chapter introduces the integration of lifelong machine learning on classification. In

particular, we focus on sentiment classification. But the proposed approach is applicable to

other classification problems.

6.1 Sentiment Classification

Sentiment classification is the task of classifying an opinion document as expressing a pos-

itive or negative sentiment. (Liu, 2012) and (Pang and Lee, 2008) provided good surveys of

the existing research. In this chapter, we tackle sentiment classification from a novel angle

using Lifelong Machine Learning (LML). This learning paradigm aims to learn as humans do:

retaining the learned knowledge from the past and use the knowledge to help future learning.

One question is why the past learning tasks can contribute to the target domain classification

given that the target domain already has labeled training data. The key reason is that the

training data may not be fully representative of the test data due to the sample selection

bias (Heckman, 1979; Shimodaira, 2000; Zadrozny, 2004). In few real-life applications, the

training data are fully representative of the test data. For example, in a sentiment classification
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application, the test data may contain some sentiment words that are absent in the training

data of the target domain, while these sentiment words have appeared in some past domains.

So the past domain knowledge can provide the prior polarity information in this situation.

Another question is why the past or source domain labeled data can help even if they are

from diverse areas that are not very similar to the target domain. Part of the reason is that

in sentiment classification, sentiment bearing words and expressions are largely domain inde-

pendent. That is, their polarities are often shared across domains. However, simply combining

data from these multiple diverse domains may not help because each specific domain also has

its domain dependent sentiment terms. It has been shown by transfer learning researchers

that sentiment classification is sensitive to the domain from which the training data is ex-

tracted (Blitzer et al., 2007), which indicates that a classifier trained using opinion documents

from one domain often does not perform well in another domain.

Like most existing sentiment classification papers (Liu, 2012), this paper focuses on binary

classification, i.e., positive (+) and negative (−) polarities. But the proposed method is also

applicable to multi-class classification. To embed and use the knowledge in building the target

domain classifier, we propose a novel optimization method based on the Näıve Bayesian (NB)

framework and stochastic gradient descent. The knowledge is incorporated using penalty terms

in the optimization formulation. The optimization is able to consider general sentiment terms

as well as domain dependent sentiment terms.
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6.2 Proposed LSC Technique

6.2.1 Näıve Bayesian Text Classification

Before presenting the proposed method, we briefly review the Näıve Bayesian (NB) text

classification as our method uses it as the foundation.

NB text classification (McCallum and Nigam, 1998) basically computes the conditional

probability of each word w given each class cj (i.e., P (w|cj)) and the prior probability of each

class cj (i.e., P (cj)), which are used to calculate the posterior probability of each class cj given

a test document d (i.e., P (cj |d)). cj is either positive (+) or negative (−) in our case.

The key parameter P (w|cj) is computed as:

P (w|cj) =
λ+Ncj ,w

λ |V |+∑|V |v=1Ncj ,v

(6.1)

where Ncj ,w is the frequency of word w in documents of class cj . |V | is the size of vocabulary

V and λ (0 ≤ λ ≤ 1) is used for smoothing.

One of the advantages of NB classification is that when new labeled data arrive, the classifier

can quickly update its parameters P (w|cj) by adding the corresponding counts, without going

through the past data. Motivated by this strength, we propose to represent prior knowledge

using the empirical counts computed in building past NB classifiers for the source domains

(Section 6.2.2).
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6.2.2 Components in LSC

This subsection describes our proposed method corresponding to the proposed LML com-

ponents.

1. Past Information Store (PIS): In this work, we do not store the original data used in the

past learning tasks, but only their results. For each past learning task t̂, we store a) P t̂(w|+)

and P t̂(w|−) for each word w which are from task t̂’s NB classifier (see Equation 6.1); and

b) the number of times that w appears in a positive (+) document N t̂
+,w and the number of

times that w appears in a negative documents N t̂
−,w.

2. Knowledge Base (KB): Our knowledge base contains two types of knowledge:

(a) Document-level knowledge NKB
+,w (and NKB

−,w): number of occurrences of w in the docu-

ments of the positive (and negative) class in the past tasks, i.e., NKB
+,w =

∑
t̂N

t̂
+,w and

NKB
−,w =

∑
t̂N

t̂
−,w.

(b) Domain-level knowledge MKB
+,w (and MKB

−,w): number of past tasks in which P (w|+) >

P (w|−) (and P (w|+) < P (w|−)).

3. Knowledge Miner (KM). Knowledge miner is straightforward as it just performs counting

and aggregation of information in PIS to generate knowledge (see 2(a) and 2(b) above).

4. Knowledge-Based Learner (KBL): This learner incorporates knowledge using regularization

as penalty terms in our optimization. See the details in Section 6.2.4.

6.2.3 Objective Function

In this subsection, we introduce the objective function used in our method. The key pa-

rameters that affect NB classification results are P (w|cj) which are computed using empirical
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counts of word w with class cj , i.e., Ncj ,w (Equation 6.1). In binary classification, they are N+,w

and N−,w. This suggests that we can revise these counts appropriately to improve classification.

In our optimization, we denote the optimized variables X+,w and X−,w as the number of times

that a word w appears in the positive and negative class. We called them virtual counts to

distinguish them from empirical counts N+,w and N−,w. For correct classification, ideally, we

should have the posterior probability P (cj |di) = 1 for labeled class cj , and for the other class

cf , we should have P (cf |di) = 0. Formally, given a new domain training data Dt, our objective

function is:

|Dt|∑
i=1

(P (cj |di)− P (cf |di)) (6.2)

Here cj is the actual labeled class of di ∈ Dt. In this paper, we use stochastic gradient

descent (SGD) to optimize on the classification of each document di ∈ Dt. Due to the space

limit, we only show the optimization process for a positive document (the process for a negative

document is similar). The objective function under SGD for a positive document is:

F+,i = P (+|di)− P (−|di) (6.3)

To further save space, we omit the derivation steps and give the final derivatives below (See

the detailed derivation steps in Appendix .1):

g (X) =

(
λ |V |+∑|V |v=1X+,v

λ |V |+∑|V |v=1X−,v

)|di|
(6.4)
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Alarm Clock 30.51 Flashlight 11.69 Home Theater System 28.84 Projector 20.24
Baby 16.45 GPS 19.50 Jewelry 12.21 Rice Cooker 18.64
Bag 11.97 Gloves 13.76 Keyboard 22.66 Sandal 12.11

Cable Modem 12.53 Graphics Card 14.58 Magazine Subscriptions 26.88 Vacuum 22.07
Dumbbell 16.04 Headphone 20.99 Movies TV 10.86 Video Games 20.93

TABLE V. Names of the 20 product domains and the proportion of negative reviews in each
domain.

∂F+,i

∂X+,u
=

nu,di
λ+X+,u

+ P (−)
P (+)

∏
w∈di

(λ+X−,w

λ+X+,w

)nw,di × ∂g
∂X+,u

1 + P (−)
P (+)

∏
w∈di

(λ+X−,w

λ+X+,w

)nw,di × g(X)

− nu,di
λ+X+,u

(6.5)

∂F+,i

∂X−,u
=

nu,di
λ+X−,u

× g(X) + ∂g
∂X−,u

P (+)
P (−)

∏
w∈di

(λ+X+,w

λ+X−,w

)nw,di + g(X)
(6.6)

where nu,di is the term frequency of word u in document di. X denotes all the variables

consisting of X+,w and X−,w for each word w. The partial derivatives for a word u, i.e., ∂g
∂X+,u

and ∂g
∂X−,u

, are quite straightforward and thus not shown here. X0
+,w = N t

+,w + NKB
+,w and

X0
−,w = N t

−,w +NKB
−,w are served as a reasonable starting point for SGD, where N t

+,w and N t
−,w

are the empirical counts of word w and classes + and − from domain Dt, and NKB
+,w and NKB

−,w

are from knowledge KB (Section 6.2.2). The SGD runs iteratively using the following rules

for the positive document di until convergence, i.e., when the difference of Equation 6.2 for
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two consecutive iterations is less than 1e− 3 (same for the negative document), where γ is the

learning rate:

X l
+,u = X l−1

+,u − γ
∂F+,i

∂X+,u
, X l
−,u = X l−1

−,u − γ
∂F+,i

∂X−,u

6.2.4 Exploiting Knowledge via Penalty Terms

The above optimization is able to update the virtual counts for a better classification in

the target domain. However, it does not deal with the issue of domain dependent sentiment

words, i.e., some words may change the polarity across different domains. Nor does it utilize

the domain-level knowledge in the knowledge base KB (Section 6.2.2). We thus propose to add

penalty terms into the optimization to accomplish these.

The intuition here is that if a word w can distinguish classes very well from the target

domain training data, we should rely more on the target domain training data in computing

counts related to w. So we define a set of words VT that consists of distinguishable target

domain dependent words. A word w belongs to VT if P (w|+) is much larger or much smaller

than P (w|−) in the target domain, i.e., P (w|+)
P (w|−) ≥ σ or P (w|−)

P (w|+) ≥ σ, where σ is a parameter.

Such words are already effective in classification for the target domain, so the virtual counts in

optimization should follow the empirical counts (N t
+,w and N t

−,w) in the target domain, which

are reflected in the L2 regularization penalty term below (α is the regularization coefficient):

1

2
α
∑
w∈VT

((
X+,w −N t

+,w

)2
+
(
X−,w −N t

−,w
)2)

(6.7)
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NB-T NB-S NB-ST SVM-T SVM-S SVM-ST CLF LSC

56.21 57.04 60.61 57.82 57.64 61.05 12.87 67.00

TABLE VI. Natural class distribution: Average F1-score of the negative class over 20
domains. Negative class is the minority class and thus harder to classify.

NB-T NB-S NB-ST SVM-T SVM-S SVM-ST CLF LSC

80.15 77.35 80.85 78.45 78.20 79.40 80.49 83.34

TABLE VII. Balanced class distribution: Average accuracy over 20 domains for each system.

To leverage domain-level knowledge (the second type of knowledge in KB in Section 6.2.2),

we want to utilize only those reliable parts of knowledge. The rationale here is that if a word only

appears in one or two past domains, the knowledge associated with it is probably not reliable

or it is highly specific to those domains. Based on it, we use domain frequency to define the

reliability of the domain-level knowledge. For w, if MKB
+,w ≥ τ or MKB

−,w ≥ τ (τ is a parameter),

we regard it as appearing in a reasonable number of domains, making its knowledge reliable.

We denote the set of such words as VS . Then we add the second penalty term as follows:

1

2
α
∑
w∈VS

(
X+,w −Rw ×X0

+,w

)2
+

1

2
α
∑
w∈VS

(
X−,w − (1−Rw)×X0

−,w
)2

(6.8)
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where the ratio Rw is defined as MKB
+,w/(M

KB
+,w +MKB

−,w). X0
+,w and X0

−,w are the starting points

for SGD (Section 6.2.3). Finally, we revise the partial derivatives in Eqs. 4-6 by adding the

corresponding partial derivatives of Eqs. 7 and 8 to them.

6.3 Experiments

Datasets. We created a large corpus containing reviews from 20 types of diverse products

or domains crawled from Amazon.com (i.e., 20 datasets). The names of product domains are

listed in Table V. Each domain contains 1,000 reviews. Following the existing work of other

researchers (Blitzer et al., 2007; Pang et al., 2002), we treat reviews with rating > 3 as positive

and reviews with rating < 3 as negative.

Natural class distribution: We can see from Table V that every dataset is skewed with

significantly more positive reviews, which reflect the natural (or skewed) distribution of the

positive and negative class reviews in the real world. We want to experiment with this natural

class distribution because it reflects the real-life situation. F1-score is used due to the imbalance.

Balanced class distribution: Since most existing papers on sentiment classification use bal-

anced class data (Blitzer et al., 2007; Pang et al., 2002), we also created a balance dataset with

200 reviews (100 positive and 100 negative) in each domain dataset. This set is smaller because

many domains have a very small number of negative reviews due to their highly skewed class

distributions. Accuracy is used for evaluation in this balanced setting.

We used unigram features with no feature selection in classification. To deal with negation

words (such as “not”, “isn’t”), we follow (Pang et al., 2002) and add the tag NOT to every

word between a negation word and the first punctuation following the negation word. For
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evaluation, each domain is treated as the target domain with the rest 19 domains as the past

domains. All the models are evaluated using 5-fold cross validation.

Baselines. Although there are many transfer learning methods (see Section 2.2.1), they

assume there are no or little labeled examples in the target domain but there are a large number

of unlabeled examples, which are different from our setting and our goal of improving sentiment

classification when good training data in the target domain is available. In our experiments,

we compare our proposed LSC model with Näıve Bayes (NB), SVM1, and CLF (Li and Zong,

2008). Note that NB and SVM can only work on a single domain data. To have a comprehensive

comparison, they are fed with three types of training data:

a) labeled training data from the target domain only, denoted by NB-T and SVM-T;

b) labeled training data from all past source domains only, denoted by NB-S and SVM-S;

c) merged (labeled) training data from all past domains and the target domain, referred to as

NB-ST and SVM-ST.

For LSC, we empirically set σ = 6 and τ = 6. The learning rate λ and regularization

coefficient α are set to 0.1 empirically. λ is set to 1 for (Laplace) smoothing.

Table VI shows the average F1-scores for the negative class in the natural class distribution,

and Table VII shows the average accuracies in the balanced class distribution. We can clearly

see that our proposed model LSC achieves the best performance in both cases. In general,

NB-S (and SVM-S) are worse than NB-T (and SVM-T), both of which are worse than NB-ST

1http://www.csie.ntu.edu.tw/˜cjlin/libsvm/
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Figure 16. (Left): Negative class F1-score of LSC with #past domains in natural class
distribution. (Right): Accuracy of LSC with #past domains in balanced class distribution.

(and SVM-ST). This shows that simply merging both past domains and the target domain

data is slightly beneficial. Note that the average F1-score for the positive class is not shown

as all classifiers perform very well because the positive class is the majority class (while our

model performs slightly better than the baselines). The improvements of the proposed LSC

model over all baselines in both cases are statistically significant using paired t-test (p < 0.01

compared to NB-ST and CLF, p < 0.0001 compared to the others). In the balanced class

setting (Table VII), CLF performs better than NB-T and SVM-T, which is consistent with the

results in (Li and Zong, 2008). However, it is still worse than our LSC model.

Effects of #Past Domains. Figure 16 shows the effects of our model using different

number of past domains. We clearly see that LSC performs better with more past domains,

showing it indeed has the ability to accumulate knowledge and use the knowledge to build

better classifiers.
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6.4 Summary

This chapter proposed a new optimization method LSC that can make use of the past do-

mains to help build a more accurate sentiment classifier for the target domain in the LML

manner. The optimization method is based on stochastic gradient descent in the framework

of Bayesian probability. Our experimental results using 20 diverse product domains demon-

strate the effectiveness of the method. LSC performs significantly better than several baseline

methods. We believe that the proposed research which uses the past learning data and results

to help new learning is an important research direction as it is analogous to human learning.

Without this LML capability, a computer system will not be intelligent.



CHAPTER 7

CONCLUSIONS AND FUTURE DIRECTIONS

In this thesis, we studied Lifelong Machine Learning (LML) which extracts and accumulates

knowledge automatically from previous domains/tasks and leverages the knowledge to enhance

the performance of future learning. We introduced our work using LML on both topic modeling

(unsupervised learning) and classification (supervised learning).

7.1 Summary of Contributions

This thesis made the following significant contributions:

1. It proposed the GK-LDA model (Chapter 3) which has three major contributions:

(a) It proposed the idea of exploiting the general knowledge of lexical semantic rela-

tions in topic models to produce coherent topics automatically. To the best of our

knowledge, this is the first work that systematically studies such domain independent

knowledge in topic models with the aim to provide a general platform to be used in

any application domain.

(b) It proposed a knowledge estimating mechanism in GK-LDA that makes GK-LDA

the first knowledge-based topic model that tries to explicitly deal with the problem

of wrong input knowledge for an application domain.

119



120

(c) A comprehensive evaluation has been conducted to compare GK-LDA with several

state-of-the-art baselines based on various qualitative and quantitative measures.

Both the codes and the datasets are publically available online.

2. It proposed the LTM model (Chapter 4) which has three main contributions:

(a) It proposed a novel LML approach to exploit text collections from many domains to

learn prior knowledge to guide model inference in order to generate more coherent

topics. The process is fully automatic. To our knowledge, it is the first LML method

for topic modeling. It also helps deal with big data as seen in Section 4.3.

(b) It proposed an effective method to mine/learn quality knowledge dynamically from

topic matching with raw topics produced using text data from a large number of

domains. It proposed a new knowledge estimation method using PMI which is shown

to be more effective than that in GK-LDA.

(c) It created a corpus of 50 product domains for experimentation. Experimental results

show that the proposed LTM model achieves significant improvements over state-of-

the-art baselines. Both the codes and the datasets are publically available online.

3. It proposed the AMC model (Chapter 5) which has three main contributions:

(a) It proposed to automatically extract and incorporate cannot-links (in addition to

must-links in LTM) into topic modeling with LML.

(b) It proposed the multi-generalized Pólya urn (M-GPU) model which enables the in-

teractions among urns. Such an ability makes it possible to leverage cannot-links

discriminatively.
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(c) It created a large corpus of 100 product domains and conducted extensive experi-

ments, which showed the superior performance of AMC model. Both the codes and

the datasets are publically available online.

4. It proposed the LSC model (Chapter 6) for lifelong sentiment classification, which has

three major contributions:

(a) It proposed a novel lifelong machine learning approach to sentiment classification.

To the best our knowledge, this is the first work using LML on the task of sentiment

classification.

(b) It proposed an optimization method that uses penalty terms to embed the knowledge

gained in the past and to deal with domain dependent sentiment words to build a

better classifier.

(c) It created a large corpus containing reviews from 20 diverse product domains for

extensive evaluation. The experimental results demonstrate the superiority of the

proposed LSC model.

5. Last but not the least, it comprehensively studied and discussed lifelong machine learning

(LML), including its definitions and related learning paradigms. Although there are much

fewer works on LML than on traditional one-shot learning, the benefits of LML for both

unsupervised topic modeling and supervised classification shown in this thesis demonstrate

its superiority. Furthermore, these promising studies should encourage significantly more

participation in this research area.
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7.2 Future Directions

There are many interesting future directions to explore in lifelong machine learning, espe-

cially in the era of big data. We highlight some of them below:

1. Knowledge Conflict : The automatically generated knowledge may contain noise. Such noise

can cause conflicts inside the knowledge base. For example, in the problem of topic modeling,

we may have a must-link {w1, w2} stating that two words w1 and w2 should be in the same

topic while another cannot-link {w1, w2} may exist and indicate the exact opposite. More

sophisticated situations also involve knowledge transitivity. For example, must-links {w1,

w2} and {w2, w3} do not always indicate must-links {w1, w3}. But in general, words w1 and

w3 are more likely to share similar semantic meaning than two random words. In the above

example, it gets harder when a cannot-link {w1, w3} is discovered and added into knowledge

base. In the problem of sentiment classification, a word w could indicate positive polarity

in some domains while expressing negative polarity in some other domains. It is hard to

quantify the effects of such word in a new domain. A more accurate estimation method is

needed to decide which piece of knowledge the model should trust.

2. Domain Selection: Our approach utilizes a large number of domains. But given a huge num-

ber of domains, say a million, a strategy for domain selection is necessary for the following

two reasons: 1) Mining knowledge from these domains is time-consuming; 2) Many domains

may be irrelevant, and thus providing useless or even harmful knowledge. For example, when

modeling in the domain “Camera”, we prefer knowledge from domains such as “Cellphone”

and “Computer” rather than “Diaper”.
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3. Big Data: In the big data era, it is intriguing to apply the proposed technique to a bigger data

in terms of both the number of documents and the number of domains. It is crucial to address

the challenges of bigger data including efficiency and scalability. Combing MapReduce with

the proposed framework is promising to explore. Given a specific task, it is challenging to

collect the dataset from a large number of domains, as well as define domains and domain

similarity properly.

4. Lifelong Machine Learning : This thesis demonstrates the benefits of using the lifelong learn-

ing idea to improve topic modeling. We can apply this idea to other machine learning prob-

lems, such as clustering. There are several fundamental questions here: Is the information

from the other domains helpful in the task of the new domain? What’s the representation

scheme of knowledge? How can the knowledge be learned and accumulated automatically?

Solving these problems will further advance the research in machine learning and data min-

ing.
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.1 Appendix A

This appendix includes the detailed derivation steps for the proposed Lifelong Sentiment Clas-

sification (LSC) model.

Recall that our objective function under stochastic gradient descent for each target domain

training document di is defined as below:

F+,i = P (cj |di)− P (cf |di) (.1)

where cj is the correct label of document di and cf is the wrong label of document di. Equation .1

is written as below after plugging probabilities from Näıve Bayesian text classification:

P (cj)
∏
w∈di P (w|cj)nw,di∑|C|

r=1 P (cr)
∏
w∈di P (w|cr)nw,di

−
P (cf )

∏
w∈di P (w|cf )nw,di∑|C|

r=1 P (cr)
∏
w∈di P (w|cr)nw,di

(.2)

Below, we first work on the derivation for a positive document di, i.e., cj = + and cf = −

for document di, which gives us:

P (+)
∏
w∈di

P (w|+)nw,di − P (−)
∏
w∈di

P (w|−)nw,di (.3)

Here we leave out the denominator of Equation .2 for the time being and work only on the

numerators (we will bring the denominator back in Equation .5).



126

Now we plug 1 (in the submitted paper) into Equation .3:

P (+)
∏
w∈di (λ+X+,w)nw,di(

λ |V |+∑|V |v=1X+,v

)|di| −
P (−)β|di|

∏
w∈di (λ+X−,w)nw,di(

λ |V |+∑|V |v=1X+,v

)|di| (.4)

where |di| is the number of words in di and β = (λ |V |+
|V |∑
v=1

X+,v)/(λ |V |+
|V |∑
v=1

X−,v).

Now let us bring back the denominator in Equation .2, which is nothing but Equation .4 ex-

cept that instead of subtraction, it uses summation. After canceling the common denominator,

we obtain:

P (+)
∏
w∈di (λ+X+,w)nw,di − P (−)β|di|

∏
w∈di (λ+X−,w)nw,di

P (+)
∏
w∈di (λ+X+,w)nw,di + P (−)β|di|

∏
w∈di (λ+X−,w)nw,di

(.5)

To make sure Equation .5 gives a positive value for taking log, we first add 1 to it. Then

we take the log. These do not change the maximization solution. Last, we negate the equation

to make it a minimization problem for gradient descent:

log

(
P (+)

∏
w∈di

(λ+X+,w)nw,di + P (−)β|di|
∏
w∈di

(λ+X−,w)nw,di

)

− log
(

2× P (+)
∏
w∈di

(λ+X+,w)nw,di

) (.6)

Eq. Equation .6 is the objective function that we want to minimize for a positive training

document di. Note that this objective function is not convex.
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We now compute the gradients by taking partial derivatives on Equation .6. We define

g(X), a function of X where X is a vector consisting of X+,w and X−,w of each word w:

g (X) = β|di| =

(
λ |V |+∑|V |v=1X+,v

λ |V |+∑|V |v=1X−,v

)|di|
(.7)

The partial derivatives for a word u, i.e., ∂g
∂X+,u

and ∂g
∂X−,u

, are quite straightforward and

thus not shown here. The final partial derivatives for a word u on Equation .6 is shown below:

∂F+,i

∂X+,u
=

nu,di
λ+X+,u

+ P (−)
P (+)

∏
w∈di

(λ+X−,w

λ+X+,w

)nw,di × ∂g
∂X+,u

1 + P (−)
P (+)

∏
w∈di

(λ+X−,w

λ+X+,w

)nw,di × g(X)
− nu,di
λ+X+,u

(.8)

∂F+,i

∂X−,u
=

nu,di
λ+X−,u

× g(X) + ∂g
∂X−,u

P (+)
P (−)

∏
w∈di

(λ+X+,w

λ+X−,w

)nw,di + g(X)
(.9)

Negative document. We can follow the same process and get the corresponding objective

function F−,i for a negative document. Then the final partial derivatives can be obtained

following the same process. We gave the final results directly:

∂F−,i
∂X+,u

=

nu,di
λ+X+,u

+ P (−)
P (+)

∏
w∈di

(λ+X−,w

λ+X+,w

)nw,di × ∂g
∂X+,u

1 + P (−)
P (+)

∏
w∈di

(λ+X−,w

λ+X+,w

)nw,di × g(X)
− ∂g

∂X+,u
× 1

g(X)
(.10)

∂F−,i
∂X−,u

=

nu,di
λ+X−,u

× g(X) + ∂g
∂X−,u

P (+)
P (−)

∏
w∈di

(λ+X+,w

λ+X−,w

)nw,di + g(X)
−

nu,di
λ+X−,u

× g(X) + ∂g
∂X−,u

g(X)
(.11)

.2 Appendix B
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