
 
 
 

Automatic Baby Cry Diary 
 
 
 
 
 
 
 
 

BY 
 

BAHARE NAIMIPOUR 
B.S., University of Illinois at Chicago, 2006 

 
 
 
 
 
 
 

THESIS 
 

Submitted as partial fulfillment of the requirements 
for the degree of Master of Science in Electrical and Computer Engineering 

in the Graduate College of the 
University of Illinois at Chicago, 2014 

 
 

Chicago, Illinois 
 
 
 

 
Defense Committee: 
  Roland Priemer, Chair and Advisor 
  Rashid Ansari 
  Vladimir Goncharoff  



ii 
 

ACKNOWLEDGEMENTS 
 

 I would like to thank Dr. Roland Priemer for his patience and guidance through my 

graduate study, as both my academic advisor and chair of my dissertation committee. I would 

also like to take the opportunity to thank the members of my dissertation committee Dr. Rashid 

Ansari and Dr. Vladimir Goncharoff.  

 

 I am very grateful to Dr. Tracy Magee of Riley Child Development Center for allowing 

me to use the recordings she obtained for this research.  

 

 I would like to acknowledge that this project was partly supported by a National Institute 

of Health grant to Dr. Roland Priemer and Dr. Tracy Magee. 

  

 I would also like to thank Dr. Gabriella Cerrato for her additional support and guidance, 

as well as my parents, grandparents mamany and daddy, and aunt Feloria. 

 

 Finally I would like to thank my husband, Mohsen, for his patience and advice. 

 
 
 

BN 
 

 
 
 
 
 
 

  



iii 
 

TABLE OF CONTENTS 

CHAPTER           PAGE 

1. INTRODUCTION .............................................................................................         1  
1.1. Statement of Problem .........................................................................         1 
1.2. Significance of the Problem ...............................................................         1 
1.3. Background ........................................................................................         3 
1.4. Significance of the Study ...................................................................         5 

 
2. THEORY ...........................................................................................................        7 

2.1. Speech Processing Basics ...................................................................        7 
2.1.1. The Speech Production System ..........................................................        7 
2.1.2. Non-Stationary Nature of Speech Signals ..........................................        9 
2.1.3. Short-Term Processing .......................................................................        9 
2.1.4. Correlation ..........................................................................................       11 
2.1.5. Linear Predictive Analysis .................................................................       12  
2.2. Cry Pattern Recognition .....................................................................       15 
2.2.1. Feature Selection ................................................................................       15 
2.2.2. Features Used In This Study ..............................................................       17 
2.3. Cry Pattern Classification ..................................................................        20     
2.3.1. Feed Forward Back Propagation ........................................................       22 

 
3. RESULTS .........................................................................................................       26 

3.1. Data Acquisition ................................................................................       26 
3.1.1. Research Participant Requirements and Recruitment ........................       26 
3.1.2. The Recording System .......................................................................       27 
3.1.3. The Manual Cry Diary .......................................................................       28 
3.2. Data Processing ..................................................................................       29 
3.3. Tabulated Results ...............................................................................       33 
3.4. Analysis ...............................................................................................      35 

 
4. CONCLUSIONS ................................................................................................      36 

4.1 Summary .............................................................................................      36 
4.2. Recommendations For Future Work ...................................................      37 

 
5. CITED LITERATURE ......................................................................................      40 

 
6. APPENDIX: AUTOMATIC BABY CRY DIARY PROGRAMS.....................      45   

 
7. VITA ..................................................................................................................      48 

 
  



iv 
 

LIST OF TABLES 
 

TABLE           PAGE 
 

I. INDIVIDUAL RECORDING RESULTS .....................................................       34 
 

II. AUTOMATIC BABY CRY DIARY RESULTS ..........................................       34 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



v 
 

LIST OF FIGURES 
 

FIGURE           PAGE 
 

1. Schematic diagram of the human vocal system  ...........................................         7 
 
2. Typical glottal pulse train  ............................................................................         8 
 
3. Segmentation of N samples into N0 segments using a sliding window with 
 overlaps .........................................................................................................       10 
 
4. Speech Production Model .............................................................................       12 
 
5. An artificial neural network analogous to a biological neuron .....................       20 
 
6. Comparison of Manual vs. Automatic Cry Diary using cry vectors .............       30 
 
7. Graphical Description of Automatic Baby Cry Diary Program ....................       31 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



vi 
 

LIST OF ABBREVIATIONS 

 

LPC  Linear Predictive Coefficients 

ST  Short-Term 

AR  Autoregressive 

STE  Short-Term Energy 

ZCR  Zero Crossing Rate 

ANN  Artificial Neural Network 

FFBP  Feed Forward Back Propagation 

MFCC  Mel-Frequency Cepstrum Coefficient 

VAD  Voice Activity Detection 

ACD  Automatic Cry Diary 

MCD  Manual Cry Diary 

 

  



vii 
 

SUMMARY 

 

 Crying is an infant’s earliest and most effective mode of communication. This 

communication process can be disrupted if cry characteristics or acoustic attributes associated 

with infant crying are abnormal. The standard of measurement in the study of infant cry 

abnormalities has been a written cry diary. Cry diaries produced in the home by parents produce 

inconsistent and unreliable data. In this work, baby-cry was recorded over a 24-hour period in the 

natural home environment and digitized for computer-based analysis. The various sounds that 

have comparable energy or overlap baby-cry both in time and frequency were included in the 

recording. Our goal was to identify all baby cry time segments in order to automate the 

generation of a baby-cry diary. 

 

 The creation of our cry diary began with the study of the basic principles of speech 

processing. This led us to developing a Neural Network that would best classify baby cry and 

non-cry in a natural setting using a feature vector that would be extracted from each overlapping 

short-term frame of all recordings. In the end our Automatic Baby Cry Diary model consists of a 

12-D Feature Vector and a Feed Forward Back Propagation Neural Network. Based on these 

results that are presented, we believe our Automatic Baby Cry Diary shows strong promise in 

developing practical baby cry analysis tools to aid physicians in diagnosing baby diseases such 

as Colic. 



1. INTRODUCTION 

 

1.1 Statement of Problem 

 Crying is an infant’s earliest and most effective mode of communication. This 

communication process can be disrupted if cry characteristics or acoustic attributes associated 

with baby crying are abnormal. The standard of measurement in the study of baby-cry 

abnormalities has been a written cry diary. Cry diaries produced in the home by parents produce 

inconsistent and unreliable data. Research now suggests that many parents perceive baby crying 

five times greater than actual crying time [1]. In this work, baby-cry was recorded over a 24-hour 

period in the natural home environment and digitized for computer-based analysis. The various 

sounds that have comparable energy or overlap baby-cry both in time and frequency were 

included in the recording. Our goal is to identify all baby-cry time segments in order to automate 

the generation of a baby-cry diary. 

 

1.2 Significance of the Problem 

 Crying is an infant’s way of communicating with the outside world.  The baby-cry 

indicates a need or want and motivates the listener to respond.  It is a bidirectional 

communication process that consists of the cry itself (cry characteristics) and the salience of the 

cry to the care giving environment (parent perception) [2]. This communication process can be 

disrupted in two ways.  First, the cry characteristics or acoustic attributes associated with infant 

crying may be abnormal. Distinct cry characteristics have been identified in infants with a 

variety of medical diagnoses.  Cry characteristics are acoustic attributes associated with baby 

crying.  The second disruption to the communication process is that the parental perception of 

1
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the cry may be atypical, either over or under responsive.  Parent perception of baby-cry, 

temperament and behavior has been shown to be influenced by personal characteristics such as 

anxiety, depression and social support.  It has been found that anxious parents are more likely to 

report their child is difficult to sooth and is more distractible, and depressed mothers are less 

sensitive to their infants’ behavioral cues such as crying. 

 

 One of the most important tools for analyzing abnormal communication processes 

historically is a written cry diary [3]. A written cry diary is obtained using the receiver’s (parent) 

written record of their perception of how much or how long their infant cries in 24-hours [3]. The 

cry diary, first published by Barr and colleagues (1988) is assumed to measure the amount of 

time the infant spends in alert, crying, fussing, and sleeping behavior during a 24-hour period. 

Prior research has reported a modest correlation (r=0.60) to parental reports of baby crying in a 

24-hour period and an audio taped recording of that same 24-hour period [3]. Cry diaries 

produced in the home by parents do not provide accurate information on the quantity of the cry 

[4]. Since cry diaries must be maintained over a long period, they can create a hardship for the 

parent, which could alter the crying communication process.  

 

 Research indicates that unique acoustical characteristics of the cry (such as duration and 

pitch) may influence parental perception that the crying is excessive [4, 5, 6, 7]. Personal 

characteristics may also contribute to parental perceptions of the cry. These factors create an 

abnormal bidirectional communication process that may result in current and future problems for 

both the infant and the care-giver. Fortunately, technological advances in computerized sound 
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analysis now offer opportunities to assess crying more thoroughly and accurately by extracting 

the naturally occurring baby-cry from extraneous, overlapping environmental sounds.  

 

1.3 Background 

 Diagnostic listening dates back to the time of the ancient Greeks and Hippocrates, but its 

value was overlooked until the mid 1800's [8]. It was at that time that Charles Darwin analyzed 

diagnostic listening in reference to baby crying and screaming in detail using photographs and 

drawings to demonstrate various expressions of emotion [9]. Nearly a century after Darwin's 

work, the most comprehensive treatment of baby-cry was established by a Scandinavian research 

group led by Olé Wasz-Höckert [10]. Wasz-Höckert et al. [11] published their first findings on 

the cry analysis of pain, birth, pleasure, and hunger cries using sound spectrographs in 1962. In 

1968, they proceeded to publish a detailed statistical analysis of cries of both healthy and 

abnormal infants [10]. This publication was so important that it became a reference for baby-cry 

researchers for over two decades. More advanced spectrographic techniques began in the 70's 

with Michelsson et al. exploring baby-cries with different diseases and abnormalities [12, 13, 14, 

15, 16, 17, 18, 19]. Their findings show that some abnormal baby-cry characteristics vary 

significantly from those in normal baby-cry. 

  

 The mid 70's was a time of significant advances in signal processing theories and 

computer technology. In 1974 Tenold examined the fundamental frequency and cry spectra of 

full-term and premature baby-cry using cepstral and stationary analysis [20]. In turn Corwin and 

Golub published their findings on computer aided analysis using computer signal processing 

techniques in the early 80's [8, 21, 22]. Their work shows promise for detecting a range of 



4 
 

 
 

abnormalities through baby-cry analysis. Finally in the late 80's and 90's more sophisticated 

signal processing techniques like the Fast Fourier Transform were applied to normal and 

abnormal baby-cry studies [23, 24, 25]. All these studies along with others have tried to identify 

unique features in the baby-cry signal that would eventually enable us to automatically classify 

them using a computer in a clinical setting. Although valuable information about the baby's 

physical, emotional, and psychological state could be gained through parameters like facial 

expressions, sleep, and suction abilities; acoustic analysis remains an important research area 

probably because of the inexpensive hardware requirements and the non-invasive nature of audio 

analysis itself [26]. 

 

 For the past twenty years, work published in the area of baby-cry processing became 

more focused on a specific application. Based on the application, attempts to try various 

combinations of features and classification methods to obtain the optimal combination for use in 

a clinical setting were made.  Within all of the recent research in the area of baby-cry, the work 

done by Petroni and Malowany [27], Xie and Ward [28], and Manfredi [29] are among the most 

comprehensive and unique. Petroni and Malowany classify anger, fear, and pain cries of normal 

infants using mel-frequency cepstrum coefficients (MFCC) and energy as their main cry 

characteristics. They tried three neural networks for classification, where they state the best 

overall results were obtained using the feed forward network. Xie defines a new parameter that 

describes the 'level of distress' of the baby-cry sound based on parental perception, and uses 

hidden markov models for their classification with decent results. Manfredi displays estimates of 

parameters such as fundamental frequency (pitch) and vocal tract resonant frequencies 

(formants) for newborn infants comparing modified variations based on autoregressive models 
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and the cepstrum approach. Manfredi shows how both methods have their advantages, but results 

were hard to judge because no classification of baby-cry was involved in their study and only a 

few examples were presented to explain their method.  

 

 Very recently, a few studies were done on classification of normal and pathological cry, 

specifically cries of deaf babies or with asphyxia. Orozco and Garcia [30] classify normal and 

deaf baby-cries by extracting 16 linear predictive coefficients, and using the feed forward neural 

network as their classifier that was trained with the scaled conjugate gradient algorithm. Their 

results showed 86% classification accuracy. Hariharan el al. [31] tried classifying normal baby-

cries and cries of babies with asphyxia using statistical features extracted from the cry short-term 

Fourier transform (STFT), and three different neural network classifiers. The classification 

methods proved more than 95% accurate. In two other studies with the same classification aim, 

Hariharan uses different neural network classifiers and the same STFT statistical features which 

resulted in slightly lower than 95% classification accuracy in one study [32]. The other study 

uses only the neural network that gave the best results in the previous two studies, and linear 

prediction cepstrum coefficients (LPCC's) for the cry characteristic that also gave good results 

[33]. Other studies with similar aims, features extracted, and classifiers as the studies just 

mentioned have been done with slight variations, but again comparable results [34, 35, 36, 37]. 

 

1.4 Significance of the Study 

 In our study, not only did we need to consider various cry characteristics for cry 

classification, we also needed to consider the role parameters like voice activity detection (VAD) 

play in real world scenario's (i.e. the home environment, in the car, on the street, etc.). VAD 
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needs to be considered because our sound recordings were done in the baby's natural living 

environment. This makes for a more realistic application of any tool designed to analyze natural 

baby-cry . This being said, the short-term signal energy and zero-crossing rate have long been 

used as simple acoustic features for VAD [38, 39].  

  

 All of the previous work on baby-cry analysis has been done on baby-cry samples (as 

opposed to whole cry recordings), typically induced, and always in quiet environments. But this 

requires manual monitoring or extraction of baby-cry that has been recorded in a quiet 

environment. Time wise, this is not clinically practical. Our work automatically identifies natural 

baby-cry in the home environment which is different from all of the cry research done thus far. 

Our work will help create a more efficient baby-cry diary for more accurate diagnoses of  babies 

with certain conditions such as Colic in the comfort of their home. 

 

 The following chapter will discuss the theoretical framework involved in this study. It 

begins with the basics of how human speech is produced, followed by a description of its 

mathematical model. The cry characteristics used in this study are then presented and explained. 

The remainder of the chapter introduces our chosen classification method. Chapter three presents 

the data that was acquired for this study and the steps that were involved in its processing. 

Subsequently the results of our processed data, or automatic cry diary, are presented and 

analyzed. The last chapter summarizes our work and talks about some aspects that can be 

addressed in the future.   

 

  



2. THEORY 

 

2.1 Speech Processing Basics 

  Baby-cry processing is a subcategory of voice and speech processing. Like voice and 

speech processing, the study of baby-cry processing relies upon some knowledge of acoustics, 

linguistics, physiology, psychology, computer science, and engineering. In this chapter, we will 

describe the speech processing theory we practiced to automate baby-cry recognition.  

 

2.1.1 The Speech Production System 

 Before going into the details of speech processing, it is necessary to understand the basics 

of how speech is produced. The schematic diagram given in Fig. 1 shows the human vocal 

system. 

 

 

 

Figure 1: Schematic diagram of the human vocal system [40] 
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The driving force (excitation) for speech production comes from the lungs and trachea/bronchi. 

Air is expelled from the lungs and delivered to the vocal tract through the trachea/bronchi. From 

there the air is manipulated and enhanced (modulated) by the vocal tract or in some cases the 

nasal tract to produce speech sounds.  

 

 The vocal cords vibrate based on the air velocity, which depends on the sub glottal air 

pressure, in the lungs [41]. Vocal cord vibration disrupts airflow and as the cords open and close, 

the airflow breaks up into pulses as shown in Figure 2. 

 

Figure 2: Typical glottal pulse train 

 

 The rate at which these pulses repeat is called pitch or Fundamental Frequency (F0). 

These quasi-periodic pulses excite the vocal tract and are then modulated to produce voiced 

sounds. Unvoiced sounds on the other hand do not cause vocal cords to vibrate. Unvoiced sounds 

are produced by forcing air through a constriction in the vocal tract at a high enough velocity to 

produce turbulence. This action creates a broadband noise source that excites the vocal tract and 

produces unvoiced sounds.  

 

 The overall speech production system can be summarized with two functions, excitation 

and modulation. The excitation takes place mainly in the glottis, while modulation takes place in 

the various organs of the vocal tract [41].  From an acoustic standpoint, modulation takes place 
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primarily by means of filtering. For voiced sounds, glottal pulses (waveforms) can introduce a 

wide range of harmonics in a vocal tract. The vocal tract has its own natural frequencies, which 

are a function of its shape. These natural frequencies (formants) are the main modulating tool in 

the vocal tract that creates all the vowels and most of the consonants.  

 

2.1.2 Non-Stationary Nature of Speech Signals 

 In the previous section we talked about how a speech signal is produced in the vocal tract 

system. In general, signals are characterized by many criteria such as periodic (as opposed to 

aperiodic), stationary (as opposed to non-stationary), harmonic (as opposed to non-harmonic), 

etc. One of the key distinctive characteristics of speech signals is non-stationarity. A stationary 

signal has frequency and spectral content that does not change with time. Since speech signals 

are non-stationary, their spectral content changes with time. Baby-cry, like speech in general, is 

non-stationary.  Unlike conventional speech though, baby-cry is more harmonious. Therefore 

baby-cry is more short-term stationary than speech, a feature which has its advantages as will be 

discussed in the next section.   

 

2.1.3 Short-Term Processing 

 In order to deal with the problem of baby-cry non-stationarity in computer analysis, we 

need to analyze baby-cry signals by dividing the signal into stationary or pseudo stationary time 

frames. We assume that cry features remain almost unchanged during each time frame. This way 

of processing signals is referred to as short-term processing. Baby-cry is processed over a 

sequence of short time intervals that may overlap.  We assume that over each short-term interval 

the baby-cry signal is substantially stationary. In the figure below we have N samples of a signal 
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s(t) obtained at a sampling frequency rate fs=1 / T, where n is the sample index number. Each 

short-term frame is 𝑇0 = 𝑀𝑇 seconds long. The number of time intervals (frames), N0, depends 

on M and the amount of frame overlap. 

 

 

Figure 3: Segmentation of N samples into N0 segments using a sliding window with overlaps 

[42] 

 

  These time frames are processed using blocks referred to as 'windows'. The portion of the 

signal overlapped by each frame is windowed and sampled to obtain M samples of 

 𝑠𝑝 (𝑡) = 𝑠(𝑡)𝑤(𝑡), where 𝑤(𝑡) is a window function of duration T0. The value of a finite signal 

s(t) during one short-term frame mi, can be expressed mathematically as: 

 

𝑆𝑛′ = 𝑆𝑛(𝑚) = ∑ 𝑤(𝑛)𝑠(𝑚 + 𝑛)𝑀−1
𝑛=0      (2.1) 

 

where m=mi, and  i=1,2,...,N0 is a time index that points to the beginning of a short-term frame as 

is illustrated in Figure 3. Equation (2.1) shows that only a part of s(n) that is overlapped by the 

window function is processed. The width of the short-term frame (M) depends on the degree of 

stationarity of our signal. Adult speech stationarity is 10-30 msec, therefore the value of M 
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should not exceed 30 msec for such applications. Baby-cry on the other hand is more stationary 

than adult speech, typically between 30-50 msec. The larger window size saves time which is 

important when processing cry diary's that are at least 24 hours long. There are various types of 

windows, but the ones most commonly used in the literature are the hamming, hanning, and 

rectangular windows. 

 

2.1.4 Correlation 

 Correlation is a measure of similarity between two signals. Cross-correlation refers to the 

calculation of the similarity or correlation in signal characteristics between two different 

sequences. Auto-correlation refers to the cross-correlation of two different segments in the same 

sequence; but each segment occurring at a different time within the same overall sequence.  

 

 The autocorrelation 𝑟(𝑘) of an infinite stationary sequence 𝑥(𝑛) is given by: 

 

𝑟(𝑘) = ∑ 𝑥(𝑛)𝑥(𝑛 + 𝑘) ∞
𝑛=−∞       (2.2) 

 

The short-term autocorrelation, R, of a finite non-stationary sequence (e.g. baby-cry signal) s(n) 

is given by: 

 

𝑅𝑛(𝑘) = ∑ 𝑆𝑛′  𝑆𝑛+𝑘′𝑁−1−𝑘
𝑛=0     (2.3) 

 

where k is the autocorrelation lag and 𝑆𝑛′  is defined in equation (2.1). Some of the important 

properties of the autocorrelation function include: 
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• It is an even function, meaning 𝑟(𝑘) = 𝑟(−𝑘) 

• The value of 𝑟(0) is equal to the energy if the signal is deterministic 

 

2.1.5 Linear Predictive Analysis 

 Speech has been modeled as the result of a glottal pulse waveform convolved with the 

impulse response of the vocal tract as shown in Figure 4. 

 

 

 

 

Figure 4: Speech production model 

 

with unknown input u(n). The output signal s(n) can be modeled such that: 

 

𝑠(𝑛) = −∑ 𝑎𝑘
𝑝
𝑘=1 𝑠(𝑛 − 𝑘) + 𝐺 ∑ 𝑏𝑙

𝑞
𝑙=0 𝑢(𝑛 − 𝑙),      𝑏𝑜 = 1   (2.4) 

 

where ak, 1≤k≤p, bl, 1≤l≤q, and the gain G, are the parameters of the hypothesized system. This 

is a system where the output, s(n), is a linear function of past outputs along with present and past 

inputs [43]. Therefore, this equation is a Linear Prediction of the speech signal s(n).  In speech 

processing, the most widely used vocal tract model is the all-pole or autoregressive (AR) model 

[41, 44, 28]. In the AR model we assume that s(n) is a linear combination of past outputs and the 

input u(n): 

u(n) 

(glottal pulse 
waveform/noise) 

H(z) 

(vocal tract parameters) 

s(n) 

(output signal) 

u(n) 

(glottal pulse waveform/noise) 
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𝑠(𝑛) = −∑ 𝑎𝑘
𝑝
𝑘=1 𝑠(𝑛 − 𝑘) + 𝐺𝑢(𝑛)    (2.5) 

 

This gives us the AR digital filter: 

 

𝐻(𝑧) = 𝑆(𝑧)
𝑈(𝑧)

= 𝐺
1+∑ 𝑎𝑘

𝑝
𝑘=1 𝑧−𝑘

      (2.6) 

 

The value for G and the values for ak can be estimated using Linear Predictive Analysis. A linear 

predictor with prediction coefficients αk , order p, and at time n is defined as a system with the 

output: 

 

�̃�(𝑛) = −∑ 𝛼𝑘
𝑝
𝑘=1 𝑠(𝑛 − 𝑘)     (2.7) 

 

The prediction error is defined as: 

 

𝑒(𝑛) = 𝑠(𝑛) − �̃�(𝑛) = 𝑠(𝑛) + ∑ 𝛼𝑘
𝑝
𝑘=1 𝑠(𝑛 − 𝑘)   (2.8) 

 

with the total squared error given by: 

 

𝐸 = ∑ 𝑒(𝑛)2𝑛 = ∑ �𝑠(𝑛) + ∑ 𝛼𝑘
𝑝
𝑘=1 𝑠(𝑛 − 𝑘)�

2
 𝑛    (2.9) 
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If we substitute equation (2.5) into (2.8), and our signal follows the model in Figure 4, then 

e(n)=Gu(n) for ak=αk.   

 

 We want to minimize the difference between the actual speech signal and its LP estimate 

assuming that 𝑠(𝑛) is a deterministic signal [43]. Given these assumptions, the total squared 

error E is given in equation (2.9). Since we would like to minimize the difference between the 

actual signal and its estimate, we minimize the total error by setting: 

𝜕𝐸
𝜕𝛼𝑖

= 0,   1 ≤ 𝑖 ≤ 𝑝   (2.10) 

Using equation (2.10) and the equation for the total squared error, we obtain: 

 

∑ 𝛼𝑘
𝑝
𝑘=1 ∑ 𝑠(𝑛 − 𝑘)𝑠(𝑛 − 𝑖)𝑛 = −∑ 𝑠(𝑛)𝑠(𝑛 − 𝑖)𝑛 ,                  1 ≤ 𝑖 ≤ 𝑝  (2.11) 

 

 In order to estimate the values with equation (2.11), we use the Autocorrelation Method. 

The Autocorrelation method has been shown to be effective in speech processing [45, 46]. Going 

back to the discussion of autocorrelation in the previous section, equation (2.11) can be 

simplified to: 

 

∑ 𝛼𝑘
𝑝
𝑘=1 𝑅(𝑖 − 𝑘) = −𝑟(𝑖),                                1 ≤ 𝑖 ≤ 𝑝    (2.12) 

where 𝑟(𝑖) = [𝑟(0), 𝑟(1), … , 𝑟(𝑝)]T is the autocorrelation vector, 𝛼𝑘 = [𝛼1 ,𝛼2, … ,𝛼𝑝]T is the 

filter coefficient vector, and 𝑅(𝑖 − 𝑘) = �
𝑟(0) … 𝑟(𝑝 − 1)
⋮ 𝑟(0) ⋮

𝑟(𝑝 − 1) … 𝑟(0)
� is the symmetric toeplitz 

autocorrelation matrix. We can now solve for the LP filter coefficients. 
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 In many areas of speech processing, LPC's have shown excellent results with the 

development of efficient LPC calculating algorithms [41, 44]. One of the many important speech 

parameters that an LPC algorithm helps us to obtain are cepstrum coefficients, which will be 

further discussed in Section 2.2. 

 

2.2 Cry Pattern Recognition 

 Short-term processing was discussed in the previous section as a means of being able to 

process a non-stationary speech signal. In our research, we want to process signals in order to 

automatically classify every second of a recording as either baby-cry or non-cry. In order to do 

so, we need to find a set of features that have proven to best describe baby-cry. Speech 

recognition has been a subject of study for quite some time, as opposed to baby-cry recognition, 

which has a more recent history. Since both adult speech and baby-cry recognition are similar in 

origin, the features studied and tested in baby-cry pattern recognition stem from those used in 

adult speech recognition. From here on we will replace the use of the term 'speech' with 'baby 

cry' for the sake of consistency and relevance to our specific work. The next subsections will 

discuss feature selection, and then later a more detailed discussion of the features used in our 

study is given. 

 

2.2.1 Feature Selection 

 The data inputted to a baby-cry recognizer consists of both relevant and irrelevant 

information. Features play the important role of minimizing or ignoring the irrelevant 

information while maximizing or highlighting the relevant information that is presented to the 
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classifier. The classifier then sorts the information described by the features into designated 

classes. Ideally, although generally impossible, we would like our features to [41]: 

1. Vary widely from class to class 

2. Be insensitive to extraneous variables (environment, recorder noise, etc.) 

3. Be stable over long periods of time 

4. Be frequently occurring 

5. Be easy to measure 

6. Not be correlated with other features 

In a more quantitative description, we should aim to select features leading to a large between 

class distance and small within class variance in the feature vector space [47]. This means that if 

we have N  extracted features for each short-term window, these features are all set alongside 

each other creating a feature vector x for that specific short term window: 

x = [feature 1 value, feature 2 value, feature 3 value,..., feature N value] 

This vector is a point in an N-dimension feature space. Now, assume that all of the short-term 

feature vector points are plotted in this N-dimension feature space. In order to classify these 

vector points into our desired classes, a pattern needs to be found. This can be done if we put up 

dividing walls in the feature space for each desired class. Thus, each class is defined by a set of 

dividing walls or decision boundaries. Once these decision boundaries (hyperplanes) are defined 

for each class, our classification problem is solved.  

 

 One big problem in studies that involve feature extraction, is the huge number of features 

to choose from. Trying to find the optimal features for  a specific application is a difficult task. 

Therefore, some features are often chosen intuitively. Looking at the results of related research 
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and having some knowledge of anatomy, phonetics, etc. helps build a better intuition of which 

features might work well for a specific application.  

 

2.2.2 Features used in this study 

 The features used in our study were chosen in the following manner. Initially we looked 

at frequently used features in speech processing. Then, from those features, we chose speech 

processing features that were also applied in various baby-cry research that has shown promising 

results [28, 34, 35, 30, 36, 33]. 

 

Short-Term Energy (STE): 

 The energy associated with baby-cry is time varying in nature. The interest of any 

automatic processing of baby-cry, is to know how the energy varies within a short term region of 

the signal. As mentioned before, acoustic signals generally consist of voiced, unvoiced and 

silence regions. The energy associated with the voiced region is large compared to the unvoiced 

region. The silence region will have negligible energy. Short-Term Energy is defined as: 

 

𝑒(𝑚) = ∑ (𝑠(𝑛)𝑤(𝑚 + 𝑛)𝑀−1
𝑛=0 )2    (2.13) 

 

where 𝑠(𝑛) is the recorded signal, 𝑤(𝑛) is the window function, and the remaining parameters 

are defined following equation (2.1). 

 

 

 



18 
 

 
 

Short-Term Zero Crossing Rate (ST ZCR): 

 The Zero Crossing gives information about the number of zero-crossings present in a 

given signal or in other words, the number of times at which the sign of the signal changes from 

positive to negative and vice versa. Intuitively, if the number of zero crossings is large in a given 

signal, then the signal is changing rapidly and accordingly the signal may contain high frequency 

information. Similarly, if the number of zero crossings is small, the signal is thought to be 

changing slowly and may contain low frequency information. The ZCR gives us indirect 

information about the frequency content of the signal. For a stationary signal 𝑥(𝑛), the total 

number of zero crossings is defined as: 

 

𝑧 = (1
2
)∑ |𝑠𝑔𝑛(𝑥(𝑛)) − 𝑠𝑔𝑛(𝑥(𝑛 − 1))|∞

𝑛=0    (2.14) 

where  

𝑠𝑔𝑛(𝑥(𝑛)) = �1,        𝑖𝑓 𝑥(𝑛) ≥ 0
−1,     𝑖𝑓 𝑥(𝑛) < 0

� 

 

 With the stationary case in mind, the ST ZCR of s(n) can be expressed as: 

 

𝑧𝑐𝑟(𝑚) = 1
2𝑀
∑ |𝑠𝑔𝑛(𝑠(𝑛)) − 𝑠𝑔𝑛(𝑠(𝑛 − 1))|𝑤(𝑚 + 𝑛)𝑀−1
𝑛=0   (2.15) 

 

Again all parameters are defined following equation (2.1). 
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Cepstral Coefficients: 

 LPC derived cepstral coefficients have shown best recognition accuracy in automatic 

speaker recognition [48], and they are commonly used in recent baby-cry recognition research 

[28, 35, 33]. Cepstral coefficients give high speaker recognition accuracy, and are invariant to 

fixed linear spectral distortions from recording and transmission environments [48]. Results have 

been shown to be similar whether the Cepstral Coefficients were computed with Fourier 

Tranforms or with LPC's, but the LPC method is twice as fast [49]. Once the filter coefficients 

for the Linear Predictive All-Pole model for a frame of the baby-cry signal using the 

Autocorrelation Method are calculated, the Cepstrum Coefficients are computed as follows: 

 

�
𝑐1 = 𝛼1                                                                                            

𝑐𝑚 = 𝛼𝑚 + ∑ 𝑘
𝑚
𝑐𝑘𝛼𝑚−𝑘                                  1 < 𝑚 < 𝑝 𝑚−1

𝑘=1

�    (2.16) 

 

where p is the order of the predictor, 𝛼𝑖 is the ith linear predictor coefficient, and 𝑐𝑖 is the ith 

Cepstrum Coefficient. 

 

 An LPC in and of itself is not very useful because it is influenced by the frequency 

response of the recording device and the transmission system. Cepstral Coefficients on the other 

hand, have the advantage of presenting a set of parameters that are invariant to any fixed 

frequency response distortions. The mean value for each coefficient over time is subtracted from 

each coefficient function, which yields a signal that minimizes environmental and intra speaker 

effects [48]. 
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 In this section features and the reason for their extraction was discussed. In the next 

section we will discuss how to use these feature vectors to discover patterns that will allow us to 

distinguish baby-cry from other sounds.  

 

2.3 Cry Pattern Classification 

 In previous cry research, various computer classification methods were used to help 

distinguish cry from non cry, normal from various pathological cries, or different baby sounds. 

The more commonly used methods are the Hidden Markov Model [28, 50, 51] and Neural 

Networks [35, 30, 36, 37, 31, 33, 32, 27] . In our research, Neural Networks were used for 'cry' 

and 'non-cry' classification of the recordings on a second by second basis.  

 

 Neural Networks came from the idea to systematically model the workings of the human 

nervous system. In practice, Neural Networks consist of a set of nodes and a set of links. The 

nodes correspond to neurons and the links correspond to the data flow between the neurons. 

Through these links, a series of actions are applied to the inputs of nodes based on our desired 

output.  

 

Figure 5: An artificial neural network analogous to a biological neuron 
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An analogy of the mathematical model and the biological system is shown in Figure 5. 

As can be seen, these actions consist of weights, biases, summations, and a function applied to 

the output of a node, based on our desired output. Weights and biases are generally scalars, and 

the function applied generally depends on the system being modeled and the chosen training 

method to be implemented. The neurons connected in a layered network are configured so that 

the output of every neuron in a layer is inputted to every neuron in the consequent layer.  

 

 Before choosing the training method by which we want to train our Neural Network, we 

need to determine its learning path. A Neural Network can either learn with supervision, known 

as Supervised Learning, or without supervision, known as Unsupervised Learning. Supervised 

learning occurs when the Neural Network  is trained with an input training data set and a desired 

output target vector. The Neural Network adjusts its weights and biases until the error is 

minimized between target output and the network output, given the input training data. 

Unsupervised learning refers to allowing the network to adjust itself given only the input training 

data, but without a target output vector. Unsupervised learning is a type of machine learning 

algorithm used to draw connections between input data without labeled responses. Since the 

examples given to the learner are unlabeled, there is no error or reward signal to evaluate a 

potential solution. Machine learning algorithms can adaptively improve their performance as you 

increase the number of samples available for learning. The most common unsupervised learning 

method is cluster analysis, which is used for exploratory data analysis to find hidden patterns or 

grouping in data. These clusters are formed based on a measure of similarity defined by metrics 

such as Euclidean or probabilistic distance. 
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  In this study, we want to automatically classify every second of recorded data as cry or 

non-cry sound. All recordings were individually listened to by a person that was not the baby's 

parent in order to avoid bias; and each second was classified as cry or non-cry sound. This 

created a Manual Cry Diary which is the target reference for our work. With the existence of the 

Manual Cry Diary, Supervised learning was chosen as our learning path.  

 

 There are a variety of methods used to train Neural Networks using Supervised learning. 

The difference between these methods is in the technique they use to update their weights and 

biases to minimize the error between network output and desired output. These methods have 

been studied in various references [52], along with a summary of many of these methods applied 

in cry research [35, 30, 36, 37, 31, 33, 32, 27]. The most promising and frequently used 

Supervised learning method used in cry research using Neural Networks is Feed Forward Back 

Propagation. The next section will discuss the mathematical details of the Feed Forward Back 

Propagation method. 

 

2.3.1 Feed Forward Back Propagation 

 In the Feed Forward Back Propagation (FFBP) method, initially small random weight 

and bias input values are set and an output vector is calculated based on the input vector. In this 

step since we start from an input vector and end with an output vector, the system is feeding 

forward. In the next step the error between the target output and system output is calculated. This 

error is then back propagated from the output node to the input node. The weights and biases are 

updated based on the error at each node.  The error is recalculated and this process is repeated 

until the error is less than a given threshold or the maximum number of epochs (the number of 
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times the system adjusts its weights and biases from input to output after error calculation) is 

reached. 

 

 The weights and biases are generally updated based on the gradient decent optimization 

approach. In order to find the optimal weight and bias values using gradient descent, back 

propagation takes steps proportional to the negative of the gradient of the error surface at the 

current point. This method leads towards a global error minimum along the steepest vector of the 

error surface. Since the nature of this error space cannot be known beforehand, neural network 

analysis often requires a large number of training runs to determine the optimal solution. 

 

 The FFBP algorithm can be mathematically summarized as follows: 

𝑎0 = 𝑖𝑛𝑝𝑢𝑡       (2.17) 

𝑎𝑚 = 𝑓𝑚(𝑊𝑚.𝑎𝑚−1 + 𝑏𝑚) ,     𝑚 = 1,2, … ,𝑀   (2.18) 

Equations (2.17-2.18) summarize the Feed Forward step of the FFBP algorithm.  The index  𝑚 

indicates the layer number meaning that m M=  is the output layer number. The function 𝑓 is the 

network activation/transfer function. Neurons can use any differentiable activation function to 

generate their output. The vector ma  is the output vector of the 𝑚th layer, while 𝑊and 𝑏 are the 

weight and bias vectors respectively.  

 

 In the error Back Propagation step, the error in the output vector is calculated as follows: 

𝜀𝑀 = (𝑡𝑀 − 𝑎𝑀).𝑓′(𝑎𝑀−1)     (2.19) 
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where 𝑡 is our target vector, and 𝑓′ is the derivative of the network activation function. The 

network activation function for FFBP is usually the sigmoid or hyperbolic tangent function by 

default because these functions have derivatives that can easily be calculated.  

 

 The error vector for all other layers except the output layer is then calculated with the 

following relation: 

𝜀𝑚 = (∑𝜀𝑚+1.𝑊𝑚+1)𝑓′ (𝑎𝑚−1) ,     𝑚 = 𝑀 − 1,𝑀 − 2, … , 1   (2.20) 

 

 Using the calculated values obtained in equations (2.17 - 2.20), the updated weights and 

biases are calculated as follows: 

𝑊𝑛𝑒𝑤
𝑚 = 𝑊𝑚 +  𝛾. 𝜀𝑚.𝑎𝑚−1 ,     𝑚 = 1,2, … ,𝑀    (2.21) 

𝑏𝑛𝑒𝑤
𝑚 = 𝑏𝑚 +  𝛾. 𝜀𝑚 ,     𝑚 = 1,2, … ,𝑀     (2.22) 

where 𝛾 is the learning rate. The learning rate applies a greater or lesser fraction of the respective 

adjustment to the old weight. If this factor is set to a large value, then the neural network may 

learn more quickly requiring less training runs, but if there is a large variability in the input set 

then the algorithm may oscillate and become unstable. On the other hand, if the learning rate is 

too small the algorithm will take too long to converge. Therefore it is not realistic to expect to 

find the optimal setting for the learning rate before training. Often the better solution is to have 

an adaptive learning rate that attempts to keep the learning rate as large as possible while keeping 

learning stable by changing the learning rate based on the complexity of the local error surface.  

 

 An adaptive learning rate attempts to keep the learning step size as large as possible 

while keeping learning stable.  It does so by calculating  new weights and biases at each epoch 
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based on the current learning rate. New outputs and errors are then calculated and if the new 

error is greater than the old error by more than a predefined ratio, the new weights and biases are 

discarded and the learning rate is decreased. If the new error is less than the old error, the 

learning rate is increased by multiplying the learning rate by a predefined ratio. This procedure 

increases the learning rate, but only to the extent that the network can learn without large error 

increases resulting in a near-optimal learning rate for the local terrain.  

 

 Once a Neural Network is 'trained' to a desirable level it may be used as a classification 

tool on other data. Hence the user no longer specifies any training runs and instead the newly 

trained network only needs to forward propagate. New inputs are presented to our customized 

network where they are filtered and processed by the middle layers as if training were taking 

place, however at this stage the output is retained and no back propagation occurs [53]. 

 

 MATLAB version R2009 was used throughout this project. The Neural Network Toolbox 

in MATLAB was used to implement the Neural Network described above. The newff function 

creates the FFBP network, based on the parameters we choose. Our FFBP NN has 12 neurons, 

and one hidden layer, making a total of 2 layers including the output layer. The transfer function 

of each layer can also be individually chosen. In our NN we chose the 'tansig' function for the 

hidden layer and 'purelin' for the output layer. Our NN training function is set to use the Gradient 

Decent with Adaptive Learning Rate ('traingda'). Another useful parameter is the number of 

epochs. An epoch corresponds to the entire training set going through the entire network once. 

We set the number of epochs to 200, therefore the weights and biases of our NN can be updated 

up to 200 times or until our set error goal of 5e-2 is achieved when tested on the training set.  



3. RESULTS 

 

3.1 Data Acquisition  

 The recordings used in this project were obtained by Dr. Tracy Magee of the College of 

Nursing. The procedure involved in obtaining these recordings included recruiting participants 

based on a series of requirements, teaching each participants' guardian the proper use of the 

recording system, and obtaining manual cry diaries after the 24-hour recordings were completed. 

The following sub sections offer greater details regarding the aforementioned. 

 

3.1.1 Research Participant Requirements and Recruitment  

 Before any data can be recorded, participants had to be recruited and evaluated to fit the 

study needs and requirements. The inclusion criteria to participate in this research study 

included: 1) The infant needs to be born full term, and at the time of recording be between the 

ages of 4 weeks and 16 weeks 2) mother must be at least 18 years of age; and 3) mother must be 

able to read and write English. Exclusion criteria included: 1) the parent is not the legal guardian, 

2) active family involvement of the Illinois Department of Children and Family Services 

(DCFS), and 3) known drug use in the home. Infants were not excluded for low birth weight.  

Parents were not excluded for known medical conditions.  Only English speaking mothers were 

recruited for this feasibility study for two reasons: 1) the principal investigator (PI) is English 

speaking and to understand the challenges and barriers to this research, accurate and timely 

communication is critical; and 2) the tools being used are not all readily available in other 

languages and translation of the tools is timely and costly and would not advance the aims of this 

methodology study.  

26
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 Research participant recruitment was conducted in the outpatient pediatric primary care 

center and an outpatient women’s health center of a large urban, Midwestern medical center, and 

the Fussy Baby Network.  Approximately 60 newborns per month are seen in the primary care 

pediatric clinic.  All of the recruitment sites serve large, urban areas that reflect the racial/ethnic 

composition of Chicago as reported in the 2010 census: Hispanic (29%), Caucasian (31%), 

African American (33%), and Other (7%). Infants referred to the Fussy Baby Network routinely 

have a complete medical work up in an attempt to find a medical reason for the crying.  This 

workup most often includes: complete physical examination, dietary alterations, and often a trial 

of medication for gastroesophogeal reflux (GER).  Approximately 30 infants and their families 

are enrolled monthly at the Fussy Baby Network.  Once the research participants were recruited 

and passed the inclusion criteria, they were individually trained in their home setting on the use 

of the recording system. 

 

3.1.2 The Recording System  

 A small commercially available recorder was used to acquire infant vocalizations for 24 

hours in the home and was able to provide recordings of sufficient quality for developing an 

automated analysis of crying. The recording system (Advanced Security Products model number 

MBR 565) is a small, battery (two AAA cells) operated, digital voice recorder that is completely 

self-contained. In voice mode it has a bandwidth of 4 KHz. The recorder has a 2 GByte memory, 

giving it a capacity to hold 116 hours of super high quality (SHQ) voice recordings.  The 

recordings are uploaded to a PC via the recorder’s USB port, and then they are converted to MP3 

format.  The size of the recorder is 3-7/8" tall x 1-1/4" wide x 5/8" thick.  Each family received 
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two recorders.  Even though the recording system can record for more than 24-hours, the battery 

life is 12 hours, requiring two recording systems per family. 

 

 These tiny portable recording systems were housed in a vocal recording vest system 

(VRV), to record  naturally occurring infant vocalization including in-the-home sounds. The 

VRV was found acceptable to parents, did not interfere with the daily activities of the mother, 

the infant, or with mother-infant interactions.  

 

3.1.3 The Manual Cry Diary  

 Research suggests that normal infants between the ages of 4 weeks and 16 weeks cry on 

average 1-2 hours per day.  Given this, we anticipated 24 hours of recording will result in 

approximately 60-120 minutes of crying per infant. Using 24-hour cry data collected in the 

homes with the VRV from 7 normal infants, manual cry diaries (reliable master) were obtained 

that reflect the number of cry events and number and duration of cry episodes. Two trained and 

blinded research assistants (RA) listened to and transcribed sound data from the 24-hour 

recordings collected in the homes and created a manual cry diary that served as the master from 

which to establish the reliability of the computer generated cry diary.  Only crying sound was 

transcribed.  In the manual cry diary, the RA recorded the number of cry events (a cry lasting at 

least one second). By comparing the number of occurrences of cry events generated by the two 

methods (automated and manual cry diary) we will validate the accuracy of the baby-cry data 

extraction algorithm.  
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3.2 Data Processing  

 The 24-hour recordings were digitized and converted into wav format using Switch 

Sound File Converter, with a sampling rate of 8000 samples per second and 16 bit resolution. 

Wav file recordings were then time gated and separated into individual wav files, using Direct 

MP3-WAV Splitter software for two purposes. Direct MP3-WAV Splitter was used to separate 

various 1 minute cry and non-cry samples to train the Neural Network in recognizing cry from 

non-cry sound. Cry recordings also needed to be divided into 5 minute wav files so they could be 

processed in MATLAB. MATLAB was found to run out of memory when wav files were longer 

than 5 minutes long. Therefore the recordings were split into 5 minute segments and processed 

one by one in MATLAB for each 24-hour recording. 

 

 In our algorithm, MATLAB processes each segment and then categorizes each second as 

‘cry’ or ‘non-cry’ based on a list of criteria. The output of the program is a series of 1’s (cry) and 

0’s (no cry) known as the ‘cry vector’ for every second of the 24-hour recordings. The duration 

of a cry episode and/or all the cry’s in the recording can then be easily determined from this cry 

vector. A graphical explanation is shown below: 
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Figure 6: Comparison of Manual vs. Automatic Cry Diary using cry vectors 

 

Once the Manual and Automatic Cry Diary Vectors are obtained, they can be compared in order 

to determine the efficiency of the algorithm used to obtain the Automatic Cry Diary. 

 

 Most of our algorithm has been explained in one form or another in Sections 2.2.2 and 

2.3.1. The overall process of Automatic Baby Cry Diary is summarized in Figure 7. 
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Figure 7: Graphical Description of Automatic Baby Cry Diary Program 

 

 After the raw recordings are formatted and digitized, the signal is low-pass filtered at 3 

kHz in order to smooth the signal. A pre-emphasis filter with a transfer function of 1-0.95z-1 was 

also used prior to analyzing the signal in order to remove dc components and relatively flatten 

the spectrum so as to reduce the effect of the glottal waveform and lip radiation characteristics 

[28]. After low-pass filtering and applying the pre-emphasis filter, the signal needs to be 

windowed for analysis. The hamming and rectangular windows are mentioned in many speech 

processing texts. The hamming window is probably the most commonly used in speech 

applications because the rectangular window gives maximum sharpness but has large side-lobes 
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(ripples) in the frequency domain, while the hamming window blurs in frequency but produces 

much less side-lobe leakage. The large side-lobes in the rectangular window have been shown to 

mask higher formants when used to calculate common speech features like autocorrelation [41]. 

In our work, a sliding hamming window is used with a width of 32 ms and an overlap (sliding 

step) of 10 ms. 

 

 After filtering and windowing the signal, we extracted the 12 features used in this study 

that were described in Section 2.2.2. So for every window (time frame), we have a 12-dimension 

feature vector describing that window based on its energy, zero-crossing rate, and its first 10 

cepstrum coefficients. The neural network is trained using various 1 minute samples of cry and 

non-cry from our recordings. Each 1 minute sample is set as 1 if it is 1 minute of cry and 0 if it is 

a non-cry sample in the Target vector. The Neural Network is then trained based on the feature 

vector associated with each sample and its respective Target value. Once this step is completed, 

the entire cry recording is ready to be classified as cry or non-cry for every window using the 

newly created Neural Network. The NN classifies every sliding window as cry or non-cry, while 

the Manual Cry Diary is classified as cry or non-cry every second. The NN also classifies each 

frame independently of the frames directly before or after it. The Manual Cry Diary (MCD) is a 

good tool in detecting the cry episodes, because a trained listener is aware of when a cry episode 

begins and ends regardless of minor breaks in the cry continuity. On the other hand the NN does 

a much better job of classifying individual cry events. So we needed to post-process the FFNN 

results in order to solve these issues in order to compare the Manual and Automatic Cry Diary 

(ACD) vectors for all the recordings. A Moving Average Filter is a surprisingly simple technique 

that solved a major portion of these issues, allowing us to use the FFNN results as a method that 
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identifies cry episodes much better than just individual cry events. For every frame, the Moving 

Average Filter averages the classification results of a 2 second span (1 second prior and one 

second after). Then depending on whether or not the average of a frame is above or below our 

tested threshold of 0.45, the new classification of that frame is set as 1 or 0 respectively and we 

can now move from the frame realm to the second realm . We can now move from the frame 

realm to the second based realm and are ready to compare the Manual and Automatic Cry Diary.  

 

3.3 Tabulated Results  

 Results were initially evaluated based on individual recordings. So each recording had a 

custom FFNN that was trained using samples from that individual recording. The results 

summarized in the Table 1 below show that our approach is promising. 

 

Recording Name Total Recording  
Time (seconds) 

Error (seconds) Correlation 
between ACD and 
MCD 

MNRS 2 64800 702 
 

98.9% 
 

MNRS 3 52200 2371 95.5% 
 

MNRS 4 53700 755 98.6% 

MNRS 5 86400 1181 98.6% 

MNRS 7 86400 2533 97.1% 

MNRS 9 86400 5895 93.2% 
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MNRS 10 86400 7394 91.4% 

 

Table 1: Individual Recording Results 

 

 Our next step in training and testing a Neural Network that could be used in our 

Automatic Cry Diary involved training a new NN based on training sets from multiple 

recordings. Then we looked at the classification results when this new NN was used in 

generating an Automatic Cry Diary for recordings that had no samples included in training set of 

the NN. We stopped adding training samples from new recordings once our results changed 

drastically as a result of over fitting. Ultimately recordings MNRS 7, 4, and 3, were involved in 

training the Automatic Cry Diary's FFNN. The classification results are shown in Table 2. 

 

Recording Name Total Recording  
Time (seconds) 

Error (seconds) Correlation 
between ACD and 
MCD 

MNRS 2 64800 1215 98.1% 

MNRS 5 86400 1178 98.6% 

MNRS 9 86400 2072 97.6% 

MNRS 10 86400 2692 96.9% 

 

Table 2: Automatic Baby Cry Diary Results 
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3.4 Analysis  

 The results observed in Table 2 give us assurance that the Automatic Baby Cry Diary can 

successfully estimate the length of time a baby cry's in a natural setting. The Correlation is 

simply the Error divided by the Total Recording Time. The Error is calculated by summing the 

difference, in seconds, between the Automatic Cry Diary and Manual Cry Diary for every five 

minutes of recorded time. This made it much easier to determine not only cry events, but 

correctly identified cry episodes. It enabled us to troubleshoot problem time ranges rather than 

individual second by second errors. Many of the error seconds were correctly identified as non 

cry or cry, because although the Manual Cry Diary is supposed to identify every cry event, many 

of the identifications are based on a continuous range of seconds being identified as cry purely 

because they are part of a cry episode. Baby fussing was also identified as cry in many instances 

of the Manual Cry Diary, which was not identified as such in the Automatic Cry Diary. What 

could not be changed in this project was the way the Manual Cry Diary was written, but what 

could be changed was the way the Automatic Cry Diary should identify cry. The Automatic Cry 

Diary needed to work more like a human, and it was from this analysis that we reached several 

post processing approaches before succeeding with the Moving Average Filter approach in the 

post processing phase. For four completely different babies in completely different settings, our 

Automatic Baby Cry Diary has matched the Manual Cry Diary by up to 98.6%, with the worst 

correlation being 96.9%. Therefore the worst correlation is still almost 2% better than our target 

of 95% correlation.  

 

 

 



4. CONCLUSION 

 

4.1 Summary 

 Until now, the standard of measurement in the study of baby cry abnormalities has been a 

written cry diary. The problem is that cry diaries produced in the home by parents produce 

inconsistent and unreliable data. Research has shown that many parents perceive baby crying 

five times greater than actual crying time. Parent perception of baby-cry, temperament and 

behavior has been shown to be influenced by personal characteristics such as anxiety, depression 

and social support.  In this study our goal was to propose a possible solution for this problem by 

automating the generation of a baby-cry diary. 

   

 For the past twenty years, work published in the area of baby-cry processing became 

more focused on a specific application. Based on the application, attempts to try various 

combinations of features and classification methods to obtain the optimal combination for use in 

a clinical setting were made.  This being said, all of the previous work on baby-cry analysis has 

been done on baby-cry samples (as opposed to whole cry recordings), typically induced, and 

always in quiet environments. But this requires manual monitoring or extraction of baby-cry that 

has been recorded in a quiet environment. Time wise, this is not clinically practical. 

 

 Our recordings were done over a 24-hour period in the natural home environment. The 

various sounds that have comparable energy or overlap baby-cry both in time and frequency 

were included in the recordings. Our work automatically identifies natural baby-cry in the home 

environment which is different from all of the cry research done thus far. Our work will help 
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create a more efficient baby-cry diary for more accurate diagnoses of  babies with certain 

conditions such as Colic in the comfort of their home. 

 

 The creation of our cry diary began with the study of the basic principles of speech 

processing. This led us to developing a Neural Network that would best classify baby-cry and 

non-cry in a natural setting using features that would be extracted from each ST frame. In the end  

our Automatic Baby Cry Diary model consists of a 12-D Feature Vector and a FFBP NN. The 12 

features include ST Energy, ST Zero Crossing Rate, and the first 10 Cepstrum Coefficients. The 

NN weights and bias values are updated using GDA optimization.  Our NN was trained with cry 

and non cry samples of  three of our 24 hour recordings. Our ACD has been tested on four of the 

24-hour baby recordings with ACD and MCD correlating up to 98.6%, with the lowest being 

correlation being 96.9%.  

 

 Based on these results, we believe our Automatic Baby Cry Diary shows strong promise 

in developing practical baby-cry analysis tools to aid physicians in diagnosing baby diseases 

such as Colic. It is important to note however, that different baby diseases may have different cry 

patterns that may call for slightly modified parameters to better identify each individual disease. 

Therefore a universally valid ACD may be difficult to define, but the methodology and concepts 

established in this research, are universally applicable. 

 

4.2 Recommendations for Future Work  

 Although this project has ended with promise, there were a few problems along the way 

that can be avoided in future studies. The most prominent of these issues was having to work 
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with recordings and Manual Cry Diaries taken and written by someone unfamiliar to the 

engineering field. In the future, I would recommend the engineer working with the data or at 

least familiar with basic signal processing research take the recordings. Also, the engineer and 

person involved in writing the Manual Cry Diary should clearly define what is cry and what isn't 

before writing the Manual Cry Diaries. Many of the seconds were incorrectly recorded in the 

Manual Cry Diary because fuss and any type of noise the baby made that possibly signaled 

discomfort was recorded as cry. Other times many seconds were classified as cry in the Manual 

Cry Diary maybe because they seemed to be part of the same cry episode, while they were 

physically not cry. This made it very difficult to define what is cry and non cry from a computer 

standpoint, and the results were not good during such time periods.  

 

 Another problem, which caused bad results, occurred when caregivers would sing to the 

baby. It might be hard to believe, but baby-cry is harmonic, just like singing. This can be clearly 

seen from looking at a simple spectrogram. So when we are looking at the frequency properties 

of a normal cry, we see that over time the cry smoothly moves from one frequency to the next 

without discontinuities. For this reason, we believe that the computer would mistake singing with 

crying in the Automatic Cry Diary. Therefore for future recordings, it would be a good idea to 

ask the guardian to avoid singing during the 24-hour recording period.  

 

 One other interesting problem we noticed, was that the NN is trained to classify cry in 

general, regardless of whether this is the cry of one baby, or many babies in the same recording. 

A person can tell the difference between one baby's cry from another baby's cry, but the 

Automatic Cry Diary is trained to identify any baby-cry. This created some bad correlation 
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results in one of the recordings, where there was another child in the recording whose cry was 

different from the baby of interest, but was nonetheless still cry. Therefore for future recordings 

in order to avoid this problem, we recommend only the baby of interest be heard in the 

recording.  

 

 In the future we believe this work can help the diagnosis of baby diseases like Colic. 

Colic is currently mainly identified using a parent's written diary and based on the number of 

hours a baby cries in a day, which is more than three hours if the baby has Colic. The Automatic 

Cry Diary will help not only identify Colic based on the amount of cry, but also Colic cry 

characteristics, which many caregivers are unfamiliar with and not considered in the written cry 

diary. Another direction this research might be helpful in, is in identifying a baby based on 

his/her cry when there is more than one baby in the same environment. 

 

 We have presented a good foundation for this work that has presented good results for 

normal cries. We would like to optimize this algorithm using other NN methods, varying the NN 

parameters, and adding or evolving features with the hope of even better, more robust results for 

varying applications. One of the other features we would like to use is the Mel Frequency 

Cepstrum Coefficient instead of Cepstrum Coefficients. Other good features worth testing are 

sound quality metrics that are very commonly used to describe mainly industrial machinery 

sounds.  
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APPENDIX 
 

The two main MATLAB programs used in this project are given below. 
 
*****************FEATURE VECTOR EXTRACTION************** 
function [Feature_Vector] = AIO_preprocess(x,Fs); 
 
    L=length(x); 
    NFFT = 2^nextpow2(L); % Next power of 2 from length of y 
    X = fft(x,NFFT)/L; 
    f = Fs/2*linspace(0,1,NFFT/2+1); 
 
lp_filter = fir1(40, 0.75,'low');  
LPFx=conv(x,lp_filter,'same'); 
  
    L2=length(LPFx); 
    NFFT = 2^nextpow2(L2); % Next power of 2 from length of y 
    LPFX = fft(LPFx,NFFT)/L2; 
    LPFf = Fs/2*linspace(0,1,NFFT/2+1); 
 
Pre_emph = filter([1 -.95],[1],LPFx);   %removes DC components and flattens 
spectrum to reduce effects of glottal waveform 
L1=length(Pre_emph); 
y=Pre_emph; 
  
%Hamming window to compute short term energy. 
    %we want a 32msec frame, with 10msec step size. 
     
 Frame_size=.032; 
 Frame_shift=.010; 
 window_length=Frame_size*Fs; 
 step_size=Frame_shift*Fs; 
 sum1=0;  
 energy=0; 
  
%Hamming Window 
w=window(@hamming,window_length);   
  
%Compute Short-Term Energy 
jj=1; 
    for i=1:(floor(L1/step_size)-ceil(window_length/step_size))       
        for j=(((i-1)*step_size)+1):(((i-1)*step_size)+window_length) 
            y(j)=y(j)*w(jj); 
            jj=jj+1; 
            yy=y(j)*y(j); 
            sum1=sum1+yy; 
        end 
        energy(i)=sum1; 
        sum1=0; 
        jj=1; 
    end 
    w=0; 
    STE=energy'; 
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 APPENDIX (continued) 
 
%Compute zero crossing rate 
w=window(@hamming,window_length);   
  
sum11=0; zcr=0; 
kk=1; 
    for m=1:(floor(L1/step_size)-ceil(window_length/step_size)) 
        y(((m-1)*step_size)+1)=y(((m-1)*step_size)+1)*w(kk); 
        kk=kk+1; 
        for k=(((m-1)*step_size)+2):(((m-1)*step_size)+window_length) 
            y(k)=y(k)*w(kk); 
            kk=kk+1; 
            yy=y(k)*y(k-1); 
           if(yy<0) 
                sum11=sum11+1; 
           end 
        end 
        zcr(m)=sum11/(2*window_length); 
        sum11=0; 
        kk=1; 
    end 
    w=0; 
    ZCR=zcr'; 
  
  
% ST Autocorrelation  
sum111=0; AC=zeros(size(STE),256); Au=zeros(size(STE),11); 
CEPSTRUM=zeros(size(STE),11);  
for u=1:(floor(L1/step_size)-ceil(window_length/step_size)) 
    v=1; zz=0; 
    for z=(((u-1)*step_size)+1):(((u-1)*step_size)+window_length) 
        zz(v)=y(z); 
        v=v+1; 
    end 
    autocorrelation=zeros(1,256); 
    for q=0:(length(zz)-1)       
        sum111=0;                        
        for h=1:(length(zz)-q) 
            s=zz(h)*zz(h+q); 
            sum111=sum111+s; 
        end 
        autocorrelation(1+q)=sum111;    %autocorrelation matrix for window u 
    end 
     
    AC(u,:)=autocorrelation; 
  
    %Computation of LPC based on "Levinson-Durbin" & error 
    r=0; 
    r=AC(u,:); 
    p=10; 
    [a,e] = levinson(r,p); 
    Au(u,:)=a; 
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 APPENDIX (continued) 
 
    %Cepstral coeffiecients(first 10 LPC derived cepstral coefficients) 
    alpha=a;                 
    cep=0; 
        for d=1:(p+1) 
            cep(d)=alpha(d); 
            for t=1:d-1 
                cep(d)=cep(d)+(t/d)*cep(t)*alpha(d-t); 
            end 
        end 
        
     CEPSTRUM(u,:)=cep; 
end 
  
Feature_Vector=[STE ZCR CEPSTRUM]; 
 
(2)*****************AUTORUN*********************** 
 
clear all; 
tic 
   
for i=1:288 
    
   x=['MNRS10\MNRS10_5min\MNRS10_',num2str(i),'.wav'];     
   [x, Fs]=wavread(x); 
   [Feature_Vector] = AIO_preprocess(x,Fs); 
   Feature_Vector(:,3)=[]; 
   Feature_Vector=Feature_Vector'; 
   load net_MNRS743gda; 
   outcome = sim(net,Feature_Vector); 
   y=['MNRS743219\RMNRS743219_10gda\RMNRS10nopostprc_',num2str(i)]; 
   save(y,'outcome') 
   SmoothMA=smooth(outcome,200); %moving average with a span of 200 (2 
seconds) 
   index = find(SmoothMA>(.45)); %locate all indices greater than 0.45 
   numberOfElements = length(index); %sum the number of frames that were 
greater than 0.45 
  
   Smooth_cry_sum_sec=numberOfElements/99; %number of seconds that were 
classified as cry 
   
smoothTime=['MNRS743219\RMNRS743219_10gda\RMNRS10_SMOOTHcrysum\RMNRS10_SMOOTH
crysum_',num2str(i)]; 
   save(smoothTime,'Smooth_cry_sum_sec') 
   clear all; 
   i=i+1; 
  
end    
************************************************* 
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