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SUMMARY

Biogas is a green fuel generally produagagricultural or household waste, whose range
of applications has become wider and wider in regears. The present work is divided into two
parts which cover two different fields of applicatj by investigating both chemical and
electrochemical energy production through the ddsagas. On one hand, the first part presents
an extensiveCHEMKIN simulation analysis of biogas when involved in tiplé combustion
processes, with equilibrium composition, laminagrpixed flames, and partially premixed flames
being the main topics to be covered. On the ottardhthe second part includes a wide
experimental analysis of biogas when directly fegda tubular anode-supported fuel cell
provided byEdison S.p.a.- Centro Ricerca e Sviluppoofarello (Torino, Italy), as well as the
implementation and validation of a numerical modeVeloped withCanteraand MATLAB for
predicting the final composition of the anode extagases and the mole-fraction profiles of main

chemical species along the anode channel.
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CHAPTER 1

INTRODUCTION

1.1 Motivations and Aims

The present work aims to show how bioges/ represent an important and precious
alternative to conventional methane in feeding ipldttypes of machines apt to produce energy
through both the traditional and consolidated tldrmachines (whose operation is based on a
series of chemical reactions) and the innovativd anomising electrochemical generators
(exploiting electrochemical reactions). Biogas doplay an important role for both energy
pathways, even though they are significantly déferfrom each other, and may create a great
interest when investigating which of the two patbeld lead to the best future perspectives.

In particular, the intent of the first parttbis study is to outline how biogas can succebsful
be used in diesel generators as an effective atigento methane, whose behavior when feeding
diesel engines has been extensively studied imtgears. This can be demonstrated by carrying
out a complete simulation analysis on biogas flarmesrder to make an extensive and detailed
comparison between biogas and methane, and toadgadll quantities of interest in a way that
covers and connects all crucial aspects. In faond structure, heat production, and emissions of
pollutants are the main fields to be investigatedyrder to point out how biogas may be capable
to guarantee performances which are close to thbseethane by considerably breaking down
emissions at the same time. The most importantctépibe covered is the study of biogas
partially premixed flames, since it is well-knowmat PPFs widely occur in diesel generators,
where fuel ignites by being premixed with compresae inside the combustion chamber. A
simulation study on biogas capable to show goodopeances and low emissions could
represent a first important step towards a widedyems upon the use of biogas in actual diesel

generators.



On the other hand, the second part ofpitesent work aims to show how biogas can
successfully be used to directly feed solid oxidel fcells for electrochemically producing
energy. In fact, SOFCs do not present the nee@ioftfed with pure hydrogen, since they have
the capability to internally reform biogas by migiit either with carbon dioxide (dry reforming)
or with water (steam reforming). In order to analythe effectiveness of biogas internal
reforming in SOFCs, a detailed numerical model dase pre-existent literature may be built up
to evaluate the cell chemistry and validated thhoageries of experimental tests performed on a
tubular anode-supported SOFC. The main intent isadquire multiple data for different
operational conditions, in order to draw performameaps of the cell, investigate the trend of
main quantities, and analyze the influence of mairniables. At the same time, we want to
perform a deep gas analysis on the cell by coligatixhaust gases and analyzing them through a
gas chromatograph. Once all data are acquired eopebly post-processed, the numerical model
can be validated. Consequently, a powerful togireglict the cell behavior will be available for

any further research.

1.2 Biogas Background

The term biogas typically refers to a gasduced by biological breakdown of organic
matter in an oxygen-free environm@ntin particular, it is produced by anaerobic digestor
fermentation of biodegradable materials. The prinsmurces include biomass, green waste, plant
material, manure, sewage, municipal waste and graeogps. Biogas is produced as a landfill gas
(LFG) by using anaerobic digesters (plants that loarfed with energy crops such as maize
silage, sewage sludge or food waste). The wagpaitisnto an air-tight tank, it is covered and
mechanically compressed by the weight of the nelteéposited above. This material prevents
oxygen exposure thus allowing anaerobic microba$iriwe so that biogas can be released and
collected. Composition of biogas may vary dependinghe source and production process. In

general, the major constituents are methane witicerttrations of 50-75%, carbon dioxide with



concentrations of 25-40%, nitrogen with concertragi of 0-10% and small amounts of water

vapour, oxygen, hydrogen and hydrogen sulphidesoime cases it can also contain siloxanes
(formed from anaerobic decomposition of materi@mmonly found in soaps and detergents),
ammonia, aromatic compounds and other substanaesah also be hazardous for human health.
During combustion of biogas containing siloxandgan is released and can combine with free

oxygen producing deposits which contain mostlycailor silicates, calcium, sulphur, zinc and

phosphorus. Available technologies to remove silexaeposits can be very expensive and
difficult to perform. However, if the deposits excka certain threshold so that the operation is
affected, their removal may be strictly necessary.

Since raw biogas is often of insufficientlyghi quality (for instance, in some cases the
corrosive nature of hydrogen sulphide can compledelstroy the internals of a power plant),
biogas is upgraded or purified by a process ablabsorb and scrub contaminants in the raw
biogas stream. There are three main methods o&bioggrading: water washing, pressure swing
absorption and chemical treatment. Water washimgierally the most commonly used: a high-
pressure gas flows into a column where carbon déeogind other contaminants are scrubbed by
cascading water running counter-flow to the gass Shlution can deliver up to 98% of methane
by taking roughly 3-6% of the total energy thatl&mically available in the final gas. Moreover,
sometimes methane within biogas can be concentwéded biogas upgrader to the standards of
natural gas and becomes biomethane, that can ki instocal gas distribution networks.
Applications for biogas vary from electricity prartion to cooking, space heating, water heating
and process heating. If compressed, biogas cdaceegompressed natural gas for vehicles,
where it can feed an internal combustion engire gystem of fuel cells.

Biogas represents a renewable fuel and it&zatton could address several energy and
environmental issues. In the United States, biegadd generate enough electricity to meet up to
3% of the continent's electricity need and coulteptally help reduce global climate change.

Furthermore, manure that is left to decompose selaitrous dioxide and methane, which are



hazardous gases that warm up the atmosphere mamectrbon dioxide. A single cow could
produce enough manure in one day to generate 3 BiMhectricity through the conversion of
manure into biogas. According to a Webber and @ueld08 stud§, we could reduce 99 million
metric tons of greenhouse gas emissions or aboubf4thte greenhouse gases produced in the

United States.

1.3 Biogas Research and Current Objectives

As most of chemical and engineering research hggestied in recent years, biogas may be
an important alternative to conventional fuels iroducing energy. In particular, the high
methane content in its composition (depending emptiimary source used for production) makes
biogas a direct alternative to methane itself. His tsense, comparisons between biogas and
methane come easy in order to better evaluate ®iogntiality and properties.

Among the most interesting applicationg can mention the use of biogas in running
internal combustion engines for power and heat igeioa. In particular, feeding diesel engines
with biogas has lately become an up-and-comingeissince the latter engines present good
characteristics to be modified for dual-fuel opierat Dual-fuel engines offer higher efficiencies
than their spark-ignited counterparts, and thibasically due to the higher compression ratio
reached. A higher efficiency results in a decreafs¢he fuel consumption and the polluting
emissions (i.e., nitrogen awdrbon oxides), and less particulate is releasékleudiesel engines.
Several experimental investigations have been padd so far for different types of diesel
engines (for single-cylindét* two-cylindef, and four-cylinder engin&y fed with biogas,
with engine performances, exhaust emission charsits, fuel consumption, and efficiency
being the main fields to be investigated. All diffet studies were able to point out how dual-fuel
engines remain an interesting alternative for peodypower, using gases of low energy content
like biogas. Starting from this, the present woknis to clearly provide an extensive combustion

comparison between biogas and methane (whose loehavicombustion processes has been



widely modeled and experimentally validated in reggears), in order to create a strong basis for
further experimental research, by performing a deéesplation study which covers some of the
most important topics in modern combustion (eqtillitm composition, laminar premixed flames,
and partially premixed flames). Since partially preed flames (PPF) widely occur in diesel
engines, they represent the most important issubetacovered in order to provide future
researchers with fundamental information for furtlexperimental investigations on diesel
generators fed with biogas. This is the reason tlbyprimary objective of this work is to set up
the theoretical basis for predicting the behavibsimulated biogas when burning inside PPF
generators.

As biogas can be used to produce mecalaeitergy through a chemical process like
combustion, it can be also used to feed solid oXidg cells in order to electrochemically
produce energy. In fact, due to their particulaarelteristics, SOFCs may offer multiple
advantages when compared both to the traditioeairthl machines and to the so-called PEMFCs
(standing for proton exchange membrane fuel cdllsg. most important advantage is that SOFCs
may be run with other fuels than hydrogen. For thason, current research, which mainly aims
to model both the chemical processes (heterogeneeastions) occurring on the anode
surfac&'® and the electrochemical reactions due to chaegstel’, is strongly trying to model
and experimentally analyze the behavior of hydiooarfuels like methane when directly feeding
SOFCEIMIR2 A5 3 matter of fact, hydrocarbon fuels are capablgo through a process of
internal reforming inside SOFCs and turn into atomi& of synthetic gas (or syngas), basically
composed of hydrogen (which remains the main foefdel cells) and carbon monoxide. In this
sense, by considering biogas to be a simplifiedtuméx of pure methane and carbon dioxide
(representing all contaminants arising from anaeraligestion), the objective of the present
work is to experimentally investigate a tubular d@supported SOFC and to build up and
validate a numerical model (based on previous aliteg'>™) for predicting the final

composition of the exhaust gases coming out ofubkecell as well as the mole-fraction profiles



of main chemical species along the anode channenwdifferent operational conditions are
applied to the cell. In particular, both dry- andasn-reforming processes are to be investigated,

in order to create a useful and complete tool dothier research.



CHAPTER 2

BIOGAS COMBUSTION EQUILIBRIUM

2.1 Introduction

The first part of the following study hasen developed by usi@HEMKIN 4.1 and
CHEMKIN 10101 which are different versions of the same softwareduced byReaction
Design, Inc These two products only differ in some detailmfdpical tools, GUI, convergence of
numerical methods, etc.) by maintaining the sanfid aod powerful computational structure.
2.1.1 CHEMKIN Overview

CHEMKIN a software suite used worldwide in the microeteuts, combustion and
chemical processing industries, is one of the rastessful and enduring products to come out
of Sandia National LaboratoriesCHEMKIN is a set of flexible and powerful tools for
incorporating complex chemical kinetics into sintidas of reacting flow. The software is a
collection of programs and subroutine librariesjolnhwork together to facilitate the formation,
solution and interpretation of problems involvingsgphase and heterogeneous (gas-surface)
chemical kinetics. Usin€HEMKIN, researchers are able to investigate thousandsaotion
combinations to develop a comprehensive undersignadi a particular process, which might
involve multiple chemical species, concentratiamges and gas temperatures.

Since its origins nearly thirty years agoHEMKIN has made significant strides in the
modelling of complex chemical processes, such asbaostion. It has become the standard for
anyone involved in chemistry modelling and chemjcaéacting flow modelling. It has also
become an important educational tool in chemicalireeering, mechanical engineering and

chemistry curricul&?.



2.1.2 GRI 3.0 Mechanism

In order to ru€HEMKIN simulations, it is necessary for the user to cha@snechanism,
which is basically the set of chemical speciespibal reactions, data and properties needed for
a combustion calculation.

Since biogas can be considered as a raibdti methane and carbon dioxide with little
amounts of multiple contaminants, the mechanisnsehdor the current study is the well-known
GRI 3.0". 1t is essentially a list of elementary chemicedations and associated rate constant
expressions, mostly used to study the methaneeanbastion problem. In particular, GRI 3.0
includes 53 chemical species and 325 chemicaliogsctMost of the reactions listed have been
studied in the laboratory and so the rate congtardmeters mostly have more or less direct
measurements behind them.

Here is a brief description of how GRO 3vas built and developed. Once the Berkeley
researchers had a starting set of rate constanimeders, they undertook extensive sensitivity
tests on a variety of experimental data relatedatorral gas ignition and flames. These tests told
them which rate parameters should be consideresklgido “tune” the set so as to get an
optimum representation of the data. Then they wierdugh a long process of simultaneous
parameter optimization, most of it done automaicalo get the parameter set for each
successive release. This was carried out witht stanstraints to keep the rate parameters being
optimized within predetermined bounds that they eet the basis of evaluations of the
uncertainties in measurements of the rates of eltane reactions and by applications of
conventional reaction rate theory. Once an optipsbhmeter set was found, it was checked
against the literature in an extensive “validatronnd”. In addition to reviewing the literature
rate constant data they also examined the thermistrg of the free radicals in the mechanism.
Since some of the thermochemical parameters in &ZRMiffer from those in the Sandia data
base, they provided a file of the complete GRI &h@rmochemistry, represented as the

coefficients of NASA polynomials.



2.1.3 Biogas Composition

The GRI 3.0 mechanism comprises only éremical elements, which are carbon, oxygen,
hydrogen, nitrogen and argon and this introducesools restraints to a complete biogas study. In
fact, biogas often contains small but non-negl@ibimounts of contaminants like hydrogen
sulphide, siloxanes, ammonia, aromatic compoundso#imer substances than may be hazardous
for human health. Thus it would be very importamekamine the behavior of these substances
during the combustion process for two reasons.fifsteone is of course represented by the issue
about the possible affection of human breathingleathe second one concerns the performance
(some of the substances cited above could formsikspoapable to widely affect the carrying out
of combustion).

Since most of the chemical elements contaiméioe contaminants are not included in the GRI
3.0 mechanism, two different biogas reference camipas were considered and the smaller
contaminants were neglected. According to most i tvailable sources about biogas
production, the most commonly produced types ofdmoare the ones made by using either waste
of agrifood industry or household wdste The reference compositions for both biogas types

studied in the current study is summarized in Téble

TABLE I. BIOGAS REFERENCE COMPOSITIONS EXPRESSEDTERMS OF
PERCENTAGE MOLE FRACTIONS.

Chemical Species . Biogas 1 Biogas 2
Agrifood Industry | Household Waste
CH, 68% 60%
CO, 26% 33%
H-0 5% 6%
N, 1% 1%
0, 0% 0%
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2.2 Combustion Equilibrium Study

A preliminary equilibrium study can beefid in order to understand some important issues
about the combustion of a certain fuel. In paricuthe main thermodynamic properties can be
evaluated to determine the goodness of the condpugtiocess and an analysis of combustion
products can provide a general overview aboutdagssions.

In high-temperature combustion procestes,products of combustion are not a simple
mixture of ideal products, as may be suggested bgingple atom-balance to determine
stoichiometry. Rather, the major species dissocjateducing a host of minor species. Under
some conditions, what ordinarily might be considesieminor species is actually present in quite
large quantities. For instance, the ideal combaogtimducts for burning a hydrocarbon with air
are CQ, H,O, O, and N. Dissociation of these species and reactions antleaglissociation
products yields the following species; EDH, CO, H, O, N, NO; and possibly others.

The problems we mainly address in thigptlr are the calculation of the adiabatic flame
temperature and the computation of the mole frastiof all of the product species at a given
pressure, subject to the constraint of conserdigriumber of moles of each of the elements
present in the initial mixture. This element coaistt merely says that the number of C, H, O, and
N atoms is constant, regardless of how they arébawed in the various species.

If a fuel-air mixture burns adiabatically constant pressure, the absolute enthalpy of the
reactants at the initial state (sdy,= 298 K P = 1 atm) equals the absolute enthalpy of the
products at the final stat& € T,q, P = 1 atn). Thus:

H reac(Ti ’ P) =H prod (Tad ! P) ' (1)

or, equivalently, on a per-mass-of-mixture basis:
hreac(Ti ! P) = hprod (Tad ’ P) . (2)

This first-law statement defines what is called ¢bastant-pressure adiabatic flame temperature.
Conceptually, the adiabatic flame temperaturerigpk since it can be defined as the maximum

temperature that the combustion process can reatiei absence of heat exchange; however,
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evaluating this quantity requires knowledge of tleenposition of the combustion products. At
typical flame temperatures, the products dissocieteé the mixture comprises many species.
Flame temperatures are typically several thousahdnis.

For what concerns the computation of ghaduct mole fractions, it is well-known that
there are several ways to approach the calculaficequilibrium composition. Generally, it is
preferred to focus on the equilibrium-constant apph and limit the discussion to the application

of ideal gasé¥.

2.3 Determining Chemical Equilibria with CHEMKIN &)

In addition to chemically reacting floymications, CHEMKIN includes an Equilibrium
Reactor model. This model allows the user to detexrthe chemical state of a mixture under
equilibrium conditions. Any number of gas-phaseandensed (bulk) species can be included in
an equilibrium calculation, while surface site dpescare ignored. In this way, the Equilibrium
Reactor model can be used to determine phase l@quiti, between gas and condensed phases,
as well as chemical equilibrium. All that is reaudris thermodynamic data for all species in each
phase.

An established method for evaluating cieafrequilibrium is the element-potential method
embodied in the Stanford software STANJEN The CHEMKIN Equilibrium Reactor employs
the STANJAN library of routines in its solution rhed. The equilibrium determines composition
equilibrium and/or phase equilibrium. The resukpend only on the thermodynamic properties
of the species in the user's chemistry set, as althe starting composition and conditions
specified. The starting composition determinesrtiative amount of chemical elements in the
system. An initial estimate of the equilibrium tesngture can sometimes be used to select a
“burned” equilibrium state from an “unburned” edjilum state in the case where two

equilibrium states are possible.
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Currently, the equilibrium program assartigat the gas-phase is a mixture of ideal gases
and that condensed phases are ideal solutions.u$ée selects atomic populations through
identity of initial species and their fraction iadh phase, as well as the state parameters. The use

may specify the state parameters in a number ferdiit ways, including:

temperature and pressure,

pressure and entropy;

enthalpy and pressure;

volume and entropy.

Species composition can be “frozen” in a given walwon, or the equilibrium composition can
be determined. Calculations may be linked throughtinuations, such that the conditions
calculated from a previous equilibrium case carubed as the starting point for a subsequent
case with different constraints. In this way, tlemucan employ the Equilibrium Reactor Model
to analyze stages in a thermodynamic cycle.

The Equilibrium Reactor Model is also coonly used to determine adiabatic flame
temperatures for combustible gas mixtures. Suchmalation is performed by specifying an
initial gas mixture and constraining equilibriunt fmnstant enthalpy and constant pressure. The
calculation can also be performed using constdatnial energy and constant volume. An initial
guess for the equilibrium temperature of about 1R08r above is usually needed to cause the
equilibrium solver to find the burned-gas solutidfor accurate adiabatic-flame-temperature
calculations, it is important to include all radispecies that might occur in the flame, as well as
stable reactants and products.

The following paragraph describes theatiqns solved and the methodology used for
determining chemical and phase equilibria of agytisystems.

2.3.1 Minimization of Gibb’s Free Energy
The basic theory for the element-potémtiathod of determining equilibrium is based on

the minimization of Gibb’s free energy. The Gibhisction of a system is:
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K
G= Z OGN, . (3
k=1
where @, is the partial molar Gibb’s functiofN, and is the number of moles of each spekies
in the systemK is the total number of species.
For ideal-gas mixtures or ideal solutions, theiphmolar Gibb’s functions are given by:

0, =9 (T,P)+RTInX, , (4
where g, (T,P) is the Gibb’s function for the pure specigs evaluated at the system

temperature and pressufejs the universal gas constant aig is the mole fraction of thikth
species.
The equilibrium solution at a given temperature gmdssure is the distribution di, that
minimizes the system Gibb’s functio, subject to atomic population constraints (and-non
negativeN, ). The atomic population constraints are:

K

kz_;,njk Ny = p; j=L.M, (5

where n; is the number of thg¢th atoms that appear in the¢h molecule, p; is the total

population in moles of thgh atom in the system, amdi is the total number of different elements
that are present in the system.

Details regarding the relationship betwebhe partial molar Gibb’s functions and the
elemental potentials for the atoms, as well asetkdicit form of the equations solved in the

STANJAN library, are described in the STANJAN ref8r"°

2.4 How to Perform an Equilibrium Calculation with CHEMKIN
An important point abo@HEMKIN is represented by the fact that the software twgas i
own interface and this is what makeslEMKIN a user friendly tool. In particular, when opening

CHEMKIN, the user can decide whether to start their stuaiy taking a sample filecGQHEMKIN
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library widely covers a lot of different chemicakues) or to create a new file so that everything
can be set according to their own needs. TheMiirslow that the user has to deal with is the Pre-
Processing one, where the user is required tcheetvorking directory and the chemistry set. A
new chemistry set can be created if working witheav project, otherwise the chosen set can be
edited by changing the Gas-Phase Kinetics File {ththe only input file required to perform an
equilibrium calculation; a thermodynamics data €& be also entered but it cannot influence the
simulation anyhow). As said before, the Gas-PhagretKs File used to study biogas combustion
processes is the one from GRI 3.0 mechanism. Afétting all fields in the pre-processing
window, the user has to open the Cluster windoweéfine reactor physical properties, reactant
species, and possible constrained species. Foraonaerns the reactor physical properties, the
user is required to define the type of problem f{fistance, choosgonstant Pressure Enthalpy

get pressure fixed), initial temperature, pressaseyell as the estimated equilibrium temperature
(it is not explicitly required but sometimes it caelp to quicken the computation). After that, the
user can define the reactant species by expretisang on a mole-fraction or mass-fraction base
and by specifying the equivalence ratio. In patéicumole fractions of the fuel-mixture species,
mole fractions of the oxidizer-mixture species, amamplete combustion products must be
entered. Constrained species can be also spetifile® same way if any. The last option in the
Cluster section concerns the possibility for theru® set a certain number of continuations,
which are subsequent calculation sessions thahéetiser change a parameter group as well as
the type of problem or a single parameter withomhing multiple simulations. When everything
is set in the Cluster window, a simulation can e by creating an input file first. When the
simulation is done (it generally takes a few sesdnthe user can examine all quantities of
interest since they are collected in a simple dufipei Furthermore, a post-processor can be run
so that the user can make plots, see the datapartethem to an Excel sheet, and exploit all

CHEMKIN utilities and tools.
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2.5 Simulation Results
Table Il presents a general summary abi@iequilibrium-composition mole fractions of
all chemical species involved in the mechanism.iEdence ratio is set to unityg(=1), while

initial temperature is 298 K and pressure is 1 dthole-fraction values of starred species
represent the mole fractions of complete-combugpi@ducts: water vapour content practically
does not vary for all fuels (although the initi@intent is different for both biogases), while, the
more the fuel contains carbon dioxide in its init@omposition, the more carbon-dioxide
production is increased (we should not talk abgubduction” since it is very difficult to state
how much carbon dioxide is really produced or camsdl during the combustion process, but,
since we are examining an initial and a final staie can refer to the latter state as the condition
in which every chemical species has been producedrsumed). Nitrogen content is the same
for both biogas types in the initial compositiohus it is easy to state that its different final
content in the products has to deal with other ¢baihspecies containing nitrogen (in particular,
it is well-known how nitrogen oxides play a fundarta role).

Table 11l shows a preliminary comparidmetween methane and both biogas types chosen
by considering the emissions of main pollutante lilarbon and nitrogen oxides reported in Table
II. Conditions are the same as above. Both biogpsst guarantee a considerable reduction of
nitrogen-oxides emissions and a strong decreasarbbn-monoxide production. What increases
is the content of carbon dioxide (more than 50%hbfogas 2), which is, however, contained in
both fuels. Hence it is easy to state that, frorpr@liiminary emission study based on the
equilibrium composition, biogas seems to presewetoemissions than methane in combustion
processes, considering that carbon dioxide cordaimeéhe fuel can have a strong effect on final
products. In fact, carbon dioxide can be considéwdak the main contaminant for biogas and its

final content can be considerably large even iprtsduction rate remains low.
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TABLE II. EQUILIBRIUM-COMPOSITION MOLE FRACTIONS OFALL CHEMICAL
SPECIES INVOLVED IN THE COMBUSTION PROCESS FOR AGONSIDERED FUELS

(¢=1,T, =298K, P=1 atm).

Chemical specieg Methane | Biogas 1 Biogas 2
N,* 0.70879 0.68115 0.66989
H,O* 0.18351 0.18417 0.1839(0
CO* 0.08549 0.11752 0.13095
CcO 0.00884 0.00751 0.00688
H, 0.00355 0.00232 0.00195
H 0.00038 0.00019 0.00014
0, 0.00455 0.00374 0.00341
o) 0.00021 0.00011 0.00004
OH 0.00282 0.00192 0.00167
NO 0.00186 0.00136 0.0011¢4
NO, 340-10 | 254-10 | 2.22 - 10
CH, 2.90-107|1.08-107|7.12 - 10®
HO, 487 -10 | 3.18-10 | 2.63-10
H,O, 4.49-10 | 3.24-16 | 2.80 - 16
HCO 7.64-10°|3.82-10°] 2.81 - 1d°
CH,O 1.28 -108%| 7.11 - 10% | 5.48 - 10°
N 1.36-10 | 4.88-10 | 3.18- 10
NH 2.26 - 10 | 8.50 - 10° | 5.65 - 10°
NH, 9.10 - 13°| 3.94 - 13°| 2.78 - 10°
NH, 264-10 | 1.53-10 | 1.22 - 10
NNH 7.32.10°[3.38-13°| 2.45 - 10°
N,O 985 -1¢ | 7.11- 16 | 6.17 - 16
HNO 328-15 | 1.88 16 | 1.49 - 10
HCN 1.85-10'|8.21 - 10% | 5.78 - 10°
HOCN 1.09 - 10° 0 0
HNCO 3.77 -18°[ 2,54 . 10° | 2.12 - 14°
NCO 1.48 - 10' | 7.27 - 16° | 5.30 - 10°

TABLE Ill. MAIN-POLLUTANT-EMISSIONS COMPARISON BETWEEN METHANE AND

BIOGAS 1 AND 2 (¢ =1,T, = 298K, P =1 atm).

Chemical species . Biog_as 1 Biogas 2
Agrifood industry | Household waste

CO -15.1% -22.2%

CGo, +37.5% +53.2%

NO -26.6% -35.9%

NO, -25.2% -34.6%
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2.5.1 Effect of Main Contaminants on Adiabatic Flane Temperature

Figure 1 shows how adiabatic flame terapge can vary with respect to the molar
concentration of main biogas contaminants. Comobnstirocess is considered to start from a
temperature of 500 K (the higher is the initial parature, the more the influence of different
contaminants will be emphasized), equivalence retiget to unity, and pressure is 1 atm.
Contaminants are taken one by one, by considenmduel as a mixture of only methane and the
contaminant itself. Then the contaminant conceimats supposed to vary by consequently
reducing the content of methane. On one hand, ffgure 1a we can easily deduce that carbon
dioxide can largely reduce adiabatic flame tempeeatwhich can be brought down by up to
25°C for biogas containing 30% of carbon dioxidetainitial composition. On the other hand,
Figure 1b presents a general summary of the effécdmaller contaminants. In particular,
nitrogen and water vapour are always present inll squeantities and do not almost affect
adiabatic flame temperature, with water vapour migwvihore effect than nitrogen (considering the
composition of current types of biogas, 1°C drophes maximum effect for nitrogen, while water
vapour contained in biogas 2 can reduce adiablateef temperature up to 7°C). Oxygen can be
present in relatively small quantity and can inseeadiabatic flame temperature by helping the

oxidation process (2% of molecular oxygen in the fuill increase the temperature by 7°C).
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Figure 1. Effect of contaminants on adiabatic flasraperature¢ =1, T, =500 K, P = 1 atm).

2.5.2 Influence of Equivalence Ratio on Adiabatic leme Temperature

Figure 2 shows how adiabatic flame terapge varies with respect to the equivalence
ratio of the air-fuel mixture. Combustion processonsidered to start from a temperature of 500
K, while pressure keeps constant and is set tonl By analyzing the trend of the three different
curves, which is practically the same for all fuétiss easy to understand that biogas behaves like
methane: adiabatic flame temperature increase®daivalence ratios lower than 1, while it
decreases for values which are higher than 1.4 thi¢ slope of the descending branch being
higher than the growing one; maximum temperatune &b fuels is for equivalence ratios
contained in the range 1-1.1, with values tendnd for biogas and to 1.1 for methane. Biogas
curves are offset with respect to the methane cygmmeerally, the more biogas contains methane,
the closer its curve will be to the methane cunee, biogas from agrifood industry is allowed to
reach higher adiabatic flame temperatures thanakiqggoduced from household waste. This
means that, for biogas, adiabatic flame temperagirgomehow proportional to the methane

content in the fuel.
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Figure 2. Effect of equivalence ratio on adiab#8time temperatureg =1, T,, =500 K,
P =1 atm).

2.5.3 Influence of Equivalence Ratio on Pollutant Eissions

For what concerns emissions for varyiggiealence ratios, it is well-known that the
emissions of carbonaceous pollutants reasonabigase for richer mixtures and, since applied
combustion literature is full of exampl&4 they will not be further examined in this chapter
this sense, only Figure 3 is reported to show haman-monoxide production rapidly increases

for richer air-fuel mixtures, with the two biogasrees practically coinciding.
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Figure 3. Influence of equivalence ratio on carbmmoxide emissionsg=1,T,, =500 K,
P =1 atm).



CHAPTER 3

BIOGAS LAMINAR PREMIXED FLAMES

3.1 Introduction

Laminar premixed flames have applicatiomany residential, commercial, and industrial
devices and processes. Examples include gas rangesvens, heating appliances, and Bunsen
burners. Laminar premixed flames are by themsédlng®rtant; but, perhaps more importantly,
understanding laminar flames is a necessary presigg|to the study of turbulent flames. In both
laminar and turbulent flows, the same physical gsses are active, and many turbulent flame
theories are based on an underlying laminar flametsire. In this chapter, we will focus on the
essential characteristics of laminar premixed flarimeorder to see what factors influence the
laminar flame speed and the flame thickness, whiehthe main parameters in understanding
flame structure. It will be easy to see how equuak ratio, temperature, pressure, and fuel type
affect these fundamental quantities. Flame speeatinighasized because it is the property that

dictates flame shape and important flame-stailigracteristids’.

3.2 Physical Description

A flame is a self-sustaining propagatioin a localized combustion zone at subsonic
velocities. This definition clearly contains sevekay words. First, a flame must be localized;
that is, a flame occupies a small portion of thmlsostible mixture at any one time. Secondly, a
flame must be subsonic. A discrete combustion widna travels subsonically is termed a
deflagration. It is also possible for combustionvesto propagate at supersonic velocities, and
such a wave is called a detonation. The fundamemtglagation mechanisms are different in
deflagrations and detonations, and, because oftkti@se are distinct phenomena.

A flame may be freely propagating, asussavhen a flame is initiated in a tube containing

a combustible gas mixture. The appropriate cootdisgstem would be fixed to the propagation

21
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combustion wave. An observer riding with the flameuld experience the unburned mixture
approaching at the flame spe&d, This is equivalent to a flat flame stabilizedaburner. Here,
the flame is stationary to the laboratory referefiaee, and, once again, the reactants enter the
flame with a velocity equal to the flame propagati@locity,S. In both examples, we assume
that the flame is one dimensional and that the tmdaligas enters the flame in a direction normal
to the flame sheet. Since a flame heats the predtiet product density is less than the reactant
density. Continuity thus requires the burned gabeareater than the velocity of the unburned
gas:

PSS A= pV,A=p VA, (6)
where the subscripis andb refer to the unburned and burned gases, resplgctivar a typical
hydrocarbon-air flame at atmospheric pressuredéesity ratio is approximately seven. Thus,
there is a considerable acceleration of the gasdicross the flame.

Generally, it is convenient to dividelanfie into two zones: the preheat zone, where little
heat is released, and the reaction zone, wheréulkeof the chemical energy is released. At
atmospheric pressure, the flame thickness is titte of the order of a millimeter. It is useful to
divide the reaction zone further into a thin regmfhvery fast chemistry followed by a much
wider region of slow chemistry. The destructiontlod fuel molecules and the creation of many
intermediate species occur in the fast-chemistgyore This region is dominated by bimolecular
reactions. At atmospheric pressure, the fast-r@actone is quite thin, typically less than a
millimeter. Because this zone is thin, temperafynadients and species concentration gradients
are very large. These gradients provide the driimges that cause the flame to be self-
sustaining, i.e., the diffusion of heat and radigpécies from the reaction zone to the preheat
zone. In the secondary reaction zone, the chemistrglominated by three-body radical

recombination reactions, which a re much slowen tiygical bimolecular reactions, and the final
burnout of CO viaCO+OH - CO, +H . This secondary reaction zone may extend several

millimeters in a 1-atm flame. Additional informationay be found in Fristrof.
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Hydrocarbon flames are also charactertaetheir visible radiation. Within an excess of
air, the fast-reaction zone appears blue. This tad&tion results from excited CH radicals in the
high-temperature zone. When the air is decreasks$sahan stoichiometric proportions, the zone
appears blue-green, now as a result of radiatmm fxcited G In both flames, OH radicals also

contribute to the visible radiation, and to a lesdegree, chemiluminescence from the reaction
CO+0O - CO, +hv. If the flame is made richer still, soot will formvith its consequent

blackbody continuum radiation. Although the soddiation has its maximum intensity in the
infrared , the spectral sensitivity of the humae eguses us to see a bright yellow (nearly white)

to dull orange emission, depending on the flameptaturé®.

3.3 Analyzing 1-D Laminar Premixed Flames WittCHEMKIN 7!

CHEMKIN includes two different Reactor Mels for studying laminar-premixed-flame

phenomena. They are the following:

- Premixed Laminar Burner-stabilized Flame;

- Premixed Laminar Flame-speed calculation.
These Premixed Flame Models solve the set of govgmdifferential equations that describe the
flame dynamics using implicit finite difference rhetls, as well as a combination of time-
dependent and steady-state methods. The solveritafgoemployed automates coarse-to-fine
grid refinement as a means to enhance the convargamperties of the steady-state approach
and as a means to provide optimal mesh placement.

The Burner-stabilized Flame Model is tn@e most often used for analyzing species
profiles in flame experiments, where the mass ftate through the burner is known, while the
Flame-speed Calculation Model (the one on whicls thibrk is focused) involves a freely
propagating flame. The latter configuration is usedetermine the characteristic flame speed of
the gas mixture at specified pressure and inlep&eature. In this case there are no heat losses

(by definition) and thus the temperatures shouldcd®puted from the energy equation. Flame
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speed depends, in part, on the transport of hedtpeedicting the temperature distribution is an
integral part of the flame speed calculation.
3.3.1 1-D Flame Equations

For the following equations, we assumee-dimensional flow with uniform inlet

conditions. The governing conservation equatiodsce to:

- Continuity:
M=pA, (7)
- Energy conservation:
K
M d—T—ii()lAd—Tj +ﬁzc;;khkwk =0, (8
dx c, dx dx) c,i=

Species conservation:

M %+di(pAYka)—Ad)ka =0 k=1..K,, (9)
X X

Equation of state:

p=—>r. (10
In these equationsdenotes the spatial coordinafd, the mass flow rate (which is independent
of X), T the temperatureY, the mass fraction of theh species (there afk ; gas speciesp, the

pressurey the velocity of the fluid mixturep the mass densityV, the molecular weight of the

kth speciesW the mean molecular weight of the mixtuRethe universal gas constamt, the

thermal conductivity of the mixtureg, the constant-pressure heat capacity of the mixitie
the constant pressure heat capacity of kte species,«, the molar rate of production by
chemical reaction of thkth species per unit voluméy, the specific enthalpy of theh species,

V, the diffusion velocity of théth species, and the cross-sectional area of the stream tube

encompassing the flame (normally increasing dubdomal expansion) normalized by the burner



25

area. The user may provide an area profile (APRQjlternatively a subroutine to specify the
area as a function of the spatial coordinate. Bgulg the stream tube area is taken to be constant

and equal to unity.
The net chemical production raig of each species results from a competition between

all the chemical reactions involving that specié¢e presume that each reaction proceeds
according to the law of mass action and the forwaate coefficients are in the modified

Arrhenius form:

E

k, =ATPe R . (11)
This expression will be discussed in the second pérthis study, since it represents a
fundamental point for studying chemical reactioosusring inside solid-oxide fuel cells.

In addition to chemical reaction rate wust also be concerned with the transport
properties of the species, i.e., thermal conduawiand diffusion coefficients. Stockmayer
potentials are used throughout in evaluating trartsproperties. The user has the option of
evaluating transport properties using mixture-agedaformulas or a multicomponent diffusion
model. A brief description about the first optiam provided here, since it is the one used
throughout the calculation made.

3.3.2 Mixture-Averaged Transport Properties
For the mixture-averaged formula, we assthe diffusion velocity/, to be composed of
three parts:
Vi =V +w, +Ve o (12)
where v, is the ordinary diffusion velocity and is given the Curtiss-Hirschfeld&f P

approximation by:

v =p L 9%
T X, dx

, (13)
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where X, is the mole fraction, and where the mixture-avedagdiffusion coefficientD, , is
given explicitly in terms of the binary diffusiomefficients D, :

1-Y,
. ij

j#£k

D, =

m

(14)

A non-zero thermal diffusion velocity is includedly for the low molecular weight speciék

H,, andHe. The trace, light-component limit is employed etetminingw, , i.e.:

- kaek ld_T

, 15
X, T dx 15)

k

where @, is the thermal diffusion ratfd" "% The sign of®, makes the lower molecular weight
species diffuse from low to high temperature region
The correction velocity/, (independent of species but a function of theadis¢ ) is included

to insure that the mass fractions sum to unityqoivalently:
DYV, =0. (16)

The formulation of the correction velocity is theeorecommended by Coffee and Heii@rt-"*
8in their extensive investigation of approximatensort models in hydrogen and methane
flames.
3.3.3 Finite Difference Approximations

The first task in solving the flame prefol is to discretize the governing conservation
equations. We use finite difference approximationsa non-uniform grid with points numbered
from 1 at the cold boundary tbat the hot boundary. On the convective terms tleg has the
choice of using either first order windward diffaces or central differences. Both cases are

illustrated using the convective term in the enaxgyation. The windward difference is given as:

(Md—Tj SV RISRIES )
dx /, X x4y
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where the indexrefers to the mesh point. The central differerentila is:

~ -1 h—h, h,

. de . ]
M—| =M, T, + T - T, |, @18
( dx )/, ’{hjihj+hj_lj " hhy ! hlh +h) '1]

where h; =X;,, —=X;. The windward difference formula introduces attdl diffusion on a

coarse mesh; this has the effect of spreading tautsolution and making the convergence of
Newton’s method less sensitive to the startingrese. However, because the mesh is refined in
regions of high gradient, the artificial diffusifm@comes relatively unimportant after the solution
has progressed to the fine meshes. Nevertheless, goven mesh, the windward difference
approximation is less accurate than the centré&rmdifice formula. Therefore, the user may want
to select the central difference formula on fineesimes or in cases where the solution is
converging without difficulty.
The first derivative in the summationntein the energy equatias always approximated

by a central difference formula:

(%j =M j(h. (hhj:h._ )T“l * hJh_hh]1 5 (hhj+ h._ )T"‘lj - B9
J I\ i1 i1 =1L\ j-1
and the coefficients in the summation are evaluatgd
The second derivative term in the enegyation is approximated by the following second
order central difference:

T,-T T -T.
i(/]Ad_Tj <2 oa) [ haTh +('(/‘A)'+lj T Tl o
dx dx /), X =X T2l X X SEV/ DA

J
The coefficients in this formula (af £1/2) are evaluated using the averages of the dependent
variables between mesh points.

The diffusive term in the species conaton equation is approximated in a similar way,

but it appears to be different because we haveenrit using diffusion velocities. The ordinary
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equation (13) and thermal equation (15) diffusiariotities are approximated at thet+l/2

positions as illustrated by the following mixtureegaged evaluation:

X, =X,
(Yka)jJr} ~ _(WkEkmj { k,j+1 k,Jj ’ (21)
1
i+
2

2 w Xj = X

and:

W,D,,© T.,-T
YW, ), 1= - —kkm—k B (22
(v k)“a ( WT jj+1(x - X, (22)
2

i+l j
Since the mole fraction of a species can be zeeoawwoid difficulties by formingY,V, , rather

than V, itself (Y, = X, W, /W ). After the diffusion velocities are computed &t the mesh

midpoints, the correction velocily, is computed at the midpoints from:

V. = , (v, +w, ). (23)
K=

1
Upon forming the full diffusion velocitie¥, =v, +w, +V_ the diffusion term is evaluated with

the following difference approximation:

d (PAYY, )jé - (PAYY, )1—1
S PAYYL); = — 2 (29

All the non-differentiated terms, such as the cloamproduction rate terms, are evaluated at the
mesh point$. Coefficients not appearing within derivatives al® evaluated at the mesh points.
3.3.4 Boundary Conditions

Two different types of flame are conseterburner-stabilized flames and adiabatic, freely
propagating flames. The conservation equationsrgonvg the two are the same, but the boundary
conditions differ. In both cases the appropriatergary conditions may be deduced from the

early work of Curtiss and Hirschfeld@k >
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For freely propagating flaméd is an eigenvalue and must be determined as pahteof
solution. Therefore, an additional constraint iguieed, or alternatively one degree of freedom
must be removed from the problem. We choose tth&xiocation of the flame by specifying and

fixing the temperature at one point. This is sugiit to allow for the solution of the flame speed

eigenvalueM . The user must select this point in such a wayp assure that the temperature and
species gradients “nearly” vanish at the cold bamndIf this condition is not met then the
resultant will be too low because some heat willds¢ through the cold boundary.

The boundary conditions are relativelgilgamplemented. At the cold boundary we

specify the mass flux fractions and the temperaigewe solve:

PAYY,
M

gk,l_Yk,l_( j =0, (25

and:
T,-T,=0, (26)
where €, is the inlet reactant fraction of theh species andl, is the specified burner

temperature. At the hot boundary we specify thagraldients vanish, i.e.:

Yk,J _Yk,J—l -0 @7)
Xy = X5
and:
T T 0. (28
Xy = X34

3.3.5 Transient Forms of the Equations

Although the Premixed Flame models afeesbas steady-state problems, the steady-state
solution algorithm sometimes requires pseudo titapging to condition the solution iterate. For
this reason, we extend the discussion of the gavgmrequations presented befdeeinclude the
transient terms used in time-stepping procedurbs.tfansient equations are obtained by adding

the time derivatives to equation (8) and equat@)ndbtaining:
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oT oT 10 K T AL
A—+M — - YV.cCc, 6 —+— ohW, =0, 29
o ot o Cpax( j Cka;,pk ok o ka:;wkk k (29)

and:

ay, aY, a
A—E + M —&
P ot 6x (

PAYY, )— AW, =0 k=1..K . (30)
The full system now becomes a system of parabalitg) differential equations, rather than an
ordinary differential equation boundary value sgsteSolution is obtained via the backward-

Euler method. In this method, the time derivatiege approximated by finite differences as

illustrated by:

o _ vy (T -T/
pAE"'pj lAj(%}’ (31)

where the superscript indicates the time level arfdrepresents the size of the time step. All
other terms are approximated with finite differen@s before, but at time levet1. Since all
variables are known at time level , the discretigaablem is just a system of nonlinear algebraic

equations for the dependent variable vegtaat time leveh+1

3.4 How to Perform a Flame-Speed Calculation witCHEMKIN

When performing a flame-speed calculattbe user has to face a more complex problem
setup than the equilibrium one. First of all, theeruhas to choose again whether to use a
CHEMKIN sample or to create a new chemistry set if workinp a new project. If the first
option is chosen, after setting the working diregtohree different files have to be entered: the
Gas-Phase Kinetics File, the Thermodynamics Dd& &nd the Gas Transport Data File (all of
them are taken from GRI 3.0 mechanism). After ttieg, user has to open the Cluster window and
hence to define reactor physical properties (iiqaar, temperature profile, pressure, and fixed
temperature to constrain flame position must beteetuser has also to decide to use Mixture-

averaged Transport Model or Multicomponent Modal &m check thaJse Correction Velocity
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Formalismcell), initial grid properties (mainly containirige data regarding grid points and axial
position), and species-specific properties (if anilen stream properties and species-specific
properties must be specified in the Inlet winddwe tiser has to set the mass flow rate or the inlet
velocity and to define the reactant species byesging them on a mole-fraction or mass-fraction
base and by specifying the equivalence ratio. Iriqudar, mole fractions of the fuel-mixture
species, mole fractions of the oxidizer-mixturecsgg, and complete combustion products must
be entered. Added species can be also specifitkisame way if any. Remaining parameters to
be set in order to run a simulation are the Sotlaa (concerning tolerances, time-stepping, and
finite difference methods) and the Output Contratad(where Print Level Control is the only
necessary parameter to be set). The last optiotheénCluster section concerns again the
possibility for the user to set a certain numbercaftinuations. When everything is set in the
latter window, a simulation can be run by creatingnput file first. When the simulation is done,
the user can examine all quantities of interesbining the output file and post-processor can be

run.

3.5 Simulation Results

We can now use the previously describedlyais to obtain an understanding of the
detailed structure of a premixed flame for all ddased fuels. Figure 4 shows the temperature,
the axial-velocity, and the heat generation distidns, and selected species mole-fraction
profiles through 1-atm, stoichiometric, methane-aind biogas-air flames, simulated using
CHEMKIN with GRI 3.0 mechanism. Initial temperature is 298wvhile axial distance is set to 3
mm. Figure 4c, 4d, and 4e show the main carbonagung species (methane, carbon monoxide
and carbon dioxide). Here it is easy to see thswwoption of the fuel, the appearance of carbon
monoxide, which is an intermediate species, and-but of carbon monoxide in order to form
carbon dioxide. Carbon-monoxide concentration tmpéak at approximately the same location

where the methane concentration goes to zero, Wiglearbon dioxide concentration at first lags
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the carbon-monoxide one but then rises as the partmmoxide is oxidized. This would be even
clearer if a local-molar-production/destructioneranalysis was made for the selected spé®ies
The bulk of the chemical activity is contained miaterval extending from about 0.5 mm to 1.5
mm. Figure 4f, 4g, and 4h show, similarly, that dagbon-containing intermediate speciessCH
CH,O, and HCO, are produced and destroyed in a naimtawval (0.4-1.1 mm), as is the CH
radical (Figure 4i). The hydrogen-intermediates, ,Hahd HO, (Figure 4j and 4k), have
somewhat broader profiles than the carbon-interatedj and their peak concentrations appear
slightly earlier in the flame. Also, water vapoeaches the major portion of its equilibrium much

sooner than does carbon dioxide, i.e., approxim&& mm versus 2 mm.
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Figure 4. Temperature, axial-velocity, heat genenaiand selected species mole-fraction profiles
for methane-air and biogas-air laminar premixethfla (¢ =1, T,, =298 K, P =1 atm).

While the fuel is completely gone in about 1 mm #&mel major portion of the total temperature
rise occurs in the same interval, the approaclytaibrium conditions is relatively slow beyond
this threshold. In fact, we can see that equiliribas yet to be reached even at the 3-mm
location. This slow approach to equilibrium is paity a consequence of the dominance of
three-body recombination reactions in this regiBfotting mole fractions a s a function of

distance, rather than time, emphasizes the slowoapp to equilibrium somewhat as a
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consequence of the stretching of the distance-tiehation ([dx =v,dt) through continuity

(v, =const). For instance, given the same time interval, udflparticle in the hot, high-

velocity region of the flame travels along a dis&nvhich is greater than a fluid particle in the
cold, low-velocity region.

Figure 4m focuses on nitric oxide protuct Here we can see a rapid rise in the nitric
oxide mole fraction in the same region where the i@Hical is present in the flame. This is
followed by a continual, almost linear, increasethe nitric oxide mole fraction. In the latter
region, nitric oxide formation is dominated by Zaith kinetics. Of course, the nitric oxide
mole-fraction curve must bend over at some poimirdiiream, as reverse reactions become more
important, and approach the equilibrium conditisgraptotically.

For what concerns fuel comparisons, we easily state that biogas behaves again like
methane, since the curve trend seems to be the fanadl fuels, although all quantities can
present quite large discrepancies. In particulayudeé 4a shows how temperature is almost the
same for all cases, while the axial-velocity pesilare very far from each other, with methane
presenting considerably higher values. The latéamt falso occurs when analyzing the heat
generation, since it is easy to see how the hest firoduced when burning methane is
considerably higher than that of both considerembjdses (in particular, biogas 1 and 2 lose
respectively 38.2% and 48.8% of heat productiomaimpared to methane). Speaking about
emissions, biogas carbon-dioxide emissions areehigfan for methane, and this is once again
due to the fact that carbon dioxide is containethanfuel itself, while biogas carbon-monoxide
emissions are lower than for methane (as well akarequilibrium calculation), with the mole-
fraction peak moving to the right as methane cdntethe fuel is decreased. An interesting point
is represented by the fact that, while nitric-ox&haissions are higher for the methane case (as
were in the equilibrium calculation), nitrogen-dide production is higher for the biogas cases,
with biogas 2 being more polluting than biogas twidver, an N@emission-index analysis (as

reported in Figure 5) can easily confirm how methaitrogen-oxides emissions are generally
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more important than for both chosen biogases. dh faethane presents an Némnission index
which is almost twice as that of both biogaseshwiirves being strongly affected by nitrogen-
oxide emissions (higher for methane) over nitrodemxide production (higher for both
biogases). This turns out to be even clearer bypeoimg Figure 5 to Figures 4m and 4n, with the

first and the second figure basically showing thimes evolution.
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Figure 5. NQ-emission-index analysigy(=1, T,, =298 K, P = 1 atm).

3.5.1 Flame-Speed Computation

Figure 6 presents a bar diagram showifiigrent values of flame speed for each fuel, with
the same conditions used above (initial temperasu?88 K, equivalence ratio is set to unity, and
pressure is 1 atm, while the axial distance ig@be 3 mm). Flame speed can be easily computed
by CHEMKIN, since it is simply the first value in the axialocity column solution, i.e., the
velocity of the flame front. Once again, it is dl¢hat the more methane is contained in the fuel

the higher will be the flame speed. In particudogas 1 has a flame speed (with stoichiometric
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conditions) which is lower than that of methanalbbut 29%, while biogas 2 loses 37% of flame
speed with respect to methane. When feeding a gemewith biogas, these considerably large
losses would probably strongly affect the perforoggnbut it is well-known how losing

performance may be necessary when the designémiagato bring down the emissions of

pollutants.

Methane
Biogas 1
Biogas 2

41.88

0 10 20 30 40 50
Flame Speed (cm/s)

Figure 6. Flame speed of considered fuglss@, T,, = 298 K, P = 1 atm).

3.5.2 Influence of Equivalence Ratio on Flame Speed

Figure 7 presents how equivalence ratio largely affect flame speed. Initial temperature
is 298 K, while pressure is set to be 1 atm. Gdlyeféame speed increases for poor mixtures
and decreases when burning a rich mixture. Peakeflspeed is for equivalence ratios contained
inbetween 1 and 1.1. Trend is the same for eachecwyith biogas curves looking somehow
enlarged in correspondence of the maximum peagaltticular, both biogases show a practically
constant flame speed for equivalence ratios inbatw@85 and 1.15, while the methane peak

flame speed turns out to be much easier to detect.



39

50

Methane
Biogas 1
Biogas 2

40

30

20

Flame Speed (cm/s)

10

0
06 07 08 09 1 11 12 13

Equivalence Ratio

Figure 7. Influence of equivalence ratio on flarpeed {T,, =298 K, P = 1 atm).

3.5.3 Methane Experimental Validation

Figure 8, 9, and 10 present an experiateralidation for the methane case. In fact, they
show how methane flame speed varies with respeafjiiovzalence ratio at different pressures (1,
2, and 5 atm, respectively). Flame speed gets sidemnably lower value as pressure increases; in
particular, at 5 atm the flame speed of a stoickimim mixture is halved than at atmospheric
pressure. The match between simulation and expetahaesults (taken from available
literaturé®"?”! for non-stretched laminar flames) is quite gooxgept for the 5-atm curves,
whereCHEMKIN points out considerably lower values of flame sphagthe methane-air mixture

gets richer.
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Figure 10. Experimental validation for the methaase P = 5 atm).

No experimental validation for biogas is given e tpresent work. In particular, available
literature does not contain much about biogas catitru and this could represent a good
challenge for the future studies. The aim of thiskyas we said before, is to examine biogas as it
was a mixture of methane and a certain number af mantaminants. In this sense, methane
experimental validation (widely made in the past thee principal combustion issues) can be
enough, and simulation work may become a preciooisfor the study of alternative fuels, since
it may guarantee good approximations and a sengéfein terms of time and costs (we must not
forget how the build-up of an experimental setup take many months and can be affected by
sensible costs).
3.5.4 High-Pressure Study and Methane Validation

Figure 11 shows how flame speed of thesiclered fuels varies as pressure increases up to
50 atm. Initial temperature is set to 300 K andiwajance ratio is set to unity. Each curve
presents the same trend again, with flame speedatiiGally decreasing between 1 atm and 7 atm
and slightly decreasing for higher pressures. htiqdar, at 7 atm flame speed feels a 30 cm/s

drop off for methane and a 20 cm/s drop off forbaibgases (if compared with the atmospheric-



pressure case), with an only 2-3 cm/s drop offpi@ssures contained in the range 7-50 atm for

all fuels.
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Figure 11. Flame speed of considered fuels forspires up to 50 atmy(=1, T,, =300 K).

Figure 12 presents an experimental validation fethane (with data taken again from available

42

literaturd®®3% for pressures which are contained in the rangeafm. Initial temperature is 300
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K, while equivalence ratio is set to unity. Althduf§ame-speed values may show quite large
discrepancies, depending on the different expetiahesetups made for each case, we can state

that the match between simulation and experimeesallts is quite good.
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Figure 12. Experimental validation for the methaase in the range 1-3 atm €1,
T, =300 K).

At last, Figure 13 presents another experimenthdlation for methane for pressures up to 20
atm®™, showing a good match between simulation and é@xeatal results. Initial temperature is

300 K and equivalence ratio is set to unity. Noazipental validation for biogas is given.
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Figure 13. Experimental validation for the methaase in the range 1-20 atm €1,
T, =300 K).

3.5.5 Overall Reaction Order and Methane Validation

Figure 14 shows the trend of the overadiction order for a stoichiometric methane-air
mixture for pressures up to 40 atm. Initial tempaeis set to be 300 K. The overall reaction
order, which is very useful to understand how pressan affect flame speed, is defined as

follows??®:

0
n=2+2 NS | 5
dinP

whereP pressure ancﬁu0 is the non-stretched laminar flame speed, siﬁpoecan be expressed

as a function of pressure:

S°=P2 . (33)
Figure 15 presents an experimental validation fethane overall reaction order for pressures up

to 3 atm (with data taken from Egolfopoulos and P8wand for pressures up to 20 atm (with

data taken from Rozenchan et®d). Experimental data exhibit a quite good agreemséiit GRI
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3.0 simulation results, as shown in Som and AggifivaNo experimental data are available for

biogas yet.
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Figure 14. Overall reaction order for a methanevaiture for pressures up to 40 atg €1,

T,, =300 K).
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Figure 15. Experimental validation for the methaase for pressures up to 3 and 20 atm,
respectively ¢ =1, T,, =300 K).



CHAPTER 4

BIOGAS PARTIALLY PREMIXED FLAMES

4.1 Introduction

Partially premixed flames have been thigect of much fundamental research and recently
they have been used to developed models capaldgplain how soot is formed in diffusion
burning. Many residential gas appliances, like @ogkranges and ovens, employ partially
premixed flames. In these applications, the fusdash is usually partially premixed with air,
which is essential to provide non-sooting operatidithough many analytical and numerical
analysis of partially premixed flames have beenfquered, recent concerns with indoor air
guality and pollutant emissions have resulted i e of more complex design methods. Of
particular concern are the emissions of nitrogexide and carbon monoxide, both of which are

detrimental to human healftfi.

4.2 Counter-Flow Flames

In the past few decades, many theoreticdlexperimental studied have been conducted on
flames fed by opposing jets of fuel and oxidizarclsflames are or fundamental research interest
because they approximate a one-dimensional charaote because residence times within the
flame zone can be easily varied. In fact, modellbntyvo-dimensionahxis-symmetric jet flame
may show many complexities; in contrast, the omeedisionality of counter-flow flames makes
both experiments and calculations much more praaigc For instance, in experiments,
temperature and species conservation measuremeatisamly to be made along a single line;
while, in theoretical studies, only modest run snaee needed for computation using extremely
complex chemical kinetics. The counter-flow flanpevide fundamental understanding of the
detailed structure of diffusion flames and theirtirotion characteristics. Furthermore, the

laminar counter-flow flames have been proposed dsndamental element in the complex
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structure of turbulent non-premixed flames. A rattaege counter-flow literature has developed
and continues to expafit®®, with applications varying from gas turbine comtous to spark
ignition®” and diesel engin&8.

Before presenting a mathematical desonptit is important to understand the basic

features of counter-flow flames. A typical experitted arrangement is illustrated in Figure 16.
Here we can see opposing jets of fuel and oxidietich create a stagnation plane, = 0)
whose location depends on the relative magnitufiéisecoxidizer and fuel jet initial momentum
fluxes. For equal momentum fluxemfve = m,,V,, ), the stagnation plane lies at the midpoint
between the nozzle exit planes; however, if the erom flux of one stream is increased over
the other, the stagnation plane moves closer todivemomentum-flux stream outlet. Given

appropriate conditions, a diffusion flame can baldshed between the two nozzles, the location

of which is where the mixture fraction is nomina#iipichiometric. For most hydrocarbon fuels
burning in air, stoichiometric conditions requirensiderably more air than fuelf(, . = 006).

In this case, then, the fuel must diffuse acrosssthgnation plane to the flame location, as shown
in Figure 16. Conversely, if a reactant pair in ebhimore fuel than oxidizer is required for
stoichiometric conditions {,. > 0.5), the flame would lie on the fuel side of the siatipn
plane. An important characteristic of the oppoded fis that the flame established between the

nozzles is essentially flat (a disk for round nezzland one-dimensional, having dependencies

only in thex-directiorf"®.
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Oxidizer

Figure 16. Counter-flow flame configuration. Diffas flame lies above stagnation plane (dashed
line) created by opposing streams of fuel and aridi

4.3 Analyzing Opposed-flow Diffusion Flames WittCHEMKIN 7]

Governing equations for opposed-flow fsrely on a similarity transformation that
reduces the three-dimensional nature of the floa tme-dimensional (axial) dependence of the
governing equations. This discussion pertains ®@QRHEMKIN Reactor Model: Diffusion or
Premixed Opposed-flow Flame.

4.3.1 Axisymmetric and Planar Diffusion

For the Opposed-flow Flame model, a stesdte solution is computed for either
axisymmetric or planar diffusion flames between tepposing nozzles. The opposed-flow
geometry makes an attractive experimental confijamabecause the flames are flat, allowing
for detailed study of the flame chemistry and dtrces The two or three-dimensional flow is
reduced mathematically to one dimension by assuthiaigthey- or radial velocity varies linearly
in the y- or radial direction, which leads to a simplificatiin which the fluid properties are
functions of the axial distance only. The one-disienal model then predicts the species,
temperature, and velocity profiles in the core flogtween the nozzles (neglecting edge effects).

Both premixed and non-premixed flames can be siradla
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The axisymmetric geometry consists of memcentric, circular nozzles directed towards
each other, as in Figure 17. This configurationdpoes an axisymmetric flow field with a
stagnation plane between the nozzles. The planamegey consists of two concentric linear
nozzles directed towards each other as shown ar&i@8. This configuration produces a two-
dimensional planar flow field with a stagnationelibetween the two nozzles. An axisymmetric
geometry has been employed for the present stadgrder to point out the dominance of the
phenomena occurring along the axial coordinate-@mensional problem). The location of the
stagnation plane depends on the momentum balantteedfvo streams. When the streams are
premixed, two premixed flames exist, one on eithée of the stagnation plane. When one stream
contains fuel and the other oxidizer, a diffusitemfe is established. Since most fuels require
more air than fuel by mass, the diffusion flamealigusits on the oxidizer side of the stagnation
plane; fuel diffuses through the stagnation plameestablish the flame in a stoichiometric

mixture.

Oxidizer

Figure 17. Geometry of the axisymmetric opposed+ttiffusion flame. The dashed line
represents the stagnation flame; the shaded regiggests the flame.
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Oxidizer

-

Figure 18. Geometry of the planar opposed-flowudifin flame. The dashed line represents the
stagnation flame; the shaded region suggestsahmef

Our Opposed-flow Flame Model is derived from a nmdbat was originally developed by Kee,
et al® for premixed opposed-flow flames. The reductionti three-dimensional stagnation
flow is based upon similarity solutions advanced ifwompressible flows by von Karni&h
which are more easily available in Schlichtffly TheCHEMKIN impinging and stagnation-flow
models are based on a finite domain, where the gpecifies the nozzle separation. For this
approach, an eigenvalue must be included in thetisal of the equations and the strain rate
varies, such that a characteristic strain rate nmestdetermined from the velocity profile.
Following the analysis of Evans and Gfféf Kee, et al*” showed that this formulation allowed
more accurate predictions of the extinction linfitspremixed flames than other approaches.
The geometry and axes for the axisymmeirnid planar configurations are sketched in
Figure 17 and Figure 18, respectively. In the follmy equations¢ represents either the radial
directionr for the axisymmetric case, or the perpendiculaeationy for the planar case. The
coordinate parameter allows us to present one set of equations for bates, withn =3 for

the three-dimensional axisymmetric flow and= 2 for the two-dimensional planar case. A more
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detailed derivation of the governing equationstfer opposed-flow geometry is provided by Kee,

et al®% 192

At steady-state, conservation of masgyiimdrical or planar coordinates is:

o), 1 oleve™)_ o
ox &7 o¢ |

whereu and v, are the axial and radial (or cross-flow) velo@tymponents, angb is the mass

density. Following von Karm&if" ***; who recognized that, /& and other variables should be

functions ofx only, we define:

c()=2¢, ()
'3
_ A
F(x)=— 6
()="=. @9
for which the continuity equation (34) reduces to:
6()=2¥ @)

dx

for the axial velocityu. SinceF andG are functions ok only, so arep, u, T and Y,. The

perpendicular momentum equation is satisfied byetgenvalue:

1_2 @ = constant.  (38)
o€

The perpendicular momentum equation is:

F_Gj nG’ , d {”E(EH 0. @)

d
P p dx| dx{ p

H —(n—l)—(

dx

Energy and species conservations are:

dT —ii[ﬁ de"'ﬁszkYka(l_T"'cizhk@ =0, (40
X k

acpdx & o

p K

dy, d X
—+— (oY V. )-wW, =0 k=1..K , (41
o dx dx('o K k) WV 1 (41)
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where the diffusion velocities are given by eittiex multicomponent formulation:

dX, 1dT
ZW Ny (42)
X W = X ,oY Tdx '

or the mixture-averaged formulation:

1 _ dX, D, 1dT

V, =—— Dy, 2k ,
<X, M odx ,oYde

(43)

where:
1-Y,

K)(’
2p,

j£k

Dy = (44)

m

and D, ;, Dy,, Dy, DkT are the multicomponent, mixture-averaged, binanyd thermal

diffusion coefficients, respectively.

The boundary conditions for the fu€) &nd oxidizer Q) streams at the nozzles are:

X=0: FI%; G=0,; T=T;; ,oqu+kaVk:(pqu)F ; (45)
— . _pOuO . — . — . —
x=L: F—m, G=0; T=T,; @Y, +pYV, =(uY,),. (46)

Note that the inflow boundary condition (46) spiesfthe total mass flux, including diffusion and
convection, rather than the fixing species masstim Y, =Y, .. If gradients exist at the
boundary, these conditions allow diffusion into tiuzzle.

The differential equation (3#)rough equation (41and boundary conditions (46rm a
boundary value problem for the dependent variaffesG, H, T, Y,). The GAS-PHASE

KINETICS Subroutine Library provides the reacti@tes and thermodynamic properties, while

the TRANSPORT package evaluates the transport giepdor these equations.
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4.3.2 Finite Difference Approximations

Discretization of the differential equats uses conventional finite differencing techngjue
for non-uniform mesh spacing. Diffusive terms ueatral differences, with truncation error that
is second-order in the mesh spacing. For bettevergence, convective terms use upwind

differencing, which uses the sign of the velocidychoose which direction the spatial difference

will go. If u; = 0, for example, then the convective term in the gnequation is differenced as:

J j-1
The truncation error of this approximation is fisstler in the mesh spacing, leading to what is
often called “artificial diffusion”, but this formavoids unwanted oscillations during the solution
on a coarse mesh. Alternatively, the convectivesetan be centrally differenced, but the default
windward differencing is recommended.
4.3.3 Regrid Operation

A Regrid operation is specified by suppdya new number of grid points during a restart
or continuation, which allow a new flame solutianliegin from an initial guess based on the
solution of a previous flame.

The steady-state solver, TWOPNT, autaradlyi refines the grid by adding points in
regions where they are needed to resolve thedidtsecond derivatives of the solution, using
criteria controlled by the Gradient and Curvaturiel garameters. However, TWOPNT does not
move or remove points. If it reaches a maximum remdf points (internally defined by the
dimensions), a warning message is printed anddhptation is terminated. In some cases, then,
it may be necessary to reduce the number of pwih& starting a new solution from a previous
result. The Regrid operation redefines the solugoass on the user-specified number of mesh
points.

The Regrid operation is different frome tgrid-point insertion operation performed by

TWOPNT. Both operations attempt to resolve the igredand curvature in the solution, except
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that TWOPNT considers all solution components, wherRegrid only considers the temperature
profile. TWOPNT only adds points, leaving the oldinds as they were, but Regrid alters the

location and solution of all the points interiorttee boundaries. Regrid computes new locations
for exactly the given number of points, and theterpolates the solution from the previous grid

to obtain a new approximation of the solution. Regloes not conserve any properties of the
solution; in fact, it tends to smooth the solutiynthe error inherent in the interpolation.

Regrid redistributes a weighting functiof the first and second derivatives of the
temperature. The profiles of the other dependenabizs are ignored on the assumption that the
temperature profile defines the flame location waibugh for the purposes of realigning the
mesh for an initial condition. The redistributiorses a transformation from the physical

coordinatex to a new coordinatg :

dx _
EW(x,T)_C ., (48)

with the weighing function:

2
W(xT)=1+ bl‘j—T d—I (49)
X

+b2

Integration over the entire domain defines the tais

L
C :LJW(xT)dx . (50)

0

Integrating over a portion of the domain gives mpression for the point locations ip-space:
1 X
n :1+EJ'W(X,T)dx . (51)
0

The new grid locations come by interpolation betw#de computed values @f defined using
the old mesh, onto a uniform mesh/rspace. Sincal/ is constant on this uniform mesh, the

solution to equation (48) states thW(x,T)dx is constant, so the new values of will be

concentrated where the weighting function is large.
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4.4 How to Perform an Opposed-Flow-Diffusion-Flame Calalation with

CHEMKIN

When performing a partially-premixed-flames simigat the user has to carry out the
same preliminary operation as done in the previases (it is necessary to choose whether to use
a CHEMKIN sample or to create a new chemistry set if workitith a new project; the working
directory must be set and three different files imhesentered: the Gas-Phase Kinetics File, the
Thermodynamics Data File, and the Gas Transpora Bae, which are all taken from GRI 3.0
mechanism). After opening the Cluster window, teerthas to define reactor physical properties
(problem type, i.e.Solve Gas Energy Equatioplateau profile for initial guess, maximum
temperature for initial profile, and pressure mustset; the user can also decide to use Mixture-
averaged Transport Model or Multicomponent Modaeilfjal grid properties (containing the data
regarding grid points and axial position), and ggeepecific properties (if any). Then stream
properties and species-specific properties muspeeified in the Inlet windows (for both the fuel
and the oxidizer): the user has to set the masg fige (or the inlet velocity) and the inlet
temperature, and to define the reactant speciesxpsessing them on a mole-fraction or mass-
fraction base. In particular, mole fractions of thel-mixture species, mole fractions of the
oxidizer-mixture species, and complete combustioadpcts must be entered. Remaining
parameters to be set in order to run a simulatiertree Solver data (concerning tolerances, time-
stepping, and finite difference methods) and thgp@uControl data (where Print Level Control
is the only necessary parameter to be set). Theofd®on in the Cluster section concerns again
the possibility for the user to set a certain nundfecontinuations. When everything is set in the
latter window, a simulation can be run by creatingnput file first. When the simulation is done,
the user can examine all quantities of interesbfining the output file and post-processor can be

run.
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4.5 Simulation Results

We can now employ the counter-flow flamedel described above together with
CHEMKIN library codes to analyze the structure of methainend biogas-air diffusion flames.
Figure 19 shows computed temperature and velouitffigs between the fuel (left) and air (right)
nozzles. Distance between the nozzles is set fodoe, pressure is 1 atm, equivalence ratio at the
fuel nozzle is set to unity, and the global straite is set to 150’swhile inlet temperature is 300
K for both the fuel and the oxidizer streams. Befanalyzing the flame structure, it is important
to explain how to define all these input parametéfsen studying partially premixed flames, the
main parameters of interest are the equivalenae ohthe fuel stream and the strain rate; thus, in
order to carry out an interesting computation, @ynbe necessary to fix both of them. Since
CHEMKIN opposed-flow-flame model does not allow the usetitectly define the equivalence
ratio of the fuel inlet in the Cluster window, tmeost useful way to proceed is to fix the
equivalence ratio by computing the air premixing,aconsequently, the mole fractions of every
chemical species at the fuel nozzle, and to fixglobal strain rate by computing inlet densities
and velocities for both the fuel and the oxidizerparticular, this latter operation can be made by
solving a linear system of the following two eqoas:

2, = 2|Vo| [1.,.@ &] I (52)
LU Mol Voo

where a, represents the global strain rateis the distance between the nozzless the inlet
velocity, and p is the density, while the subscripts indicate Whethe quantities refer to the
fuel or to the oxidizer, and:

PoVo =PeVe ,  (53)
which represents the conservation of momentum. faedlg, when the equivalence ratio at the

fuel nozzle and the global strain rate are fixdldc@mputed input parameters can be entered and

simulation can be run.
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Figure 19. Temperature and axial-velocity proffil@smethane-air and biogas-air counter-flow
flames ¢ =1, T,,., =300K, P=1 atm,a, =150s").

Focusing on the velocity profile, we see in FigliBb that the stagnation plane, (= 0) lies to

the right of the center plane between the two rexdbows for all fuels, as expected, since the
higher density of air causes the momentum fluxhefdir stream to be greater than that of the fuel

stream for almost equal outlet velocities. The eijoprofile exhibits interesting behavior in the

heat-release region of the flame, where the maximmafues {, = 266.2 cm/s for methane,

v, = 162.8 cm/s for biogas ¥, = 139.2 cm/s for biogas 2, respectively) occuhtfuel side

of the peak temperatures fat 0.53 cmx = 0.66 cmx = 0.70 cm). We also note that these are
the maximum absolute values of velocity. This ressl understood as a consequence of

continuity, with the gas speed increasing in respoto the density decreasing. Frequently, a

velocity gradient,dvX /dx, is used to characterize the strain rate in cotffaes flames; for the

twin-nozzle geometry, the relatively long regionasfsentially constant slope after the velocity

maximum is used as a characteristic gradient. F@mparticular cases illustrated in Figure 19b,
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we can easily see how the value of the velocitydigre is approximately the chosen value
(a, =150sY.

A close inspection of Figure 19a revediat the location of the peak temperatures is
x = 0.9 for all fuels, while the values afe= 2167.1 K for methand, = 2015.2 K for biogas 1,
andT = 1967.3 K for biogas 2.

Turning to the species profiles repoiitedrigure 20, we focus first on the reactants. Here
we see that both methane and oxygen mole fracfadhso near-zero values at axial locations
which are very close to the center plane; thisesponds closely with the occurrence of the peak
temperature. We also note some overlap, or nonlsimeous consumption of methane and
oxygen, however small, in the region immediatelggeding the maximum temperature (it may
depend on the particular conditions of the simatatj since kinetics may be not sufficiently fast
to guarantee a true approximation to a flame-shéether interesting reactants-related feature
is the presence of nitrogen deep on both sideseSiitrogen in the flame system has its origins
with the air, nitrogen must partly diffuse acrdse stagnation plane to yield the already relatively
high concentrations we observe on the fuel sidihefflame. Of course, the presence of fuel to

the right of the stagnation plane is a result €fidion in the direction opposite to nitrogen.
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Figure 20. Mole-fraction profiles of main chemisplecies for methane-air counter-flow flames
(¢=1, T, =300K,P=1atm,a, =150s".

The stoichiometric case studied above can be cereddas a general introduction to the flame
structure study, since, usually, the fuel streamtaias rich or slightly rich mixtures at the outlet
More realistic and specific cases will be treatethe next few paragraphs.
4.5.1 Best Cases

Figure 21 through Figure 24, togetherhwitable IV through Table VII, are aimed to
provide a wide range of data for a complete undashg of the flame structure for both methane
and chosen biogases. Axial-velocity, temperatund,species mole-fraction profiles are reported.
Distance between the two nozzles is 2 cm, pregsureatm, while inlet temperature is set to 300
K for both the fuel and the oxidizer streams. Eglence ratio of the fuel outlet varies, as well as
the strain rate. In particular, equivalence rasoset respectively to 1.4 and 3.0 (to help a
comparison with experimental data taken from cortibnditerature, where these two values are
the most commonly usEd), while the strain rate is set respectively to $0and 200 3 (in
order to guarantee relatively high inlet velocitiesll combinations made by using the previous

values are presented. Also, Figure 25 presentpdhtcular case of a largely rich methane-air
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mixture at the fuel outletg =10), with a, =150 s*, in order to provide a better understanding

of the influence of equivalence ratio at the fuetlet.

Starting with some general considerations can easily state that biogas flames are
generally narrower than methane flames, with bidaaving the narrowest flame, while axial
velocity generally reaches higher values for théharee case. For what concerns the emissions of
pollutants, we see how carbon-monoxide emissioadigher for methane, while carbon-dioxide
emissions remain higher for the biogas cases, bittbas 1 being more polluting than biogas 2
again (carbon-dioxide content in the fuel is higlier biogas 1). Moreover, nitrogen-oxide
production is higher for methane (followed by bisga and biogas 2, respectively), while
nitrogen-dioxide mole fraction shows a particuleent with two peaks, with emissions being
practically zero in the middle point between the twozzles: for slightly rich mixtures and higher
strain rates, nitrogen-dioxide emissions becomédridor biogas 1 than for methane, since the
peak mole fractions of both biogas types exceed tfiamethane in the premixed zone.
Eventually, GH, emissions are considerably lower for biogas fbcates, and this means a large
reduction of soot formation in the exhaust gas.

The location of peak species mole fraxdi@nd temperatures are shown in Table IV

through Table VIII.
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Figure 21. Temperature, axial-velocity, and mobefion profiles of main chemical species for
methane-air and biogas-air counter-flow flamg¢s=<(14, T, . =300K, P=1 atm,

a, =150sY).

TABLE IV. LOCATION OF PEAK SPECIES MOLE FRACTIONSMD TEMPERATURES
IN SIMULATED METHANE-AIR AND BIOGAS-AIR COUNTER-FLON DIFFUSION

FLAMES (a,= 150 $' AND ¢ = 1.4 AT THE FUEL NOZZLE OUTLET).

Species| Maximum Mole Fraction | Location of Maximum, x (cm) | Temperature (K)
Methane (T = T = 2039.5K at x = 0.95 cm)

H, 0.0395 0.7969 1792.2
H,O 0.1703 0.8297 1952.6
CO 0.0683 0.8063 1873.3
CO, 0.0768 1 2003.1
NO 1.03 - 10 0.95 2039.5
NO, 3.26 - 10 1.175 737.1

Biogas 1 (T = Tmax = 1920.3 K at x = 0.95 cm)

H, 0.0244 0.8578 1646.2
H,O 0.1698 0.9 1884.8
CO 0.0579 0.8719 1790.7
CO 0.1094 0.95 1920.3
NO 6.31 - 10 0.9375 1917.7
NO, 2.78 - 10 0.7969 719.0

Biogas 2 (T = T = 1877.2 K at x = 0.95 cm)

H, 0.0204 0.8672 1580.8
H,O 0.1675 0.9063 1845.8
CO 0.0532 0.8813 1740.6
CO, 0.1224 0.95 1877.2
NO 5.01-10 0.9375 1875.2
NO, 2.61-10 0.8063 691.9
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Figure 22. Temperature, axial-velocity, and mobefion profiles of main chemical species for
methane-air and biogas-air counter-flow flamg¢s<(3.0, T, =300 K, P =1 atm,

a, =150s").

TABLE V. LOCATION OF PEAK SPECIES MOLE FRACTIONS ANTEMPERATURES IN
SIMULATED METHANE-AIR AND BIOGAS-AIR COUNTER-FLOW DFFUSION FLAMES

(a,=150 § AND ¢ = 30 AT THE FUEL NOZZLE OUTLET).

Species| Maximum Mole Fraction | Location of Maximum, x (cm) | Temperature (K)
Methane (T = T = 1963.0K at X = 1 cm)

H, 0.0289 0.9625 1771.4
H,O 0.1616 1 1963.0
CO 0.0530 0.975 1866.2
CO, 0.0764 1.025 1924.4
NO 1.37 - 10 1.0125 1953.3
NO, 434 .10 1.1656 681.2

Biogas1 (T =Ty =1878.3Katx=1cm)

H, 0.0202 0.9625 1685.0
H,O 0.1613 0.9938 1874.1
CO 0.0477 0.975 1786.5
CO, 0.1044 1.0063 1872.0
NO 7.73 - 10 1.0125 1859.7
NO, 2.84 - 10 1.1469 743.8

Biogas 2 (T = Trax = 1843.7 K at X = 0.9969 cm)

H, 0.0177 0.9625 1657.7
H,O 0.1604 0.9938 1841.6
CO 0.0452 0.975 1759.4
CO, 0.1164 1 1842.8
NO 5.89 - 10 1.0125 1820.0
NO, 2.40 - 16 1.1469 697.4
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Figure 23. Temperature, axial-velocity, and mobefion profiles of main chemical species for
methane-air and biogas-air counter-flow flamg¢s=(14, T, . =300K, P=1 atm,

a, =200 s?).

TABLE VI. LOCATION OF PEAK SPECIES MOLE FRACTIONSMD TEMPERATURES
IN SIMULATED METHANE-AIR AND BIOGAS-AIR COUNTER-FLON DIFFUSION

FLAMES (a,= 200 $' AND ¢ = 1.4 AT THE FUEL NOZZLE OUTLET).

Species| Maximum Mole Fraction | Location of Maximum, x (cm) | Temperature (K)
Methane (T = T = 2017.8 K at x = 0.95 cm)

H, 0.0365 0.8344 1732.8
H,O 0.1694 0.8719 1961.9
CcO 0.0656 0.8484 1883.0
CO, 0.0775 0.975 2005.5
NO 1.00 - 10 0.925 2009.8
NO, 2.67 - 16 1.1375 812.3

Biogas 1 (T = Tmax = 1898.1 K at x = 0.95 cm)

H, 0.0227 0.8859 1638.2
H,O 0.1677 0.9188 1870.7
CO 0.0548 0.9 1795.8
CO, 0.1086 0.9625 1897.3
NO 5.73-10 0.95 1898.1
NO, 2.61-10 0.8297 703.3

Biogas 2 (T = Trax = 1853.0K at x = 0.95 cm)

H, 0.0188 0.8953 1618.8
H,O 0.1645 0.925 1831.7
CcO 0.0502 0.9063 1745.1
CO, 0.1211 0.95 1853.0
NO 4.34 - 10 0.95 1853.0
NO, 2.25 - 16 0.8391 710.3
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Figure 24. Temperature, axial-velocity, and mobefion profiles of main chemical species for
methane-air and biogas-air counter-flow flamg¢s<(3.0, T, =300 K, P =1 atm,

a, =200 s%),

TABLE VII. LOCATION OF PEAK SPECIES MOLE FRACTIONSND TEMPERATURES
IN SIMULATED METHANE-AIR AND BIOGAS-AIR COUNTER-FLON DIFFUSION

FLAMES (a,= 200 $' AND ¢ = 3.0 AT THE FUEL NOZZLE OUTLET).

Species| Maximum Mole Fraction | Location of Maximum, x (cm) | Temperature (K)
Methane (T = T = 1951.5K at X = 1 cm)

H, 0.0278 0.9625 1733.9
H,O 0.1607 1 1951.5
CO 0.0518 0.975 1847.6
CO, 0.0752 1.0188 1908.3
NO 1.24 - 10 1.0125 1928.6
NO, 3.78 - 10 1.1375 726.6

Biogas 1 (T = Trmax = 1858.2 K at x = 0.9969 cm)

H, 0.0194 0.9688 1691.8
H,O 0.1595 0.9938 1854.9
CO 0.0463 0.9813 1798.7
CO, 0.1028 1.0031 1853.6
NO 6.34 - 10 1.0125 1828.4
NO, 2.43 - 10 1.1281 721.0

Biogas 2 (T = Trax = 1824.1 K at x = 0.9969 cm)

H, 0.0170 0.9688 1658.0
H.O 0.1583 0.9938 1821.4
CO 0.0438 0.9844 1785.8
CO, 0.1145 0.9969 1824.1
NO 4.74 - 10 1.0125 1791.0
NO, 1.95 - 16 0.1281 682.3
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Figure 25. Temperature, axial-velocity, and mobefion profiles of main chemical species for
methane-air counter-flow flameg € 10, T, ., =300 K, P=1 atm,a, =150 s").
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TABLE VIII. LOCATION OF PEAK SPECIES MOLE FRACTION&ND TEMPERATURES
IN SIMULATED METHANE-AIR COUNTER-FLOW DIFFUSION FLAES (a,= 150 &'

AND ¢ =10 AT THE FUEL NOZZLE OUTLET).

Species| Maximum Mole Fraction | Location of Maximum, x (cm) | Temperature (K)
Methane (T = T = 1971.2 K at x = 0.9969 cm)

H, 0.0290 0.9625 1819.0
H,O 0.1671 0.9969 1971.2
CO 0.0469 0.975 1894.3
CO, 0.0699 1.0125 1925.3
NO 1.37 - 10 1.0125 1925.3
NO, 4.25 - 10 1.1281 697.9

4.5.2 Influence of Strain Rate and Equivalence Raii

Figure 26 shows how the strain rate d&edequivalence ratio influence the structure of a
methane-air flame. Simulations have been perforfoedtrain rates of 150'sand 200 3, while
equivalence ratio has been set to values of 1.43ahdrespectively. Inlet temperature is set to
300 K for both the fuel and the oxidizer streamisréported plots show the trend of temperature,
axial velocity, and the main species mole-fractioofiles for all combinations listed in Table IX.
For what concerns the strain rate, it is easy atesthat, as the strain rate increases, the flame
becomes narrower, peak temperature decreases,axialevelocity slightly increases. Moreover,
emissions of pollutants slightly decrease and thadefraction peaks are generally shifted
towards the air nozzle.

Speaking about the equivalence ratio,see that for richer mixtures the flame becomes
much narrower, peak temperature decreases andftedstowards the air nozzle, while axial
velocity dramatically decreases. Moreover, carbioxide emissions practically do not vary,
carbon-monoxide and,H, emissions dramatically increase and their peafsshifted towards
the air nozzle, while the unburned-fuel fractionside the air nozzle and nitrogen-oxides

production increase a lot.
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Furthermore, turning back to Figure 2fiotilygh Figure 24, we can state that for richer
mixtures the flame structure is almost the samebfith biogas and methane for all cases, but
biogas still presents much lowegH;, NO, and NQ emissions; carbon-dioxide emissions remain
lower for methane, while carbon-monoxide emissanespractically the same for all fuels.

Eventually, turning back to Figure 19, easily see that for stoichiometric mixtures the
flame appears strongly enlarged (even if the peaiperature does not vary) and axial velocity
dramatically increases. Also, difference betweenhare and biogas turns out to be heavier,

since axial velocity is almost doubled for methand temperature is much higher.

TABLE IX. LIST OF COMBINATIONS FOR THE PRESENT COMPATION.

Case| Strain Rate | Equivalence Ratio at the Fuel Nozzle

1 150 & 1.4
2 150 & 3.0
3 200 & 1.4
4 200 & 3.0
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Figure 26. Effect of strain-rate and equivalend@nzariations on methane-air counter-flow
flames for all considered caseEk,(, =300 K, P =1 atm).

4.5.3 Extraction of Stretched Flame Speed

A flame speed for the premixed zone of a partiptigmixed flame can be extracted by analyzing
the peak of carbon-monoxide emissions for each fagbarticular, the axial-velocity values in
correspondence of the latter emission peaks asnttikbe the flame speed. Figure 27 shows the
peaks of carbon-monoxide emissions for all fuelsemvequivalence ratio is set to unity and the
strain rate is 1507 Pressure is set to 1 atm, distance between thelesois 2 cm, while
temperature for both inlet streams is set to 298 Krder to make a comparison with respect to
the laminar-premixed-flame case made in the previcapter. Then Figure 28 presents the
extracted flame-speed values for all fuels, cleahgwing a relatively light flame-speed increase

(around 15% for all fuels) if compared to Figure 6.
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Figure 28. Extracted flame speed for methane-airaogas-air counter-flow flameg (=1,
T =298 K, P=1 atm,a, =150 sY).

inlet

Figure 29 shows how equivalence ratio and therstraie can influence the extracted flame
speed. Simulations have been performed with camditset as above, when equivalence ratio is
1.4 and the strain rate is 156a 200 &, and when equivalence ratio is 3.0 and the stetinis
150 §". We can easily see that extracted flame spee@miesonsiderably lower values as the

equivalence ratio is increased and relatively higladues as the strain rate is increased. The latte
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effect is simply due to the fact that the air ane fuel stream velocity is increased and thus the
outlet velocity in the premixed zone can be slightigher. Generally, flame speed should
decrease because of the reduction of residence tiotewe must say that the flame speed
extrapolation may depend much on the chosen nuaoflgeid points in the simulation and cannot

thus be precisely defined.
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4.5.4 Performance Outline

It is well-known that the burning velgcénd the heat generation of a particular fuel may
be two important parameters in order to evaluate ghrformance of a combustion process
involving that fuel. Table X presents the peak Heates (inW/cnf) for all PPF cases listed in
Table IX and analyzed above. For slightly rich miets, methane shows a considerably higher
heat production, with biogas 1 and 2 losing 22-24%@ 28-30% of heat generation, respectively,
while, when considering largely rich mixtures, asgseems to provide a better heat production
(losses to methane become 9-10% and 13-14%, resgegitwith biogas 1 being more effective
than biogas 2 again. Also, it looks clear that bigktrain rates lead to a generally higher heat
generation. From the previous considerations, kdsy to state that biogas can represent an
important alternative to methane for PPF combuspimcesses involving rich mixtures when
premixing air is supplied at the fuel inlet, sirlmegas is capable to guarantee lower emissions of

pollutants and to provide a reasonably high headywstion at the same time.

TABLE X. PEAK HEAT FLUXES INW/cnf FOR METHANE-AIR AND BIOGAS-AIR
COUNTER-FLOW FLAMES.

Case| Methane | Biogas 1| Biogas 2

1 51.26 38.87 35.82
2 31.96 28.84 27.72
3 54.78 42.51 39.21
4 36.11 32.44 31.23

4.5.5 Dilution Study
The following paragraph is aimed to gavehort account of carbon-dioxide and nitrogen
dilution for all considered fuels, and to underlimaw the strain rate can modify dilution curves.

In particular, this study has been conducted fdh lmogas and methane using an equivalence



78

ratio of 1.4 and strain rates of 158asd 200 ¢, respectively. Pressure is 1 atm, distance between
the nozzles is 2 cm, and temperature for both istietams is 300 K. Figure 30 shows carbon-
dioxide dilution curves when dilution is carriedtom both the fuel and the air stream. In
particular, peak temperature is reported as a ifumadf carbon-dioxide mole fraction in the
chosen stream. For fuel stream dilution, the stim@mapoint shows considerable differences
depending upon the carbon-dioxide content (on a#frakction base it occurs at 0.18% of carbon
dioxide for methane, 0.14% for biogas 1, and 0.1f2f6 biogas 2, respectively). Maxima
temperatures are constantly higher for biogas, evfifley present much closer values in
correspondence of the stagnation point. For a@astr dilution, the stagnation point occurs at
0.43% of carbon dioxide for methane, 0.33% for g, and 0.29% for biogas 2, with peak
temperature being considerably lower for biogasvasapproach the stagnation point itself. In
general, the more the content of methane in theifuthe more carbon dioxide is needed for
extinction. Moreover, biogas containing less me¢haontains more carbon dioxide in its initial

composition and this may somehow help extinctiateed.
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Figure 30. Carbon-dioxide-dilution curves for bttle fuel-stream-dilutiona) and the air-
stream-dilution ) case for all considered fuelg € 1.4, T,,., =300 K, P =1 atm,

a, =150 Y.
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Figure 31 shows how the strain rate may influentgion curves for the methane case, when
dilution is applied to the fuel stream. The cursshifted down and the stagnation point moves to
the left. Peak temperatures are reasonably highetha strain rate gets lower, however,

temperature is higher in correspondence of thenatam point for the 200”scase, while carbon-

dioxide needed for extinction decreases for theescase.
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Figure 31. Influence of strain rate on carbon-diexdilution curves for the fuel-stream-dilution
case when burning methang € 1.4, T. .. =300 K, P =1 atm).
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Figure 32 shows nitrogen dilution curves when @lutis carried out in both the fuel and the air
stream. Conditions are the same as above. Gendmllyitrogen dilution we can make the same
considerations as in the previous case, sincerémel tof all curves is practically the same. For
fuel stream dilution, the stagnation point occur9.29% of nitrogen for methane, 0.22% for
biogas 1, and 0.19% for biogas 2, respectively.dfostream dilution, it occurs at 0.59%, 0.47% ,
and 0.41% of nitrogen, respectively. Consideratiabsut peak temperatures remain valid for
both the carbon-dioxide and the nitrogen diluti@ses, with the two biogas curves being one

close to the other, and relatively far away from thethane curve.
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In general, the amount of nitrogen (imte of mole fraction) needed for extinction is much
higher than that of carbon-dioxide. This is padilye to the carbonaceous nature of methane and

to the presence of carbon-dioxide itself in bioigétial composition.
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Figure 32. Nitrogen-dilution curves for both thelkstream-dilutiong) and the air-stream-
dilution (b) case for all considered fuelg € 1.4, T .. =300 K, P=1 atm,a, =150 s").

Figure 33 shows again how the strain rate may emnite dilution curves for the methane case,
when nitrogen dilution is applied to the fuel streaConsiderations are the same as above for

Figure 31.



81

2100
a =150s"
2000 ° :
Q —as=2003'
2 1900
3
©
8 1800 |
£ ‘
2 ‘
Y2 1700 \\
©
(0]
o
1600
1500
0 005 01 015 02 025 03

N2 Mole Fraction

Figure 33. Influence of strain rate on nitrogen#idn curves for the fuel-stream-dilution case
when burning methaneg(=14, T. ., =300 K, P =1 atm).
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4.5.6 Validation and Further Research

As we said before in this work, the aifrttos study is mainly to give a general overview
on biogas properties by exploiting simulation reses, since biogas may be considered to be one
of the most important and efficiegreen fuelsavailable at the moment, and an alternative to
methane use. In this sense, simulation can easily tiesigners understand the fundamental
properties of alternative fuels by reducing costd setup time. Further research could focus on
the build-up of an experimental setup, in orderatll validation data to the present work.
Literature research already contains several exjertal investigations about partially premixed
flames, and validation studies have been made isdofamethane for differenCHEMKIN

mechanism filé&,



CHAPTER 5

SOFC MODELING AND EXPERIMENTAL SETUP

5.1 Introduction

Solid oxide fuel cells (SOFCs) presetdwa-pollution technology to generate electricity at
high efficiencie§”". These fuel cells provide many advantages ovetitivaal energy
conversion systems including high efficiency, hkjihetics of both chemical and electrochemical
reactants, reliability, modularity, fuel adaptatyililack of precious catalysts, and very low levels
of polluting emissions.

SOFCs were first being developed for apeg primarily in the temperature range of 900
to 1000C. In addition to the capability of internally refoing hydrocarbon fuels (for instance,
methane and natural gas), such high temperaturedile provide high quality exhaust heat for
cogeneration. However, reduction of the SOFC opegaemperature by 260 or more allows
the use of a broader set of materials, is less ddim@ on the seals and balance-of-plant
components, simplifies thermal management, aidaster start-up and cool-down, and results in
less degradation of cell and stack components. IBecaf these advantages, the development of
SOFCs capable of operating in the temperature rah§60 to 808C has increased dramatically
in the last years. However, at lower temperatugtestrolyte conductivity and electrode kinetics
decrease significantly; in order to face theseiigmt drawbacks, alternative cell materials and
designs are being extensively investigated.

An SOFC essentially consists of two pserelectrodes separated by a dense, oxide ion
conducting electrolyte. The operating principlesoth a cell is illustrated in Figure 34. Oxygen is
supplied at the cathode and reacts with incomiagtedns from the external circuit to form oxide
ions, which migrate to the anode through the oxale conducting electrolyte. At the anode,

oxide ions combine with hydrogen (and carbon moaexin the fuel to form water (and carbon
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dioxide), liberating electrons. Electrons (and telectricity) flow from the anode through the

external circuit to the cathode.

H; 4 CO Fuel H20 + CO2z
e CO+H;0 - Hz+CO;z Heat
Permeable ( EE If{ . h I{I “ I F
Anodo R 24, + 20 — 4o~ + 2H,0 Ao o
Impermeable
Eleciralyte 0 et

Depleted C;;\
ﬂ~/ Oxidant Heat -~

Figure 34. Operating principle of a solid oxidelfoell.

The materials for the cell components are seleliefbcusing on suitable electrical conducting
properties required for these components to perfin@ir intended cell functions, i.e. adequate
chemical and structural stability at high tempemdgilencountered during cell operation as well as
during cell fabrication, minimal reactivity and fliSion among different components, and
matching thermal expansion among different comptmen
5.1.1 Electrolyte

Yttria-stabilized zirconia (YSZ) remaitiee most widely used material for the electrolyte
in SOFCs because of its relatively high ionic castoity, chemical stability, and mechanical
strength. The only drawback of YSZ is the low ion@nductivity encountered in the lower cell
operation temperature regime (below about°Z30 Two solutions employed to solve this
problem are to decrease the thickness of the Y&&relyte and to find other materials to replace

yttrium. Scandium-doped zirconium oxide has higbenductivity than YSZ but presents high
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costs and detrimental ageing effects. Also, gadotirdoped or samarium-doped cerium oxide
materials possess higher oxide ion conductivity garad to zirconium based materials; however,
cerium oxide based materials, under reducing cimmditat high temperatures, exhibit significant
electronic conductivity and dimensional change.c8ioperation at temperatures below €00
overcomes this problem, cerium oxide based maseaigd successfully being used as electrolyte
in SOFCs by Ceres Power Limited (UK). Also, othexed oxides provide an opportunity to
develop oxide ion conducting electrolytes; in factnixture containing gallium oxide has lately
attracted attention as an electrolyte, even thauginesents two drawbacks (uncertain cost of
gallium, and uncertain chemical and mechanical ilgatof the oxide). Despite the latter
problems, Mitsubishi Materials Corporation (Japanjising this as the electrolyte in its SOFCs
and has successfully built and tested up to 10-i2&/ SOFC power systems.
5.1.2 Cathode

The oxidant gas is represented by air qgygen) at an SOFC cathode, and the
electrochemical reduction of oxygen requires aeseonf elementary reactions involving the
transfer of multiple electrons. Because of thid,fan SOFC cathode must meet the requirements
of high catalytic activity for oxygen reduction,ghi electronic conductivity, chemical and
dimensional stability in environments encounteredird) cell fabrication and cell operation,
thermal expansion match with other cell componesns, compatibility and minimum reactivity
with the electrolyte and the interconnection. Hinathe cathode must have a stable, porous
microstructure so that gaseous oxygen can readilysd through the cathode to the cathode-
electrolyte interface. These stringent electrocleairand mechanical requirements greatly restrict
the number of suitable candidate materials. In ggn&anthanum manganite, when doped with
calcium or strontium, has good electronic conductimd possesses adequate electrocatalytic
activity, a reasonable thermal expansion match 87,Yand stability in the SOFC cathode

operating environment.
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For SOFCs operating at substantially loteenperatures, such as 650 to ®)alternative
cathode materials, typically containing transitimetals such as cobalt, iron, and nickel, have
been developed and optimized for better performahtgeneral, these materials offer higher
oxide ion diffusion rates and faster oxygen redurckinetics at the cathode-electrolyte interface
(if compared with lanthanum manganite). Howeveegyitial expansion coefficients and electrical
conductivities of these materials can sometime® laastrongly negative effect on performance.
Nevertheless, good results have been reported tisesp materials, though in many cases the
improved cathodic performance is found to decredseng the cell lifetime as a result of
chemical instability. Minimization of cathodic poization losses is one of the biggest challenges
to be overcome for obtaining high, stable powersitaas from lower temperature SOFCs.
Therefore, a thin layer, generally made of a ceraxide based material, is used to reduce the
chemical reactivity of the cathode toward YSZ.dslbeen also shown that polarization resistance
depends on the grain size of the ionic conducttinerelectrode and on porosity.

5.1.3 Anode

The anode of an SOFC must be an excetlatglyst for fuel oxidation, stable in the
reducing environment of the fuel, electronicallyndacting, and must have sufficient porosity to
allow the transport of the fuel to and the transpbthe products of fuel oxidation away from the
electrolyte-anode interface where the fuel oxidatieaction takes place. Other requirements
include matching of its thermal expansion coeffiti@ith that of the electrolyte and interconnect,
integrity of porosity for gas permeation, chemistlbility with the electrolyte and interconnect,
and applicability to use with versatile fuels antpirities. In addition, cost effectiveness plays
always an important role for commercialization.

Nickel-YSZ composites are the most comimarsed anode materials for SOFCs, since
nickel is an excellent catalyst for fuel oxidatiddowever, nickel possesses a high thermal
expansion coefficient, and exhibits coarsening mfostructure due to metal aggregation through

grain growth at cell operation temperatures. YSZhim anode constrains nickel aggregation and



86

prevents sintering of nickel particles, decreades effective thermal expansion coefficient
bringing it closer to that of the electrolyte, amavides better adhesion of the anode with the
electrolyte. In these anodes, nickel has dual rofake catalyst for hydrogen oxidation and the
electrical current conductor. In addition, it is@lhighly active for steam reforming of methane
(this catalytic property is largely exploited inetlso-called internal reforming SOFCs that can
operate on fuels composed of mixtures of methafhough nickel is an excellent hydrogen
oxidation and methane-steam reforming catalysdlsib catalyzes the formation of carbon from
hydrocarbons under reducing conditions and, urdefiient amounts of steam are present along
with the hydrocarbon to remove carbon from the elickirface, the anode may be destroyed. As a
result, even when using methane as the fuel, velgthigh steam-to-carbon ratios are needed to
suppress this deleterious reaction. Unfortunatélys approach does not work for higher
hydrocarbons, and it is generally not possible ferate nickel-based anodes on higher
hydrocarbon-containing fuels without pre-reforming. spite of this drawback, nickel-YSZ
composite remains the most commonly used anoderiadater SOFCs and is satisfactory for
cells operating on clean and reformed fuel.

However, advanced SOFC designs placetiaddi constraints on the anode, such as the
ability to tolerate significant quantities of sulphand hydrocarbon species in the fuel stream.
Alternative materials, such as cerium oxide andnstum titanate/cerium oxide mixtures, have
yielded some promising results in these designistheubenefits obtained are counterbalanced by
other limitations. Copper based anodes have also lpeoposed for intermediate temperature
(less than 8(C) SOFCs intended to operate directly on hydrogarheels without prior
reformation, without leading to significant achievents though.

5.1.4 Interconnect
Since a single cell only produces voltiges than 1 V and power around 1 W/cmany

cells are electrically connected together in a swkk to obtain higher voltage and power. To
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connect multiple cells together, an interconnectonsed in SOFC stacks. The requirements of

the interconnection are the most severe of allam@tiponents and include:

nearly 100% electronic conductivity;

stability in both oxidizing and reducing atmos@®eat the cell operating temperature
since it is exposed to air (or oxygen) on the cdg¢hside and to the fuel on the anode
side;

- low permeability for oxygen and hydrogen to miniiirect combination of oxidant and

fuel during cell operation;

- athermal expansion coefficient close to that ef¢hthode and the electrolyte,

- non-reactivity with other cell materials;

- manufacturability.
To satisfy these requirements, doped lanthanunnakeds used as the interconnection for cells
intended for operation at about 1600In cells intended for operation at lower tempenes (less
than 800C), it is possible to use oxidation-resistant nligtahaterials for the interconnection,
such as metallic alloys that offer improved mantfeability, significantly lower raw material
and fabrication costs, and higher electrical aretrttal conductivity. However, in order to be
useful for the interconnect application, the matadlloys must satisfy additional requirements,
including resistance to surface oxidation and o in a dual atmosphere (simultaneous
exposure to oxidizing and reducing atmospheregynhl expansion matching to other stack
components (particularly for stacks using a riggdlsdesign), chemical compatibility with other
materials in contact with the interconnect, suchsaals and cell materials, high electrical
conductivity not only through the bulk material baiso in in-situ-formed oxide scales, and
mechanical reliability and durability at the ceflavating temperature. Ferritic stainless steels are
the most promising candidates, owing to the faat gome alloys in this family offer ease of
manufacturing and low cost. Several new ferritairdess steels have been developed specifically

for SOFC interconnects and, although these allogyashstrate improved performance over
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traditional compositions, several critical issuesnain (poisoning of cathodes, corrosion and
spalling under interconnect exposure conditiond, @mpatibility with the adjacent components
such as electrical contact layers). To overcomeesofrthese problems, some surface coatings

can be applied onto metallic interconnects.

5.1.5 Stack Design

In terms of stack design, most develogrhes focused on planar and tubular design cells,
each of these designs having a number of integestainants; for instance, the planar SOFC may
be in the form of a circular disk fed with fuel fnothe central axis, or it may be in the form of a
square plate fed from the edges, while the tubB@FC may be of a large diameter (more than
15 mm), or of much smaller diameter (less than 5 ,mmapresenting the so-called microtubular
cells. Also, the tubes may be flat and joined tbgetto give higher power density and easily
printable surfaces for depositing the electrodesisy Figure 35 illustrates typical planar cell
stacks and a tubular cell bundle (this latter pres¢he advantage that the air and the fuel are

naturally isolated because the tubes are closedeaénd).
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Figure 35. lllustration of planar cell stacks (tgpd a tubular cell bundle (bottom).

In the case of planar cell stacks, an effectivé sest be provided to isolate air from the fuel.
The seal must have a thermal expansion match téu#iecell components, must be electrically
insulating and must be chemically stable underagperational conditions of the stack. Also, it
should exhibit no deleterious interfacial reactiovith other cell components, should be stable
under both the high temperature oxidizing and raduoperational conditions, should be created
at a low enough temperature to avoid damaging cethponents (below 880 for some

materials), and should not migrate or flow from thesignated sealing region during sealing or
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cell operation. In addition, the sealing systemudthdbe able to withstand thermal cycling
between the cell operation temperature and roonpdesture. A number of different sealing
approaches are under development, including rigicthded seals (glass-ceramics and brazes),
compliant seals (viscous glasses), and compres&aés (mica-based composites). Successful
development of sealing materials and conceptslorgn SOFCs is probably the most important
issue for the long-term performance stability aifietime of planar SOFC stacks and hence for
their eventual commercialization at competitivetsos

The single biggest advantage of tubular aalisr planar cells is that they do not require any
high temperature seals to isolate oxidant fronfuleg and this makes performance of tubular cell
stacks very stable over long periods of times (sdwears). However, their areal power density
is much lower (about 0.2 W/énif compared to planar cells (up to 2 W/cfar single cells and
at least 0.5 Wi/cfor stacks), performances are thus relatively (iecause of the longer
electronic pathways and the higher Ohmic losses)l, manufacturing costs are higher. To
increase the power density and reduce the physiecal and cost of tubular SOFC stacks,
alternative tubular geometry cells, as illustraiadFigure 36, were under development by
Siemens. Such alternative geometry cells combintaaladvantages of the tubular SOFCs while
providing higher areal power densities. The perfomoe of these new design cells is already

higher than that of cylindrical tubular cells, ksiill lower than that of anode-supported planar

celld*4501
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Figure 36. Alternative tubular geometry cells beileyeloped by Siemens.

5.2 SOFC Modeling

The second part of this study has beewrldped by usindATLAB R2009dogether with
Cantera 1.6in order to build up a numerical model for a twusolid-oxide fuel cell and by
validating the same model through a series of éxmeral tests. For what concerns the
numerical simulation behind the model, on one haWdTLAB is a high-level technical
computing language and interactive environmentatgorithm development, data visualization,
data analysis, and numerical computation, thatwallthe user to solve technical computing
problems faster than with traditional programmiagduages; on the other har@hnterais a
collection of object-oriented software tools (whicdin be directly interfaced witdATLAB for
problems involving chemical kinetics, thermodynasniand transport processes. Among other
things, Canteracan be used to conduct kinetics simulations watige reaction mechanisms, to
compute chemical equilibrium, to evaluate thermaohgit and transport properties of mixtures,
to evaluate species chemical production ratespmalact reaction path analysis, to create process

simulators using networks of stirred reactors, amdhodel non-ideal fluids. For what concerns
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the experimental validation, all tests have beeriopped on a commercial anode-supported
tubular SOFC aEdison S.p.a. - Centro Ricerca e Sviluppdrofarello, Torino (ltaly).
5.2.1 Governing Equations

Although much of the modeling approaclsalibed here can be used with any SOFC
configuration, we focus in this work on the specifibular cell configuration. This paragraph
aims to be a description of the equations empldyedanterafor implementing the present
model.

First, sinc€anterawas initially born to study combustion processed ffames, we must
follow the so-calledsimilarity solutionapproach (that is the solving process generalgd der
flames and based on converting a system into ainemumber of cylindrical elements where

one-dimensional laws can be applied). By doingmomust consider the following limits:
L
—<<1, (54
D (54)

Ma<<1l, (55)
where L and D represent respectively the length and the diamefea cylindrical element
obtained from the discretization of the reactingiemmment, andva is the Mach number. Having
a low Mach number basically means that pressumee#sly constant. If these limits and the
boundary conditions are satisfied, the exact flaquations admit a solution with the following
properties:

u=uz . (56)

v=rtV(2), (57)

T=T(2), (58)

Y. =Y (2, (59)

2

p= F>0+/\r7 . (60)
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wherez is the axial coordinate (following the directiohtbe cylinder axis)u is the axial velocity

of the flow entering the cylinder,is the radial coordinate (following the directiohthe cylinder
radius),v is the radial velocity of the flowy is the normalized radial velocity, is temperature,
Y, is the mass fraction of theéh chemical specie® is pressurel, is the reference pressure, and
N\ is a constant that must be determined as pafieosolution. Boundary conditions are set at
z=0 and z=L, with u, T, andY, being independent af, and withv being linear inr (v is
usually set to zero at the boundaries).

For conditions where the similarity sauat holds, the flow equations reduce to a set of
ordinary differential equations in the axial cooratez. This is possible because the gas flow in
the fuel channel is considered to be one-dimenkiama laminar, neglecting variations of the gas
composition transverse to the flow direction. Thisa good approximation, because the fuel
channel typically has characteristic diameters thas a centimeter and mean velocities of less
than 100 cm/s. Under these circumstances, the Risymomber is on the order of 100 or less.
The following equations represent the set of ODEpleyed to solve the problem in the axial
coordinate:

- Continuity:

d _
S (a)+20v =0, (1)

- Radial Momentum:

dv _d dv dv 2
—=—|U— |-N-pu—-pV°, (62
P dt dz(ﬂ dz} dz (62)
- Species Conservation:
dy, dy, dJ, .
—=-pu—-—+W, w, , (63
Pt dz dz ¢ (63)

- Energy Conservation:

dT aT d( . dT dT
—=-pcU—+—|A— |- > W h -> Jc ,— . (64
Peo e ~ Pz dz( dzjzk:kkkzk:kp’kdz (64)
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In these equationg, 4, c,and A denote respectively the density, the viscositg, ghecific

heat at constant pressure, and the thermal condyaf the gas mixturet, indicates time, while

Jo, W, @, h, andc,, represent respectively the flux through the cyiical element, the

molecular weight, the molar net production rate, émthalpy, and the specific heat at constant
pressure of thé&th species. The fluxed, can be computed using either the mixture-averaged
transport model or the multicomponent transport ehods described in paragraphs 3.3.2 and
4.3.1, while the molar production rateg, are evaluated using a heterogeneous mechanism
(Table XI). Since the mechanism is formulated imie of elementary reactions on the catalyst
surface, the reaction rates depend both on theeotmations of the gaseous reactants and on the
coverages of the surface species representingveatirface sites and adsorbates. Since these
coverages are not known a priori, they must berohéted as part of the solution.

Unlike the gaseous species, the surfpeeiass are effectively immobile on length scales
larger than an individual catalyst particle. Theref at steady state, the surface coverages must

take on values such that the net production raget@ehemistry is zero for every surface species:

Wy =0 k=1..K,, (65)
where K| is the total number of surface species. The nedystion rate of any species (gas or
surface) is given by:

@ =D VG . (66)
i
where g; is the rate of reactionandV, ; is the net stoichiometric coefficient of tkih species in

reactioni (positive for products, negative for reactantsheTreaction rates), are computed
assuming mass-action kinetics, with temperatureedéant rate coefficients in Arrhenius form:
k.= AT"exp(E /RT), (67)

where A is the pre-exponential factor arkg is the activation energy for the reactidrt’.
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5.2.2 Finite Difference Approach

. . dv dy, dT ,
In order to compute the convective terms, d_ and —, an upwind

7' dz’ dz
differencing method is employed as follows:
- if u; >0:

f . —f
EEE
dz/; .

- otherwise:

f..—f
(ﬂj =12 1 (69
dzj Z.,—Z

wheref indicates the quantity of interest, while a cahtlifferencing method, i.e.:

(dfj fj+1 - fj—1 ’ (70)
j

dz), 2‘2j+l - zj_l)

is employed to compute the diffusive terms, whimg—(,ud—vj, % , andi(/} Ej .
dz\" dz) dz dz\  dz
The continuity equation propagates infation in the following right-to-left way:

(W)XL_(’”)‘ Hov) + V) =0, @

1
"2

where pu is specified on the right by the right-boundaryesh while the lambda equation, i.e.:
N=N,, (72

propagates information left-to-right, withh being specified on the left by the left-boundary
object. If the mass flow rate from the left is sfied, then the residual equation féx on the left
is:

(:Ou)o = Meg wa - (73)
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5.2.3 Electrochemistry

Charge-transfer processes surely represenof the least well-understood issues of fuel-
cell chemistry. Recently, the common objective uelfcell research is to describe the whole
charge-transfer kinetics in terms of elementaryctiea steps, in such a way that parallels the
treatment of thermal heterogeneous chent8tiy!. However, it is often satisfactory to retain a
Butler-Volmer formalism for the charge-transferpste since this kind of approach provides
important information about functional dependenaiesh as the reaction orders in the exchange
current density.

The potential differendg,, across the cell can be written as:
EceII = Ec - Ea _”ohm(i) ’ (74)
where the subscriptsanda indicate respectively the cathode and the anodeq@pn(i) is the

ohmic overpotential. To use equation (74) to comiidt, as a function of the current density, it
would be necessary to supply additional equationsoimpute the potential differences across
both the electrodes. For an ideal reversible cglbeed to the same gas environment as the actual

cell, we know that:

E_=E__ -E, . (75

rev crev arev
Subtracting equation (75) from equation (74) anmoofucing the activation overpotential, for
both electrodes we get:

N..=-E-E (76)

rev !

it is possible to write the following equation:

EceII = Erev - nact,a (I ) _”ohm(i ) -

Nacli) - (7)

If the gas compositions at the triple-phase bounadreach electrode are locally in chemical
equilibrium, then the reversible potential is wadifined, and may be computed by applying the

Nernst equation to any global oxidation reactiome Simplest form in this case is:
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P
E., =T %= | (79)
4F POz,a

where F is the Faraday constant arftzl)2 is the partial pressure of oxygen. The equilibrium

assumption will generally be very good on the cdéhside, but may not hold on the anode side if
residual hydrocarbons are still present in the gadhe triple-phase regions. If the gas
composition on the anode side is not locally inildeium, then the oxidation reaction for each
fuel species would give a different cell potentialithis case, we must know something precise
about electrochemically active species in ordedtmputeE,,. For instance, we may assume that
the hydrogen pathway is dominant, and so we carpuatarthe reversible cell potential by using
the Nernst equation for the hydrogen oxidationoiisws:

P 1
E. =B+ T e |y RTIn(PO 2) . (79)
2F | Pyoa) 2F

where:
1 1
E° ZE(’U':)Z +§/ng ‘,ngoj ,  (80)

is the ideal standard potential amd are standard-state chemical potentials. As ineitll the

subscriptsa andc, the gas-phase species partial pressures (medausidospheres) in equation
(79) are evaluated at both the anode and the cathod
The charge-transfer activation overpdatdstat the electrode-electrolyte interface are

computed by inverting Butler-Volmer equations tdedmine overpotentials as a function of
current density. Generally, in developing an exgitasfor the anode activation overpotential in
Butler-Volmer form, it is very useful to considévd elementary reactions in Ni-YSZ three-phase
region (considering the electrochemical oxidatidrthee anode to be carried out by hydrogen
only), which are the following:

1. Adsorption/desorption on the nickel surface:

Hay(g) + 2(Ni) < 2H(Ni),  (81)
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2. Charge-transfer reactions at the TPB region:
H(Ni) + O*(YSZ) < (Ni) + OH(YSZ) + é(Ni), (82)
H(Ni) + OH(YSZ) <> (Ni) + H,O(YSZ) + é(Ni), (83)
3. Adsorption/desorption on the YSZ surface:
H,O(YSZ) < H,0(g) + (YSZ), (84)
4. Transfer of oxygen ions between the surface anttulieYSZ:
Oo(YSZ) + (YSZ) O*(YSZ) + Vo(YSZ) .  (85)
H(Ni) is an adsorbed atomic hydrogen, (Ni) is ampgnsurface site, and(8li) is an electron
within the nickel anode. Within the YSZ electroly@,(YSZ) is a lattice oxygen ando(;Y SZ) is
an oxygen vacancy. On the YSZ surface there cathiiee species, which are”(YSz), OH
(YSZ), and HO(YSZ), and empty sites (YSZ). The hydrogen adsompdesorption reaction
appears in the thermal heterogeneous chemistrgtizea 1 and 2 in Table Xl). Considering the
two charge-transfer reactions (reactions 33 andiB#& useful to assume reaction 34 to be rate-
limiting. Consequently, the other four reactions assumed to be equilibrated. Further, we could
assume that the electrolyte surface is nearly fathyered by @(YSZ) ions. Using these

assumptions, the current density can be writteherButler-Volmer form as follows:

i - |0|:eX;{( 343 Fl?acta} F{ ﬂ340 ”actaj:| , (86)

where the activation overpotential can be alsot@mias:

”act,a = Ea - Eaeq ! (87)

and the exchange current density is given as:
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The electric-potential difference between the aramtbthe electrolyte i&,, and the equilibrium
electric-potential differenceE;® is the electric-potential difference at which thés no net

current flow. Note that the apparent symmetry fadtothe anodic direction is3,,, +1. As

discussed in prior literature, this shift in symmgeactor occurs where there are multiple charge-

transfer steps, with one being rate-limiting. Theaufity P,:z is determined from the balance

between adsorption and desorption of hydrogen okehi while the parameteir;2 is usually

taken as an empirical constant.
As with oxidation at the anode, the globgygen reduction at the electrode-electrolyte

interface is assumed to proceed in two steps:

1. Adsorption/desorption:

02(g) + 2(c)~> 20:{c) .  (89)
2. Charge transfer at the TPB:
OadC) + Vo(el) +2€(c) < Oo(el) + (c) . (90)

In these reactions Lic) is adsorbed atomic oxygen on the cathode seirf@} is an unoccupied
cathode surface site,o{l) is an oxygen vacancy,(€ is an electron within the cathode, and
Oo(el) denotes a lattice oxygen ion in the bulk of #ectrolyte. The charge-transfer step is

assumed to be rate-limiting. The current densitylmaexpressed as follows:

F F
i = io ex ﬂ44,c ,7act,c —exd - 1844,c ,7act,c ’ (91)
RT RT

where the cathode activation overpotential canld®\aritten as:
”act,c = EC - Eceq - (92)

The exchange current density can be represented as:
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Wherei(’;2 is taken as an empirical parameter.

The ohmic overpotential is due primartly resistance of ion transport and can be

represented as:
”ohm = iRtot ! (94)
where R, is the total area-specific cell resistance, inclgdhe solid electrolyteR, and area-

specific resistances in the electrodBs,. Cermet electrodes with high metal content usually

present a negligible resistance; however, in caratdctrodes (like in LSM cathodes) the ohmic
resistance can be important especially for tubgklts, which generally present quite long

electronic pathways. The electrolyte resistanceg@nerally determined from the ionic

conductivity of the electrolyter,, as:

L
Ry :a_el , (95)

el
where L, is the electrolyte thickness, while the ionic coctivity of the electrolyte is generally

expressed as:

1 E
o, :ao?exp{—R—fl'_J ,  (96)

where E,, is the activation energy for ion transport.

Once the current densityis determined, the molar flux of the gas speciesnfthe

electrochemical reactions can be evaluated as:
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i
J H,0,a ~5C (98)

for the hydrogen electrochemical oxidation at thede, and:

3= (99)

O T AR

for the oxygen electrochemical reduction at thén@adé. A positive flux at the anode means that
mass enters the anode pore space from the anadmbfie three-phase boundary, while a
positive flux at the cathode means that mass leélvescathode pore space and enters the
electrolyte membrane.
5.2.4 Reaction Mechanism

To solve all equations reported abovis, fitecessary to specify how to compute the thermal

heterogeneous production rai&s. At a simple level, the heterogeneous productites may be

computed by using experimental correlations capéblexpress the rate of each species as a
function of the local gas composition, without reopg any consideration linked to the surface
species. However, most rate expressions come frp@rienental analysis and do not account for
the reverse reactions that can be more and moreriant as the gas approaches the equilibrium
condition. Consequently, this approach shows maa@ & limit, since reversible potentials can
often be affected by considerable errors.

A more complex approach is to createtaoseeversible heterogeneous reactions and to
consequently compute rates using mass-action &meBy doing this, reverse rates can be
computed in a way that is completely consistentwiermodynamics. In particular, choosing the
reactions and rates to fit experimental analysibetomes possible to represent measured rate
data under non-equilibrium conditions, and to iedimat forward and reverse reactions balance as

the equilibrium is approached.
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5.2.5 Heterogeneous Chemistry on Nickel

The following paragraph is extracted fromfierences [10], [11], and [52]. As said in the
introduction to the present chapter, nickel is thest common anode material (in Ni-YSZ
cermets) and is certainly a cost-effective matemdthough there are several crucial issues
associated with nickel in reforming reactors (carleposition, pore blocking, and deactivation
on nickel are well-known problems), there is coasithle evidence that SOFCs can use nickel
anodes effectively. For instance, nickel is sudcodlgsused as a catalyst for hydrocarbon
reforming and shifting to produce syngas (a mixtfrydrogen and carbon monoxide).

The reactions of methane on nickel haagnkextensively studied for decades, and different
reaction mechanisms and corresponding models heae firoposed. Recently, attention has been
focused on making a multistep reaction mechanisgedban the knowledge of the elementary
steps and their energetics.

The reaction mechanism reported in Talbleonsists of 42 irreversible reactions among 6
gas-phase and 12 additional adsorbed species. fglastion rates are represented in Arrhenius

form or as a sticking coefficient. However, the redction rates of reactions 12, 20, 21, and 23

depend on the carbon-monoxide coveréyg, in the form:

Ecosd
k= AT" exqd - |exg — S ”co | (100)
RT RT

Although the reaction mechanism is written as pafrsrreversible reactions, the reverse rate
coefficients depend on the forward rate coeffigeand the thermodynamics. The reverse rate
coefficients are computed to ensure thermodynamitsistency and an asymptotic approach to
the equilibrium state.

The unity bond index-quadratic expondngiatential (UBI-QEP) approach is used to
determine the heats of adsorption, reaction entgl@nd activation barriers for most relevant
reactions. Specifically, the UBI-QEP method is udedevaluate kinetic parameters for the

desorption of @ CH,;, H,O, CG (reactions 4, 6, 8, and 10), CO formation and deamsition
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(reactions 19 and 20), HCO reactions (reactionsafd 24), and non-oxidative methane
decomposition and formation (reaction 27-34). Steamd carbon-dioxide formation rates
(reaction 13-18, 21, and 22), HCO formation (reati25 and 26), and oxidative decomposition
and formation of methane (reactions 35-42) arevddrirom a theoretical study of dry methane
reforming. The sticking coefficient for hydrogemdction 1) is taken from chemisorption studies
on Ni(111), and the hydrogen desorption rate (rea) is based on an experimental study on
nickel single-crystal surfaces. Owing to a lacldata on nickel surfaces, sticking coefficients for
oxygen and steam (reactions 3 and 7) are estinfieisdstudies of methane partial oxidation on
rhodium. Sticking coefficients for GHand CQ adsorption (reactions 5 and 9) are derived from
experimental studies of methane reforming and dixidaover nickel-coated monoliths. The data
for CO adsorption/desorption (reactions 11 andat@)taken from Al-Sarraf et &f'.

Elementary reaction mechanisms can béiegpmore generally than global mechanisms
that may be validated only for specific geometmmfggurations and operating conditions. The
mechanism here was initially developed and val@lasing nickel-coated honeycomb monoliths
for the temperature range from 700 to 1300 K. Takdation is based on comparing measured
product composition with results of two-dimensiomehcting flow simulations for a single
channel.

Experimental conditions consider partididation and steam reforming of methane,
including water-gas-shift and methanation processles CH/O, ratio ranged from 1.5 to 2 and
steam was incorporated up to a steam/carbon rado Bhe steam/methane mixture, diluted by
75% of argon in terms of volume, is fed into a eerof five cordierite honeycomb monoliths,
each 15 mm in diameter, which are located in ancieréube within a furnace. The monoliths are
1 cm long and composed of straight rectangular rmélanwith hydraulic diameters of 1.1 mm.
The center monolith is coated with 3% of nickelldtiwe to the monolith weight) by wet
impregnation. The reactor is isothermal and prodoomposition is analyzed by mass

spectrometry.
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In addition to the monolith-based validat the mechanism reported in Table XI has been
recently validated in specially designed experimmemsing porous Ni-YSZ anode structures.
These experiments consider both steam and drymafgrof methane.

Because the reaction mechanism is basedemnentary molecular processes, it represents
all the global processes in an SOFC anode, indgudiram reforming of CHto CO and H,
water-gas-shift processes, and surface coverage. riéchanism includes surface-adsorbed
carbon C(Ni) and oxygen on the surface up to oneatayer O(Ni). However, the mechanism
has not been specifically validated for conditiovitere coking and bulk-phase nickel oxidation
occur.

Work remains to be done in the developnaaadl validation of elementary heterogeneous
reaction mechanisms. For instance, elementary mesrha for carbon-formation and bulk-phase
nickel oxidation are particularly needed. Additibeaperimental data will assist in the further
refinement and validation of mechanisms such asahe used here. Moreover, as SOFC
technology develops, new materials and materialbooations will be used, and new reaction
mechanisms will be needed.

The model described in the present wackiiporates the heterogeneous chemistry in Table
XI. The mechanism was taken from reference [52] mmachually translated fror@HEMKIN to
Canteraformat. In order to do this, precious informatiabout mechanism files contained in

Dalle Nogare’s work was uséd.
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TABLE XI. HETEROGENEOUS REACTION MECHANISM FOR METANE REFORMING
ON NICKEL-BASED CATALYSTS.

# Reaction A2 n E® | ecog |
1 H, + (Ni) + (Ni) — H(Ni) + H(Ni) 1.000 - 10°° | 0.0 | 0.0 -
2 H(Ni) + H(Ni) — H, + (Ni) + (Ni) 2545107 | 0.0 | 81.2 -
3 O, + (Ni) + (Ni) — O(Ni) + O(Ni) 1.000 - 16°° | 0.0 | 0.0 -
4 O(Ni) + O(Ni)— (Ni) + (Ni) + O, 4283-167° | 0.0 | 474.9] -
5 CH, + (Ni) — CH4(Ni) 8.000-10°°| 0.0 | 0.0 -
6 CHy(Ni) — (Ni) + CH, 8.705-10” | 0.0 | 375 -
7 H,O + (Ni) — H,O(Ni) 1.000 - 10" | 0.0 | 0.0 -
8 H,O(Ni) — (Ni) + H,O 3.732-10° | 0.0 | 60.8 -
9 CO, + (Ni) — CO,(Ni) 1.000 - 10°° | 0.0 0.0 -
10 CQO(Ni) — (Ni) + CO(Ni) 6.447 - 10" | 0.0 | 26.0 -
11 CO+ (Ni) — CO(Ni) 5.000-18'°| 0.0] 0.0 -
12 CO(Ni)— (Ni) + CO(Ni) 3.563 - 10" | 0.0 | 111.3] -500

13 O(Ni) + H(Ni)— OH(Ni) + (Ni) 5.000- 167 | 0.0 | 97.9 -
14 OH(Ni) + (Ni)— O(Ni) + H(Ni) 1.781- 16" | 0.0 | 36.1 -
15|  OH(Ni) + H(Ni)— H,O(Ni) + (Ni) | 3.000 - 1&° | 0.0 | 42.7 -
16 |  HO(Ni) + (Ni) — OH(Ni) + H(Ni) 2271 -16" | 0.0 | 91.8 -
17 | OH(Ni) + OH(Ni)— O(Ni) + H,O(Ni) | 3.000 - 16** | 0.0 | 100.0] -
18 | O(Ni) + HO(Ni) — OH(Ni) + OH(Ni) | 6.373-18° | 0.0 | 210.9] -
19 O(Ni) + C(Ni)— CO(Ni) + (Ni) 5200 -10° | 0.0 | 148.1] -
20 CO(Ni) + (Ni)— O(Ni) + C(Ni) 1.354 - 167 | -3.0] 116.1] -50.0
21| O(Ni) + CO(Ni)— CO(Ni) + (Ni) | 2.000- 106" | 0.0 | 123.6] -50.0
22| CQ(Ni) + (Ni) — O(Ni) + CO(Ni) 4.653-10° | -1.0| 89.3 -
23| HCO(Ni) + (Ni)— CO(Ni) + H(Ni) | 3.700-1G" | 0.0 0.0 | 50.B
24| CO(Ni) + H(Ni)— HCO(Ni) + (Ni) | 4.019-18° | -1.0] 132.2] -
25| HCO(Ni) + (Ni)— O(Ni) + CH(Ni) | 3.700-1G" | -3.0| 95.8 -
26| O(Ni) + CH(Ni)— HCO(Ni) + (Ni) | 4.604-18° | 0.0 | 110.0] -
27 | CHy(Ni) + (Ni) — CHg(Ni) + H(Ni) | 3.700 - 167 | 0.0 | 57.7 -
28 | CHy(Ni) + H(Ni) — CH4(Ni) + (Ni) | 6.034 - 10" | 0.0 | 61.6 -
29| CHy(Ni) + (Ni) — CHy(Ni) + H(Ni) | 3.700 - 1¢** | 0.0 | 100.0] -
30| CH(Ni) + H(Ni) —» CHg(Ni) + (Ni) | 1.293 - 16 | 0.0 | 55.3 -
31| CHy(Ni) + (Ni) — CH(Ni) + H(Ni) 3.700 - 16" | 0.0 | 97.1 -
32| CH(Ni) + H(Ni)— CH,(Ni) + (Ni) 4.089-10" | 0.0 | 79.2 -
33 CH(Ni) + (Ni)— C(Ni) + H(Ni) 3.700 - 16" | 0.0 | 18.8 -
34 C(Ni) + H(Ni)— CH(Ni) + (Ni) 4562 -106° | 0.0 | 161.1] -
35 | O(Ni) + CH(Ni) — CHs(Ni) + OH(Ni) | 1.700 - 1&* | 0.0 | 88.3 -
36 | CHy(Ni) + OH(Ni) — O(Ni) + CH,(Ni) | 9.876 - 10" | 0.0 | 30.4 -
37 | O(Ni) + CH(Ni) — CHy(Ni) + OH(Ni) | 3.700 - 16 | 0.0 | 130.1] -
38 | CHy(Ni) + OH(Ni) — O(Ni) + CHy(Ni) | 4.607 - 10°' | 0.0 | 23.6 -
39| O(Ni) + CH(Ni) — CH(Ni) + OH(Ni) | 3.700 - 1G" | 0.0 | 126.8] -
40 | CH(Ni) + OH(Ni)— O(Ni) + CHy(Ni) | 1.457 - 16°° | 0.0 | 47.1 -
41| O(Ni) + CH(Ni)— C(Ni) + OH(Ni) | 3.700-1G" | 0.0 | 48.1 -
42| C(Ni) + OH(Ni))— O(Ni) + CH(Ni) | 1.625-1G" | 0.0 | 128.6] -

@ Arrhenius parameters for the rate constants writtehe form:k = AT" exp(-E/RT) The units of
A are given in terms of moles, centimeters, andrg& is in kd/mol.

® Sticking coefficient.

°Coverage-dependent activation energy. Total aVailslirface density is expressed in mol/ém
and represents the tuning parameter.
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5.2.6 Model Description

The following model is based on the desization of the reaction environment of an
anode-supported tubular SOFC in such a way thatowgs the computation of mole fractions of
all species involved in the mechanism by quicklgaleing convergence. Both thermodynamic
and electrochemical aspects are considered in ¢odensure completeness and propriety. The
implementation of the model is reported in Appendlias aMATLABScript.

Before running a simulation, the user huefine and enter all inputs, which are pressure
(constant in the present model, nearly constamedatity), temperature (constant in the present
model, nearly constant in reality), the translategthanism file (used to create a gas object and to
import all phases and interfaces), current appgiethe cell, fluxes (in normal liters per minute)
of all chemical species entering the anode, conténtvater entering the anode (given as a
fraction of methane flux), cell-geometry parame(@rsode-channel length, anode-channel radius,
anode thickness, number of cells for the axialrdtszation, and number of points for the radial
discretization), and a shape function (optionaljiédine the current profile. Chemical fluxes are
converted from NI/min to kmol/s, and are used tmpate the initial mole fractions of all species
and the mass flow rate of the mixture. Geometriampeters are used to create an axial and a
radial grid for the discretization of the problemdao compute both the inlet area and the anode
reacting-surface area. It is important to speciytihe anode thickness is not used to study the
phenomena occurring within the anode, but it isedoomv considered to be such an extension of
the anode radius. This is an approximation usathpsove chemical processes occurring within
the anode channel and represents a first challiemdarther research, since this model does not
aim to precisely explain what happens inside treanbut focuses on the phenomena occurring
in the fuel channel.

The fuel channel is divided into a certaumber of axial cells, while every cell is an&lgz
only along the radial coordinate, that is dividatbia certain number of solution points. This is

consistent if we consider that the radial behawbrthe cell does not represent an issue as
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interesting as in the case of the axial behavibe 3olution is computed by using a cycle whose
number of iterations equals the number of axidsc@as initial composition is updated at every
iteration with the final results coming from theepious cell. Here come some approximations.
First of all, in order to analyze the radial belwawof a cell (from now on, when we talk about a
cell in this paragraph we will refer to a cell démig from the discretization of the fuel channel),

radial wedge is considered to be a one-dimensi@whngular channel, as described in Figure
37. The coordinate for the one-dimensional chaimel course the radial one, varying from zero
(which represents the axis of the channel) to th@nnel radius, which can be extended by

exploiting the anode thickness.

Anode -_A{///// Anode

Fuel Channe

Fuel Channe

Figure 37. Radial-wedge-to-rectangular-channel @gpration.

The radial problem is solved for every cell by timga stack object, which consists of an inlet
(whose flux is computed by dividing the mass fl@aterentering the channel by the inlet area), an
axis-symmetric flow representing the gas flux alotng radial coordinate, and a surface
representing the anode reacting surface. This isagproximation again: although we are
analyzing the radial behavior of the channel, ieoito define the inlet flow rate for the next cell

we divide the radial gas flux by the cross-secti@maa of the channel, which is the correct inlet
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area for the next cell to come in the computatioh.course, the mass flow rate entering the
channel is corrected with the mass flow rate indumgthe current applied to the fuel cell if any.
It is clear how the main intent is to create arabiow along the channel by dividing it into a
series of radial flows. By doing so, we considex #xial phenomena, which are correlated to
diffusion, to be more important than the radial snevhich are correlated to convection.
Moreover, the anode is considered to be such a | as we said before, the aim of this work
does not contemplate the study of porous-electrtus®y. Basically, this means that the anode
reacting-surface is considered to be only the fiater between the anode and the fuel channel by
approximation.

Once the boundaries are set for the maantities (temperature, axial velocity, and radial
velocity), the stack object is solved for everyl tgl first solving the energy equation and by then
turning on all surface chemistry relations (surfapecies coverages are first advanced by
integrating the coverage equations in time for seeond, holding the gas composition fixed to
generate a good estimate for the actual compujatibis possible to speed up the computation
by defining tolerances for both the steady-statsblem and for time stepping, while the radial
grid can be refined by setting stringent refinenwritéria if needed.

In order to compute the final gas compasiof a cell and, consequently, the initial gas
composition for the next cell to come, net produrttiates of all chemical species are computed
directly from the mechanism files, while productiand destruction rates due to the current
applied to the fuel cell are computed by exploititagaday’s law. Once the molar flow for every
single species is found, it is easy to computeralle and mass fractions, and results can be
employed in the next cell to carry on the main eychtil the last iteration is solved and the

exhaust gas composition is eventually defined.
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5.3 Experimental Setup

Experimental tests have been performedaarommercial tubular SOFC produced by
Acumentric{US). The cell is an anode-supported based Witi+'¥dSZ anode, an 8YSZ cathode,
and an LSM cathode. The channel is 331 mm longlewthie inner diameter is 10.5 mm. The
anode, the electrolyte, and the cathode are 1¥D0and 5Qum thick, respectively. The cell is
designed with a triple current take off to reduden@ losses due to the current collection.

The cell has been experimentally chareetd in the AcumentricSOFC Test Stand
designed to operate as a platform for the quatiticaof up to five individual SOFC cells. The
test stand incorporates all the equipment needefdd the cells, to control their operation
conditions and to record experimental results. Thet Stands formed by the following main
components:

- the Furnace/Loads, which consist of a furnace {@np and a Load Board for the tube
electrical testing;

- the Gas Manifold/Water Bottles supplies, which @ntyp moisturize fuel and air entering
the SOFC tube through five mass flow controllers;

- the Control Electronics, which contains the Integf@oard, the Temperature Controllers,
the Fault/Reset Display, the Data Logger, and theergency Stop Button; the
electrochemical behavior of the fuel cell is invgsted, being the current load an input
parameter, through five voltmeters placed alongube;

- the Power Supply, which provides a 2-Volt bias be toad to overcome lead and
connection voltage drops; a 24-Volt supply for mthcircuit boards is also available;

- the Primary Power Shelf, which supplies the magtteical sources, backup UPS power,
and main circuit breakers for the stand, threeudiforeakers placed on the front panel
control the furnace/oven.

A scheme of the tubular SOFC test rig showing tidP&ID is reported in Figure 38.
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Figure 38. Scheme of the tubular SOFC test rig stgptine basic P&ID.

Figure 39 shows both the front and the rear sid¢hefTest StandIn particular, the control
electronics, the furnace, the gas manifold, andetiteaust-gas outlet are clearly visible on the
front side &), while the rear sidebj shows the bubbler and part of the internal pipkigure 40
shows the tubular SOFC after it was assembledertsie furnace. An overall view is givea)|(

as well as the detailed views of both the fueltintennection If) and the exhaust-outlet
connection to the cooling coit), The latter connection needs the application thick layer of a
sealing ceramic material in order to avoid leakdggure 40c shows the connection before the
sealant was applied. Instead, the ceramic seatgratq(ie-white colored) is clearly visible in

Figure 40a.
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(b)

Figure 39. Acumentrics SOFC Test Stand
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(b)

Figure 40. Acumentrics tubular SOFC
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Since the fuel cell presents an anode-supporteldrdese fuel flows inside the channel, while
the oxidant is provided by a blower to the extesidé of the cell. The air flow provided by the
blower is spread inside the furnace by an air ibigtion circuit, which is also designed to
homogenize temperature inside the furnace. In togla bulk flow, three thermocouples have
been placed along the longitudinal direction totomntemperature within the anode volume.
Within the ceramic oven, where the cell is placgdctric heaters maintain the oven temperature
to a set value. Heat transfer between the celltia@dheaters occurs mainly through radiation and
convection between the air circulating in the oaad the external (cathodic) side of the tubular
cell. The oven temperature was respectively setitoes of 830, 780, and 730°C, to guarantee
inside the cell temperatures of 800, 750, and 7P0@&Gpectively, depending on the specific
experimental investigation considered. This is tiuthe fact that the temperature inside the cell
(i.e., inside the anode volume) is always foungdba somewhat lower value, mainly because the
fuel gas mixture is not pre-heated before entathegell. We can reasonably assume that the fuel
is pre-heated only in the few centimeters that isgpdhe cell inlet section from the outside of the
furnace. Here, an high-temperature metallic alloywielded to the ceramic cell to provide a
connection between the cell itself and the extestahless steel fuel piping.

Test sessions were aimed to acquire datat the cell performance under conditions
simulating processes occurring during a real biog&snal reforming. All details are reported in
Appendix B. Tests have been performed with a singlemounted inside the oven, as follows:

- the cell is kept unloaded until the cell voltagel dme oven temperature are stable;

- both dry and steam reforming experiments are peedrto investigate the effectiveness
of both processes;

- the cell is loaded with different currents and urdiéerent fuel flows to produce enough

experimental data to draw performance maps ofubkedell;
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a bio-methane fuel mixture (60% of methane and 4fi%arbon dioxide in volume
terms) was used for all experiments (we can congidi&e a rough biogas compaosition
where all small contaminants are removed and repted by carbon dioxide only);

- several internal dry reforming tests were perforrbgdadding respectively 1, 1.5, and 2
moles of carbon dioxide to each mole of biogaspiider to investigate the carbon-
dioxide addition effect;

- several internal steam reforming tests were perdriny adding respectively 0.3, 0.4,
0.5, and 0.6 moles of water to each mole of biogasrder to investigate the steam
addition effect;

- temperature was varied inside the furnace as mmeadiabove in order to study the
temperature effect (for the steam reforming cadg)pthree temperatures were taken
along the bulk flow of the anode channel (at aadise of 140, 260, and 320 mm,
respectively, from the tube exit);

- five voltage values were taken along the fuel dbHough five voltmeters; since
discrepancies between the voltage values may lie goinsiderable sometimes, only the
voltage of the central voltmeter, which turned twtbe the most stable, was taken as
reference.

We must note that it was not possible to use biagagpositions as precise as the ones used for
the combustion study because of the limits linkethe mass flow controllers, which do not work
under a certain threshold. In fact, the mass flates to be put inside the controllers must be in
the range of 60-1000 Nml/min for dry reforming tesind in the range 80-1000 Nml/min for
steam reforming tests. This is due to the differarass flow controllers used for the two
experimental sessions. Also, we should specify that mass flow controllers used for all
experiments are not specifically designed for mathand carbon dioxide, and this means that all
actual mass flow rates must be timed by a cornedtiotor before entering controllers. Since the

correction factor is 1.38 for carbon dioxide and3Llfor methane, in order to respect the lower
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limits of 60/80 Nml for both gases, we cannot pratly choose methane mass flow rates which
are lower than 50 Nml/min when performing dry refarg, and lower than 87 Nml/min when
performing steam reforming. This represents a gtigmitation for our study, since it is well-
known that having relatively low mass flow ratesame achieving high efficiencies.

When performing dry reforming experimemi@bon dioxide coming from biogas is sent to
the cell together with the carbon dioxide neededtlie reforming process. This is due to the
channel net itself, where methane and carbon dégpidsents an only tube each.

When performing steam reforming, the nemiit moles of water to be added to biogas is
determined by varying the temperature of a bubtiiat pre-heats water. We must specify that
only the methane flow goes through the bubbleriaridus premixed. This is due to the channel
net again, where only the main fuel channel is ected to the bubbler (main fuel can be set to
be either methane or hydrogen).

Voltage values can present considerasier&pancies (up to 300% sometimes) depending
on the specific voltmeter considered. This is esgyndue to an excessive thermal expansion of
silver connection cables. For this reason, notaltiage values are employed in the computation:
voltage-measurement criteria will be specifiedha hext chapter.

During start up and in case of ordinargmergency shutdown of the system, a safety gas
mixture calledNH-mix (consisting of 95% of nitrogen and 5% of hydrogeterms of volume) is
sent to the cell anode compartment to purge théesyskeeping the anode in reducing

atmosphere to preserve its functionality.



CHAPTER 6

SOFC EXPERIMENTAL RESULTS AND MODEL VALIDATION

6.1 Introduction

The following chapter aims to presenam@é collection of the experimental data acquired
while performing multiple tests on the tubular SOBEscribed in the previous chapter. In
particular, several polarization tests have beefopeed in order to draw polarization curves and
fuel utilization maps, while gas analysis was eafrout through a gas chromatograph in order to
validate the gas composition at the fuel-channi] @kich was first computed by employing the
model described in the previous chapter for diffier@perational conditions. For each of these

tests, the cell behavior was investigated for lapyhand steam reforming processes, respectively.

6.2 Dry Reforming

All dry-reforming experimental tests habeen performed by first setting the cell
temperature to 800°C. Starting from theoreticalsiderations and taking the biogas composition
chosen as reference (60% of methane and 40% obrtativxide in volume terms), at that
temperature it is easy to deduce that, for eacke mbbiogas, it is necessary to add 0.8 moles of
carbon dioxide, in order to avoid the so-calledboardeposition phenomenon. For this reason,
the cell behavior has been investigated for diffesarbon dioxide-to-biogas molar ratios, which
are 1, 1.5, and 2, respectively (carbon dioxideathane ratios are 2.33, 3.17, and 4,
respectively).
6.2.1 Polarization Curves

Polarization tests have been performedtisg from the OCV (Open Circuit Voltage)
condition and increasing the current load by 2.®akh time (this operation can only be done
manually on the control panel). After the considereltage value gets stable (or, in general, after

3 minutes), it can be registered for that partic@perational condition. Current load can be
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generally increased as long as it remains higheer thsomehow critical threshold set to 200 mV.
This procedure has been repeated for several fas$ ftow rates and for each carbon dioxide-to-
biogas ratio.

Figure 41 through Figure 44 present tb&nzation curves, which show how the cell
voltage and the electrical power vary when curmensity is increased, for different carbon
dioxide-to-biogas ratios when methane mass floesraary from 60 Nml/min to 160 Nml/min.
Since we know biogas composition and carbon-diosddition, it is easy to compute carbon-

dioxide mass flow rates, which are not reporteglois.
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Figure 41. Polarization curves for different methamass flow rates when carbon dioxide-to-
biogas ratio is set to 1.
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Figure 42. Polarization curves for different methamass flow rates when carbon dioxide-to-
biogas ratio is set to 1.5.
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Figure 43. Polarization curves for different methamass flow rates when carbon dioxide-to-
biogas ratio is set to 2.

It is easy to state that the trend of all curvethés same, with Ohmic losses being predominant

when current density reaches relatively high val®esver maximum peaks are more appreciable
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when methane mass flow rates are high, and tlisesto the fact that voltage falls dramatically
down after a certain current-load threshold as arethmass flow rate approaches the minimum
rate available on the mass flow controllers. Wherent density is high, best performances are
achieved for high methane mass flow rates. Thidus to the fact that, at constant current,
increasing fuel mass flow rate means getting lofrel utilization factors. Fuel utilization factor

(FU) is defined as follows:

stoich

FU=—""__  (101)

actual '’
CH,

stoich actual

where N, is the methane stoichiometric molar flow raterfiol/s), while n,, is the

methane molar mass flow rate actually employedHerexperimental test. The latter term turns

out to be:

. actual I
n =———, (102
CHa 8F (FU (102)

wherel is the current loadk is the Faraday constant, aBdndicates the number of electrons
exchanged for the methane case.

It is important to specify how the perf@nce of the tubular cell exploited for the present
investigation can considerably vary depending @enday of use. In fact, the cell is very sensible
because of the rather old technology behind itraag sometimes need a couple of days in order
to be fully chemically activated. This may leaddiscrepancies in the voltage output which are
up to 5% (when current load and fuel mass flow eate set to the same values). In particular,
performance grows when the cell is kept switchedhenday before, and it gets ultimately stable
after a couple of days. Moreover, this kind of faell largely suffers thermal cycles, and thusit i
crucial to reduce the number of startups and shurtd@as much as possible.

6.2.2 Influence of Carbon-Dioxide Addition
Figure 44 shows the trend of the celtagd and the electrical power as functions of the

current density when methane mass flow rate igfexed set to 60 Nml/min. Carbon dioxide-to-
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biogas ratios are 1, 1.5, and 2, respectively. Maxn peaks are not appreciable in the power plot
because of the excessive voltage drop at high mt et it east to see how the trend is the same

for all curves.
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Figure 44. Polarization curves for different carlgboxide-to biogas ratios when methane mass
flow rate is set to 60 Nml/min.

Best performances are achieved when carbon didgibésgas ratio is set to unity, with voltage
and power decreasing when fuel dilution gets higlhbe same fact occurs for different methane
mass flow rates, as shown in Figure 45 throughr€idgd. Here, methane mass flow rates are set
to 80, 140, and 160 Nml/min, respectively. Hende ttlear how dry reforming seems to be more
effective for small carbon dioxide-to biogas ratfosm a performance viewpoint. This is partly
due to the fact that biogas already contains cadiaxide, which actually takes part in the
methane-reforming process because of the experaeetiup configuration itself. Then, we can
easily understand how a carbon dioxide-to-biogd® rget to unity means having a carbon

dioxide-to-methane ratio which is higher than 2. éxtensive exhaust-gas analysis will be useful
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in order to further investigate the effectivene$sdry reforming processes inside the tubular

SOFC.
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Figure 45. Voltage polarization curve for differeairbon dioxide-to biogas ratios when methane
mass flow rate is set to 80 Nml/min.
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Figure 46. Voltage polarization curve for differeatrbon dioxide-to biogas ratios when methane
mass flow rate is set to 140 Nml/min.
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Figure 47. Voltage polarization curve for differeairbon dioxide-to biogas ratios when methane
mass flow rate is set to 160 Nml/min.

6.2.3 Fuel Utilization Maps

Fuel utilization factor FU can be alsdinked as the ratio between the current load applied
to the cell and the maximum current obtainable lith amount of fuel entering the cell. The

latter current is computed through the Faradayis TEhus:
FU :|— . (103)

Fuel utilization maps (or efficiency maps) haverbeeawn starting from a certain current load
(which was always 7.5 A because of the lower limposed by the mass flow controllers) and
the methane mass flow rates correspondent to anfFR25%. The cell voltage was registered
when stable and fuel mass flow rates were progrelystlecreased in such a way to obtain an FU
which was 5% higher than before. This was repeagetbng as the cell operation was possible
(because of mass flow controllers again) and aabépt After analyzing the cell behavior for a
particular current load, the procedure was repebyeihicreasing the latter load by 2.5 A until a

maximum of 25 A. The cell efficiency, which is defid to be the ratio between the power
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produced by the cell and the power obtainable gt particular amount of fuel, is computed as
follows:

p Vi
__P _ (104
= [HVg, (104)

nCH4 v

normal

whereV is the cell voltage HV,,, is the lower heating value of methane measurelinmol,
V. .ma 1S the volume occupied by a mole of methane umbemal conditions (at 1 atm and

273.15 K) measured in liters/mol, amf,, is the methane volume flow rate measured in lgers

Figure 48 through Figure 50 point out tkation existing between the cell efficiency and
the electrical power produced by the cell. Carbimxide-to-biogas ratio are set to 1, 1.5, and 2,
respectively. Lines of the same color connect dperal points characterized by the same current
load (which is indicated near the points havingdowU). Black lines, generally presenting a
slight negative slope, combine points with the s&tdgthe FU value is shown near the points at

lower current).
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Figure 48. Efficiency map when carbon dioxide-togas ratio is set to 1.
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Figure 49. Efficiency map when carbon dioxide-togdas ratio is set to 1.5.
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Figure 50. Efficiency map when carbon dioxide-todas ratio is set to 2.

Focusing on the best performance case shown ind-#fi (when carbon dioxide-to-biogas ratio

is set to unity), we can start making some germrasiderations. First, at constant FU, efficiency
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decreases when the current applied to the ceicigased because of Ohmic losses due to current
collection. Secondly, if we consider the pointsigh current having the same load, we can easily
see how efficiency grows much for points with loweurrent, as well as the FU factor
correspondent to the efficiency maximum peak. Thjrd would be extremely interesting to
decrease the fuel mass flow rates (this was nailpiesbecause of the limitations mentioned
above) at low current, in order to get a very higth factors. This operational condition should
lead to a further rise of efficiency. Generallygtnicurrent loads and high FU factors allow the
researchers to observe the cell limit operatingdimmns, beyond which the cell voltage
dramatically falls below a critical threshold (anau200-300 mV). This is an issue which is quite
peculiar of tubular cells compared to planar cedlisce the former generally have longer
electronic paths for the electrons to reach theeatircollecting regions. In the tested cell, aesilv
mesh, in the form of wrapped wires twisted all other external side of the cell (cathode surface),
acted as a current collector. Otherwise, a much éffscient current collection was available on
the anode side. In fact, the cell is fragmented fatrr sectors: in between two contiguous sectors
the anode is left naked (which means that is nee by neither the electrolyte nor the
cathode), and here is where the anode currentctioltetakes places by wrapping silver wires on
the naked portions again. This arrangement brioggdr electronic paths (compared to the
cathode side), which inevitably causes an overgh hmic resistance of the cell.

In Figure 48, maximum efficiency (on LHV b3gsisvhich is 43.4%, is achieved when FU
factor is 70%, current load is 17.5 A, electricalmer is 11.4 W, and methane mass flow rate
(actual one is 44 Nml/min) is close to the lowaertitiof the mass flow controller.

Figure 49 and Figure 50 show the performanapshof the tubular cell when carbon dioxide-
to-biogas ratio is increased to 1.5 and 2. Germasiderations made above stay valid for both
cases. When the ratio is equal to 1.5, maximuntieffty is 39.4% and is reached when FU
factor is 70%, current load is 17.5 A, electricalyer is 10.4 W, and methane mass flow rate is

44 Nml/min again, while, for the second case (carhioxide-to-biogas ratio equal to 2),
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maximum efficiency is 36.8% and is achieved when fattor is 60%, current load is 15 A,
electrical power is 9.7 W, and methane mass flaw & 44 Nml/min. By analyzing the three
maps together, it is clear again how dry refornsagms to be more effective for carbon dioxide-
to-biogas ratios which are close to unity.

6.2.4 Gas Analysis and Model Validation

After deciding a significant number ofepgtional points, an extensive analysis of exhaust
gases coming out of the fuel channel (anode side been performed through a gas
chromatograph, which was properly calibrated fas #ind of mixtures. In fact, an outlet-gas-
composition analysis may represent a precious twol evaluating the chemical and
electrochemical reactions occurring inside the, @gltl for making thermodynamic considerations
regarding the achievement of chemical equilibridrthe fuel input.

The gas-mixture compaosition obtained digtothe gas chromatograph is only related to dry
gases and provides the user with the percentageneobf each component in the gas mixture.
In all samples analyzed by the gas chromatograpi-negligible percentages of nitrogen (from
1.5% to 15.4%) were found, and sometimes small asoof oxygen (up to 2%) were found as
well. It is well-known that nitrogen and oxygen shibnot be among the reaction products if the
system is well sealed and there is no leak. Thexgfawve can state that this deals with an
experimental error, which is probably due to afiltiation inside the furnace or along the outlet
pipe before gases are collected. For this reasmmgentration values for nitrogen and oxygen
were removed from the experimental results by nbring the sum of other gaseous species to
100%, in order to get a meaningful comparison betwthe reaction products involved in the
process.

A practical experimental constraint ipressented by the fact that, when setting low fuel
mass flow rates, it may take several hours to aatety fill the gas-collection bag. Also,
sometimes the cell voltage may approach critidally values and it may be necessary to increase

fuel mass flow rate in order to prevent the cetinfr damaging. Thus, it may be literally
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impossible to perform gas analysis for many opegagoints (i.e., at low current and high FU
factor).

The model described in the previous draptvhich was completely implemented on
Canterafor predicting mole fractions of chemical spedeshe anode exhaust gas mixture, has
been validated by comparing the results with theeemental data obtained through the gas-
chromatograph analysis. Moreover, for the OCV caseg, CEA was also used to estimate the
final composition of the mixture (by first removitige water content in order to provide a better
comparison for dry gases) under conditions of tlelynamic equilibrium (the software
minimizes the Gibb’s free energy of the mixture880°C). This further analysis can be very
useful to better understand how far the gas mixisirsom the conditions of thermodynamic
equilibrium inside the fuel channel.

Figure 51 through Figure 53 present apamson between the experimental data acquired
by the gas chromatograph and the results obtamexdoiting both the present model abDBA
No current load is applied to the cell (OCV configion), methane mass flow rate is set to 50
Nml/min, and carbon dioxide-to-biogas ratios arel B, and 2, respectively. In order to get a
good match between the experimental data and theltseobtained by runningantera
simulations, the number of radial cells has beentee8 (it does not represent a crucially
important parameter since mole-fraction radial ijgefare almost horizontal lines), the number of
axial cells has been set to 50 (convergence ishesheery quickly and errors in mole fractions
are already lower than 0.01 when using 25-30 az@ls), and surface site density (which
depends on the anode structure and representsilhectual tuning parameter in the present
model) has been set to 25.00 °¥fiol/cnt for all dry-reforming tests (all programming dégai
are provided in Appendix A). This value is quitgiif compared to the one used in references
[10], [11], and [52], which is 2.60- famol/cnf. However, this is the only parameter that actually
characterises the anode and it strongly dependbemrystalline structure of the anode itself.

Furthermore, references [10] and [11] refer toghely of planar SOFCs, while no value for the
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tubular configuration is provided by current litenee when using the present reaction

mechanism.
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Figure 51. Mole-fraction comparison for main drysggecies when carbon dioxide-to-biogas
ratio is set to 1 (OCV configuration).
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Figure 52. Mole-fraction comparison for main drysggecies when carbon dioxide-to-biogas
ratio is set to 1.5 (OCV configuration).
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Figure 53. Mole-fraction comparison for main drysggecies when carbon dioxide-to-biogas
ratio is set to 2 (OCV configuration).

In all cases it is clear that the hydrogen and aa#inonoxide mole fractions are lower than the
ones needed to achieve thermodynamic-equilibriunditions, while carbon-dioxide production

is much higher than the one expected for the sampope. Results coming from the present
model show a similar trend except for carbon-modexiwvhose mole fraction is lower than the
actual value. Predicted methane mole fraction (@ported in figures) is around 3% for all cases.
Predicted water content (around 2% for all cases) lbeen neglected and mole fractions of
gaseous species have been normalized to get a tsttgases comparison. Although the match
between the present-model and the experimentaltsdsiguite good (errors are higher than 5%
only for carbon-monoxide), we should now specifyyvenrors occur. First, as we said before, the
model shows a certain amount of methane in the usthshat does not take part in the dry-
reforming process, and water content has been gtedleThis surely introduces an error in the
computation of other mole fractions, since no me¢hand water are found by the gas-
chromatograph analysis. Secondly, in each of tleipus tests, a relatively high content of

nitrogen has been found (8.76% for Figure 51, 8.86f4-igure 52, and 4.95% for Figure 53),
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probably due to air infiltration. If air enters tifigel channel (and this is what probably occurs
since no oxygen is found in the final compositidh)s means that oxygen is free to react inside
the channel and alternative reactions (like methemek hydrogen combustion) can occur. This
could explain why no methane is found in the finemposition, why actual hydrogen mole
fraction is lower than the one predicted, and whgbon-monoxide production seems to be much
higher in reality (carbon monoxide is an unstablermediate product of methane combustion,
which can turn into carbon dioxide in the presesicexygen or water). It is more difficult to give
an effective explanation of what occurs to carb@xide (predicted carbon-dioxide content is
lower than experimentally found only when carbooxdie-to-biogas ratio is set to 1), since its
production/destruction should depend on the balaegésting between dry reforming
(destruction), methane combustion (production), poskible gas-shift reaction (production). In
fact, when dealing with such complex mechanisnsfiie may be quite impossible to estimate
which chemical process is actually encouraged mfgsiwve will underline later, the mechanism
file used for the present model seems to stronglyoerage water gas-shift reactions (even
though, at high temperatures and for high carbomidé contents, the chemical equilibrium
should be shifted towards the inverse gas-shiitgss), whose overall process is described by:

CO+H,0— CO,+H,, (105)
over both dry reforming reactions, which are glgbdescribed by the following reaction:

CH, + CO, — 2H, +2CO, (106)
and steam reforming reactions, which are globadlycdibed as follows:

CH,+H,0 > 3H,+ CO. (107)
This may generally lead to a much lower carbon-mate mole fraction and a considerably
higher carbon-dioxide production in simulationscdmpared to the experimental results. The
reason why this occurs is be found inside the mashafile through a deep analysis of the
parameters for the Arrhenius formulation, whose@®is however experimental and extensively

validated Y. For this reason, this aspect will not be furtineestigated in the present work.
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Eventually, focusing on the experimerdata only, we can easily state how, in OCV
configuration and at constant methane mass flow fand biogas mass flow rate indeed), by
increasing the carbon dioxide-to-biogas ratio wergily increase the final carbon-dioxide
content, while hydrogen and carbon-monoxide pradostare considerably decreased. Thus,
considering the composition of biogas fixed for firesent work, gas-chromatograph analysis
seems to confirm how dry reforming works more éfntly as carbon dioxide-to-biogas ratio
gets closer to unity.

Figure 54 through Figure 56 present apammson between the experimental results and
ones obtained by exploiting the present model wherent applied to the cell is 15 A, FU factor
is 50%, and methane mass flow rate is set to ¢mBldmin. Carbon dioxide-to-biogas ratio is set

to 1, 1.5, and 2, respectively.
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Figure 54. Mole-fraction comparison for main drysggecies when carbon dioxide-to-biogas
ratio is set to 1l(= 15 A FU = 50%).
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Figure 55. Mole-fraction comparison for main drysggecies when carbon dioxide-to-biogas
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Figure 56. Mole-fraction comparison for main drysggecies when carbon dioxide-to-biogas
ratio is set to 2I(= 15 A FU = 50%).

Differently from the OCV cases, the trend of drysgaole fractions largely differs this time
(although conditions for the three tests are séietthe same), depending on the carbon dioxide-

to-biogas ratio applied, with the only hydrogen @amtration being considerably higher than the
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experimental one for all cases. Also, the matclwéen experimental and model results does not
seem to be as good as before, although it stilkdoacceptable. There can be multiple
explanations for this mismatch. First, we must abersthe water-neglect error again. In fact,
final water content is strongly affected by itso#techemical production, which is activated by
the current load, with neglected mole fractionsg/iray from 13% to 16% for the present samples.
Secondly, relatively high amounts of nitrogen (84lor Figure 54, 15.44% for Figure 55, and
13.64% for Figure 56) were found by the gas-chrogpaph analysis again, with oxygen
concentrations being constantly under 1.3%. Thydrdgen and methane (whose concentrations
in the final composition are around 2% for all cgssombustion processes may have taken place
(and this would partly explain the generally higbcgepancies in hydrogen and carbon-monoxide
mole fractions), as well as a strong gas-shift @sec(capable to explain the extremely high
concentration of carbon dioxide found in the expernital tests) and a sort of steam reforming
(which would have partly increased the hydrogen a&adbon-monoxide mole fractions).
Anyways, it is clear how the model validation irtally gets more and more difficult as air-
infiltration phenomena become more important. TilEsa practical limitation due to the
experimental setup itself, which may not alwaysdrmmoved because of the high temperatures at
which SOFC use to work, capable to cause a vetythigrmal stress of sealing materials.

At last, Figure 57 and Figure 58 present apammson between experimental and model results
when varying the FU factor and the current load.dde hand, Figure 57 shows what happens
when carbon dioxide-to-biogas ratio is set to E\3,factor is 50%, and the current load is 25 A
(methane mass flow rate is set to 88 Nml/min ireotd reach the latter conditions). On the other
hand, Figure 58 shows the exhaust composition whemon dioxide-to-biogas ratio is setto 1.5
again (it is kept constant in such a way to ingzdeé the influence of both the current load and
the FU factor), FU factor is 25%, and the curremtdl is 15 A (methane mass flow rate must be

set to 106 Nml/min).
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Figure 57. Mole-fraction comparison for main drysggecies when carbon dioxide-to-biogas
ratio is set to 1.5 25 A, FU = 50%).
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Figure 58. Mole-fraction comparison for main drysggecies when carbon dioxide-to-biogas
ratio is setto 1.5/ 15 A, FU = 25%).

The match between experimental and model resulddnigst prefect for carbon dioxide, quite

good for hydrogen (errors are little higher than)5%hile there is a significant mismatch for
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carbon monoxide. All considerations made above memalid for these two cases. In fact,
methane final content is 3% and 5.6%, respectivelpile water production (due to
electrochemistry) leads to percentage volumes &304 and 6.92%, respectively. Since nitrogen
mole fractions (2.32% and 2.50%, respectively)cariée low, and considering the relatively high
water content for both cases, we can state thalifoeepancies in the hydrogen and, most of all,
carbon-monoxide mole fractions are probably du¢h®ofact that the mechanism file tends to
encourage water gas-shift over dry-reforming arehrstreforming processes, so that carbon
monoxide in the presence of water is mostly coreento carbon dioxide.

Comparing Figure 57 to Figure 55, itasyeto see the experimental effect of current en th
fuel-cell emissions when carbon dioxide-to-biogasoris set to the intermediate value of 1.5,
since it is clear how hydrogen and carbon-monoypidmluctions are slightly increased (around
0.5%) as the current load passes from 15 A to 2WHile carbon-dioxide emission is slightly
decreased (around 1%). Although a current rise ldhcause hydrogen and carbon monoxide to
be consumed because of the electrochemical requiest, setting such a low fuel mass flow rate,
residence time may be considerably increased (@vigireforming reactions having much more
time to occur) and may lead to a general improvenrethe conversion process, and thus to a
better fuel utilization. On the contrary, when &sing the fuel mass flow rates, experimental
results should clearly show the opposite trend.

Comparing Figure 58 to Figure 55, we saa the same effect as that of current rise when
the FU factor is varied from 50% to 25% (howevhis time hydrogen and carbon-monoxide are
increased by around 5% and 10%, respectively, wtaldon dioxide is decreased by around
15%). This is again due to a better fuel utilizatias the stoichiometric mass flow rate is
approached. In fact, it is important to specify hoydrogen and carbon dioxide are the expected
dry-reforming products, while carbon dioxide confresn other chemical processes (combustion
of methane, water gas shift, carbon-monoxide breakdn the presence of oxygen, and so on)

occurring inside the anode channel.
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6.2.5 Mole-Fraction Profiles

Figure 59 and Figure 60 show the prediateole-fraction profiles of main chemical
species along the fuel channel (which is considerdsk one-dimensional) for two different OCV
cases. Methane mass flow rate is 50 Nml/min, wddldoon dioxide-to-biogas ratio is 1 and 1.5,

respectively.

0.8
—H
0.7 . Ciﬂ
——co
0.6 co,
05 ——H0

Mole Fraction
o o
w N

/

o
N

o
—_—

T

0
0 40 80 120 160 200 240 280 320

Fuel Channel Length (mm)

Figure 59. Predicted mole-fraction profiles of maimemical species when carbon dioxide-to-
biogas ratio is set to 1 (OCV configuration).
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Figure 60. Predicted mole-fraction profiles of maimemical species when carbon dioxide-to-
biogas ratio is set to 1.5 (OCV configuration).

For both cases, it is easy to see the quick consompf methane and carbon dioxide in order to
produce hydrogen and carbon monoxide. Also, a samatlunt of water is produced, and this is
probably due to the inverse water gas-shift reasticEither way, chemical equilibrium is
approached but not achieved, even if dry refornsiegms to proceed very quickly, especially in
the first half of the fuel channel.

Figure 61 shows the predicted mole-faactprofiles of main chemical species along the
fuel channel when a current load of 15 A is appliedhe cell. Methane mass flow rate is 53

Nml/min and FU factor is 50%, while carbon dioxibebiogas ratio is set to 1.
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Figure 61. Predicted mole-fraction profiles of maimemical species when carbon dioxide-to-
biogas ratio is setto 1€ 15 A FU = 50%).

Here, a quite large amount of water is producecdb®e of the electrochemistry of the cell. This
is the reason why carbon monoxide is slightly comsdi in the last part of the cell, in order to
form carbon dioxide when reacting with water (whosend remains monotone because of its
continuous electrochemical production). This paftic tendency is due to the apparent
dominance of direct water gas-shift reactions a¥gr and steam-reforming processes in the
mechanism file for given conditions (even if hydeagcontent decreases as the channel exit is
approached, suggesting the contemporary presenddfefent chemical processes). Anyway,
balances between all chemical processes involvea imechanism file are usually extremely
difficult to be established (because of the ovefd# complexity), but they can provide
researchers with interesting assumptions in orddsetter investigate the overall cell chemical

behavior.

6.3 Steam Reforming
Steam-reforming experimental tests haaenlperformed by setting the cell temperature to

800, 750, and 700°C, respectively. Reference coitipogor biogas (60% of methane and 40%
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of carbon dioxide) was kept fixed, and the celldebr was investigated for different steam-to-
biogas molar ratios, which are 0.3, 0.4, 0.5, arj Gespectively (steam-to-methane ratios are
1.17, 1.33, 1.5, and 1.67, respectively).

6.3.1 Polarization curves

Polarization tests have been performetbligwing the same procedure described for dry-
reforming experimental sessions. This procedure nepsated for several fuel mass flow rates,
for each steam-to-biogas ratios, and for diffecatittemperatures.

Figure 62 presents the polarization csinshowing how the cell voltage and electrical
power vary as functions of the current density, nvtiee cell temperature is set to 800°C and the
steam-to-biogas ratio is set to 0.3. Methane mkss fates vary from 100 Nml/min to 400
Nml/min. Since we know biogas composition and stealdition, it is easy to compute carbon-

dioxide and steam mass flow rates, which are rgmirted on plots.
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Figure 62. Polarization curves for different methamass flow rates when steam-to-biogas ratio
is set to 0.3 = 800°0Q.
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The trend of all curves is the same, with Ohmiséssbeing predominant when current density
reaches relatively high values. Power maximum pgappreciable only for the lowest methane
mass flow rate. In order to show the other poweikpgit would be necessary to further increase
the current load (because of the relatively highlssniow rates applied for this test), but this
would cause the cell voltage to dramatically fallvah. This is again a practical limitation (due to
the mass flow controllers) which cannot be easiypoved. Best performances are achieved for
high methane mass flow rates, and this is dueg@thievement of a lower fuel utilization factor.
In particular, voltage (and consequently powermgrmtil methane mass flow rates of 200-250
Nml/min are reached. After this threshold, voltaged power asymptotically converge to the
same value (even if the 400-Nml/min curve seenstap below the previous two).

Similarly to what happens for dry reformingperimental errors may strongly affect the
performance of the tubular cell during steam-refagrests depending on the day of use.
6.3.2 Influence of Steam Addition

Figure 63 shows the trend of the celtagd and the electrical power as functions of the

current density when methane mass flow rate isdfizad set to 100 Nml/min, and the cell
temperature is 800°C. Steam-to-biogas ratios &0, 0.5, and 0.6, respectively. Then, Figure
64 and Figure 65 show the trend of the same qiestir the same conditions, except for the cell
temperature, which is 750°C and 700°C, respectividigximum peaks are quite appreciable in
the power plots only for the lowest steam-to-bioga®s (0.3 and 0.4) because of the excessive

voltage drop at high current, but it east to ses the trend is generally the same for all curves.
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Figure 63. Polarization curves for different stetaniriogas ratios when methane mass flow rate is
set to 100 Nml/minT = 800°Q.
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Figure 64. Polarization curves for different stetaniriogas ratios when methane mass flow rate is
set to 100 Nml/minT = 750°Q.
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Figure 65. Polarization curves for different stetaniriogas ratios when methane mass flow rate is
set to 100 Nml/minT = 700°Q.

Best performances are achieved when steam-to-biadesis set to 0.5 at each temperature.
However, considering any possible experimentalreuatage and power values seem to be quite
the same for each steam-to-biogas ratio excegh®0.6-case. The latter ratio seems to provide
much lower voltage and power only for the 800°Cecfisis important to specify that the tubular
SOFC employed for the present work is designed ackvaround 800°C), with discrepancies
between the curves being less important at lowepégatures. In particular, at 750°C all curves
are close until the current density does not rdagh values, while at 700°C only the 0.5-curve
(whose shape suggests however the presence ofragptal errors) stays much above the others.
Hence we can say that steam reforming seems toobe @ffective when steam-to-biogas ratio is
low (from 0.3 to 0.5 we cannot see appreciablesdiffices for each temperature case). At 800°C
a ratio of 0.6 may lead to very low performancesilevsteam-to-biogas ratio seems to be
generally less effective as the cell temperaturadeses, with all curves getting closer to each
other. This can be due to the presence of carboxid#i in the fuel, which may take part in

possible dry-reforming processes. Then it is cleaw dry reforming may take over steam-
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reforming effectiveness, and this makes extreméflcdlt a complete investigation of biogas
steam reforming (considering the experimental seawpilable). We can suppose that a
combination of dry- and steam-reforming processesiinside the fuel channel; however, we
cannot easily say which process is predominantirA@a exhaust gas-analysis may be useful to
partly explain what chemically happens on the arside.
6.3.3 Influence of Cell Temperature

Figure 66 is reported to show how thd geltage and the electrical power vary as
functions of the current density when the cell temagure is set to 800, 750, and 700°C,
respectively. Methane mass flow rate is set to NG0/min, while steam-to-biogas ratio is 0.3.
The following plots are taken from Figure 63 thrbugigure 65 and put together in order to

easily show off the cell-temperature effect.
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Figure 66. Polarization curves for different celiperatures when methane mass flow rate is set
to 100 Nml/min (steam-to-biogas ratio is set t9.0.3
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Power maximum peaks are more appreciable as theegglerature decreases, but it is extremely
clear how performances generally get lower as dlietemperature gets further away from the
design temperature, which is around 800°C as wd Baithe previous paragraph. Also,
maintaining an excessively low cell temperaturetfours may lead to irreversibly damage the
cell, since its electrochemistry could turn oubtonot fully activated.
6.3.4 Fuel Utilization Map

A fuel utilization map has been drawnféjowing the same procedure described for dry-
reforming tests, starting from a current load ofAL&nd methane mass flow rates correspondent
to an FU of 20%. The procedure was repeated byasing the current load by 2.5 A until a
maximum of 30 A.

Figure 67 presents the relation exisbatveen the cell efficiency and the electrical powe
produced by the cell. Steam-to-biogas ratio istsed.3, while the cell temperature is 800°C.
Again, lines of the same color connect operatigéthts characterized by the same current load,

while black lines, generally presenting a slighgjaiése slope, combine points with the same FU.
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Figure 67. Efficiency map when steam-to-biogaratiset to 0.3T = 800°Q.
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As shown in dry-reforming efficiency maps, at camét FU, efficiency decreases when the
current applied to the cell is increased becaugehmfic losses (which get particularly strong and
heavy from 25 A on) due to current collection. fosf limitation in drawing the previous map
was the impossibility to decrease the fuel mass flates at both low and high current, in such a
way to get more data points and relatively highfettors. In fact, by decreasing fuel mass flow
rates it would be possible to generally raise efficy and to visualize efficiency peaks at lower
current loads (efficiency peaks are appreciablg ahR5, 27.5, and 30 A, with the last two cases
being strongly affected by Ohmic losses when irsirgpthe FU factor).

Maximum efficiency (on LHV basis), whith25.2%, is achieved when FU factor is 45%,
current load is 22.5 A, electrical power is 13.1 &d methane mass flow rate is 87.1 Nml/min.
The latter rate is almost twice as the minimum eatgloyed when performing dry-reforming
tests, and this is now due to the lower limit o# ttarbon-dioxide mass flow controller, since
carbon-dioxide mass flow rates are always lowen th@se of methane when performing steam
reforming tests.

It is clear how efficiency is very lowdbmpared to the values found when performing dry
reforming. However, we cannot easily state that &fprming is more efficient than steam
reforming, because of the combination of these pracesses probably occurring inside the
anode channel. When considering a type of biog#s tiwis specific composition, i.e., containing
a large amount of carbon dioxide, it would be vemgresting to increase the steam-to-biogas
ratio (but this is not an easy operation since amaths humidified by passing through a bubbler,
whose temperature must be contained in a speeifietysmargin range; moreover, large amounts
of vapor may cause water to condense inside tle¢ ipe before entering the cell), in order to
ensure the dominance of steam reforming over dormeng and to better investigate the effects

of the former on the cell behavior.
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6.3.5 Gas Analysis and Model Validation

While performing gas-chromatograph analysr steam-reforming tests, the tubular cell
has been strongly affected by an exhaust-gas leakriang in the final part of the fuel channel,
where the latter is connected to the outlet pipereHthe application of a ceramic paste, which is
thermally resistant to temperatures up to 1287Houkl guarantee the perfect sealing of the
junction during the cell operation. However, theaceic paste is not easy for the operator to
apply (and this does not completely guarantee liserace of leakage itself) and, also, the sealing
may damage after an excessive number of startupsslamtdowns. While performing steam-
reforming tests, a small flame was clearly visibl&de the furnace in correspondence of the zone
described above.

All analyzed samples presented very haghounts of nitrogen (varying from 18.3% to
45.6%), with oxygen being always under the gas+tlatograph detection limit (1%). This
practically means that, if air enters the fuel af@na quite large amount of oxygen is free to
react with the exhaust gases, with the final contiposbeing heavily affected by experimental
errors. For this reason, only two cases are reghonmere in order to provide a qualitative
description of the products arising from steam-smefog processes when running in OCV
configuration, without any pretension to effectivalalidate the model implemented in the
present work.

Figure 68 and Figure 69 show the comparisetween model and experimental results
when no current load is applied to the cell, steashiogas ratio is 0.3 and the cell temperature is
set to 800°C. Methane mass flow rates are 150 & Neml/min, respectively. Nitrogen
concentrations (25.6% for Figure 68 and 18.3% figufe 69) have been removed from the
experimental data, while water content (under 1f6%both cases) has been neglected in the
final-composition mole fractions computed by the delo Consequently, mole-fraction
normalizations were carried out as before. It ipantant to specify that high amounts of methane

(7.8% and 9.6%, respectively) were found by the @hdal the final composition, and this may
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result steam reforming to be less effective thay deforming (which generally keeps

unexploited-methane mole fractions under 5%) inveoimg methane.
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Figure 68. Mole-fraction comparison for main drysggecies when methane mass flow rate is
set to 150 Nml/min (steam-to-biogas ratio equdl.8) OCV configuration] = 800°Q.
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Figure 69. Mole-fraction comparison for main drysggecies when methane mass flow rate is
set to 200 Nml/min (steam-to-biogas ratio equdl.8) OCV configuration] = 800°Q.
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As expected (considering the high nitrogen conegioin in the exhaust composition), the match
between the model and the experimental data is ¢paid. This is certainly due to an excessive air
infiltration inside the furnace, which may causkalative reactions to occur and may somehow
shift chemical balances. A shy attempt to explaimwhappens inside the cell may be the
following: air is free to enter the fuel channeheare a relatively high amount of oxygen is free to
burn down methane (not found by the gas-chromapbgraand hydrogen (whose actual
concentration is much lower than the one computedhbe model in the 150-Nml/min case),
methane combustion leads to high carbon-monoxide fmactions (presenting the highest errors
up to 18.8% for the 200-Nml/min case), and carbioxide production is again the result of the
balance existing between the different chemicatg@sees occurring inside the channel (dry and
steam reforming, methane combustion, carbon-moeoxidakdown, and water gas shift). Since
this explanation may be chemically consistent, ayaaysis data cannot effectively validate the
model for the steam-reforming case.
6.3.6 Mole-Fraction Profiles

Figure 70 shows the predicted mole-foactprofiles of main chemical species along the
fuel channel for a particular OCV case. Methane smbew rate is 200 Nml/min, the cell
temperature is 800°C, and the steam-to-biogas imset to 0.3. Although the final composition
for given conditions cannot be validated by theegipental data, it is interesting to see how
water is completely consumed in the first halfle# thannel (and this fact, together with the high
amount of residual methane, could mean that steamogas ratio needs to be strongly increased
in order to ensure a more effective and completarstreforming process), with hydrogen and
carbon monoxide being quickly produced in the saeaggon. Carbon dioxide is consumed as
well, and its monotone trend suggests that drysaeam reforming may occur together in the first

part of the channel until water is totally gone.
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Figure 70. Predicted mole-fraction profiles of melremical species when methane mass flow
rate is set to 200 Nml/min (steam-to-biogas ratjoat to 0.3, OCV configuratiof, = 800°0Q.

Due to the experimental errors occurrégnvperforming steam-reforming tests, no direct

efficiency or performance comparison between dngl steam-reforming processes is reported in

the present work.



CHAPTER 7

PERFORMANCE COMPARISON FOR PPF AND SOFC PROCESSES

The following chapter presents a brieffgrenance comparison between the two different
energy pathways analyzed in the present work. hiqodar, PPF combustion and SOFC dry
reforming are the main aspects that have beendenesl in order to build up a comparison based
on the heat generation per unit mass of fuel. Eoelposition is fixed for both processes and
represents the simplified biogas mixture usedHergrevious SOFC study (i.e., 60% of Cihd
40% of CQ, in volume or molar terms).

On one hand, when considering PPF condyysthe heat generation per unit mass of
biogas is computed for the four cases listed inl@&%. Distance between the nozzles is 2 cm,
pressure is 1 atm, and the inlet temperature i24os800 K for both the fuel and the oxidizer
streams. The equivalence ratio at the fuel nozlset to 1.4 and 3.0, respectively, while the
strain rate is set to 150 and 208 eespectively, and all possible combinations aeelen Here,
the heat generation per unit mass of fuel is coagpas the ratio between the heat generation rate
(given in W/cm) and the normalized biogas mass flow rate (givengfcnf/s). The heat
generation rate is computed by integrating the Heat(which is included in simulation results
and is initially given in erg/cffs as a function of the distance between the nsgakng the
axial coordinate, while the biogas mass flow ratedmputed by first calculating the normalized
mass flow rate of the mixture at the fuel nozzldi¢h is the product between the axial velocity
and the density of the mixture at the fuel nozale) by then extracting the biogas mass flow rate
knowing the equivalence ratio at the fuel nozzle.

On the other hand, when studying SOFCrefgrming processes, the heat generation per
unit mass of fuel may be easily computed by exioigithe experimental data used to draw
polarization curves. In fact, that is computed as riatio between the peak electrical power and

the biogas mass flow rate entering the anode chafhe latter rate is computed as the product

150
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between the volume flow rate known a priori anddkasity of the biogas mixture, which can be
easily computed byCantera after defining the mixture composition and tempamt Four
different cases are considered and listed in Talle CO./biogas ratio is set to 1 and 1.5,

respectively, while Clidmass flow rate is set to 60, 80, and 130 Nml/m@apectively.

TABLE XII. LIST OF DRY-REFORMING COMBINATIONS

Case| CO,/Biogas Ratio| CH, Mass Flow Rate (Nml/min)
1 1 60
2 1 80
3 1 130
4 15 60

Table XIlIl shows the heat generation per unit nafskiogas (in J/g) for both the PPF and the
SOFC cases. It is clear how SOFCs seem to exglmgiab much more effectively than PPFs.
Generally, the PPF heat generation increases asethevalence ratio approaches the
stoichiometric conditions, with strain rates of 150providing a better fuel utilization than with
200 $', while the SOFC heat generation (and thus theieffty, as pointed out in the previous
chapters) increases for lower fuel mass flow rates for CQ/biogas ratios which are close to
unity. In particular, the peak heat generationS@FCs (case 1) is over four times higher than the
one for PPFs (case 1). However, this is partly uthe different nature of the two processes
(chemical and electrochemical). In fact, while Heat generation is a proper energy production
when considering PPFs (and the temperature risiuésto the chemical reactions occurring
between the fuel and the oxidizer), the heat-gdineravalues computed for the SOFC cases
represent a virtual energy production extracteanfrie electrical power (no proper heat is

produced, temperature is kept constant by the terméhere the cell is immersed, and power is a
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consequence of the current flow arising from trectebchemical reactions occurring inside the

cell).

TABLE XIlIl. HEAT GENERATION PER UNIT MASS OF BIOGAS

Case | Heat Generation per Unit Mass of Biogas (J/g)
PPF 1 1902.0
PPF 2 692.9
PPF 3 1561.5
PPF 4 585.5
SOFC1 8159.6
SOFC 2 6699.5
SOFC 3 4873.5
SOFC 4 7563.7

Despite the issues linked to the nature of the grg reactions, Table XllI provides significant

information on the effectiveness of one of the entrup-and-coming electrochemical ways to
produce energy. In fact, the tubular SOFC technolsgcapable to provide the user with high
performances and efficiencies (compared to thetiwadl energy conversion systems) when fed

by low fuel mass flow rates.



CHAPTER 8

CONCLUSIONS

Biogas remains an interesting alternative both chemically and electrochemically
producing energy, by providing multiple advantafyem different viewpoints.

An extensive simulation analysis on begambustion has been performed by using the
software CHEMKIN, in order to make a comparison between two diffetgpes of biogas
(produced by exploiting agrifood-industry and hdwsd waste, respectively) and methane.

An equilibrium composition study showsattthoth biogases may reasonably decrease
carbon-monoxide and nitrogen-oxides production bgreasing carbon-dioxide emissions
(however, it is important to specify that a largeoaint of carbon-dioxide is already contained in
biogas initial compositions; hence emissions are¢ ocompletely due to carbon-dioxide
production). Also, both biogases guarantee an atli@bame-temperature maximum peak which
is slightly lower than that of biogas (around 2005€ow). Main contaminants (carbon dioxide,
water vapor, nitrogen, and oxygen) are the maisedor the adiabatic flame temperature to drop
(except oxygen, which helps the oxidation processdcur), with carbon dioxide having the
strongest effect because of its high concentration.

A laminar-premixed-flames study may confithat the combustion processes of both
biogases can reach temperatures which are verg t¢toghat of methane, with temperature
profiles (along the axial coordinate) being almmgberimposed. Carbon-monoxide (together with
all carbonaceous products except carbon dioxid€) ritrogen-monoxide production remain
considerably lower for both biogases, while cardaxide emissions stay higher. Nitrogen-
dioxide mole-fraction profiles exhibit maximum psakhich are higher than that of methane for
both biogases, but a N@mission-index analysis points out how biogas sioigs are generally
lower than for the methane case. However, biogawdlspeeds are considerably decreased if

compared to that of methane, with biogas 2 showirf8Y% drop (compared to methane) when

153
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burning a stoichiometric air-fuel mixture at atmbepc pressure. Flame speed has been also
investigated at elevated pressures (up to 50 amalving the same result. Flame-speed profiles

(as functions of both equivalence ratio and pregsand the overall-reaction-order trend (as a

function of pressure) have been validated for thig methane case with experimental data taken

from previous literature.

Eventually, a partially-premixed-flameady has been performed for different equivalence
ratios (at the fuel nozzle) and strain rates, shgwihe same tendency for emissions, with
concentrations of pollutants being considerablydo®r both biogases. In particular, we can see
a considerable drop of nitrogen-monoxide and soadywction for all considered cases. Carbon-
monoxide and nitrogen-dioxide emissions are alsccredsed, while carbon-dioxide
concentrations remain once again higher that thbsaethane, due to biogas initial composition.
Biogas flames look generally narrower than thosenethane (as clearly shown by temperature
profiles), while axial velocity feels a considenaliligh drop for both biogases. Analyzing the
influence of both strain rate and equivalence ratidhe flame structure, it is easy to see that, as
the strain rate increases, flames become narrgeak temperatures decrease, axial velocity
slightly raises, and emissions of pollutants sligbdecrease, while, considering then the effect of
equivalence ratio at the fuel nozzle, we see tfmt,richer mixtures, flames become much
narrower, peak temperatures decrease, axial velarématically falls down, and carbon-
monoxide, soot, and nitrogen-oxides emissions dtiaaiky raise. A stretched flame speed can be
extracted by analyzing the maximum peaks of cambonoxide emissions, with biogas flame
speeds being considerably lower than that of metlzgain. Flame-speed discrepancies between
methane and both biogases become less importdhe aquivalence ratio at the fuel nozzle is
increased (and, consequently, flame speed valliedoian), while a strain-rate raise generally
leads to lower flame-speed values. A performancéineumay clearly point out how both
biogases provide a considerably high peak heatbgn working with rich mixtures, while

methane remains a much more effective solutionsfghtly rich mixtures. At last, a short
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dilution study has been performed in order to stow carbon-dioxide dilution is favored (for
both fuel-stream-dilution and air-stream-dilutiases) over nitrogen dilution because of the high
carbon-dioxide content in biogas initial compogigo A strain-rate raise generally causes the
stagnation point to occur at higher temperatures$ lawer carbon-dioxide or nitrogen mole
fractions.

In the second part of this work, biogas tbeen investigated when directly feeding a
tubular anode-supported SOFC. Several experimeggtd have been performeditison S.p.a.
— Centro Ricerca e Svilupptor both dry- and steam-reforming sessions, ineortb plot
polarization curves and draw efficiency maps offtred cell. For both cases, polarization curves
easily show that the best performances (due to Widage and thus high electrical power) are
achieved when fuel mass flow rates are increased ¢arrent load does not overtake a certain
threshold beyond which Ohmic losses are predomjinanti maximum voltage values are
asymptotically reached for different operationahditions. On the contrary, from an efficiency
viewpoint, fuel utilization maps clearly show thiae highest efficiencies are reached when fuel
mass flow rates are set to very low values, withieghigh fuel utilization factors and current
loads. Dry-reforming tests, which have been peréatnfor different carbon dioxide-to-biogas
ratios, present higher efficiencies than the ooesd for steam-reforming tests. This is certainly
due to the actual effectiveness of dry-reformingcpsses (maximum efficiency is over 43% and
is achieved when carbon dioxide-to-biogas ratiseisto unity), but a direct comparison between
dry and steam reforming remains difficult to be mdmkbcause of biogas compaosition, which
implies the possibility for carbon dioxide in theef to be directly involved in the chemical
processes occurring inside the anode channel.

When performing dry-reforming tests, thBuence of carbon dioxide-to-biogas ratio has
been studied, with best performances and effic&nbeing achieved for a ratio set to unity, and
this is again due to the fact that the actual cardioxide-to-methane ratio reaches values which

are much higher than unity, thus favoring methaferming to occur.
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When performing steam-reforming testg ififluence of steam-to-biogas ratio has been
studied at different cell temperatures (with terapane affecting more and more the cell
performance as it turns away from the design vahkéch is set to 800°C), with discrepancies
between curves correspondent to different ratiasgoeelatively slight (however, 0.5 seems to be
the best steam-to-biogas ratio in order to reach Mighest performances at each cell
temperature). This is probably due to the fact st actually occurs inside the cell is a mix of
dry- and steam-reforming processes, with the adwgmst arising from steam reforming being
more difficult to appreciate. In order to bettevastigate the effectiveness of steam reforming, it
would be useful to modify experimental conditionssuch a way that increases both the steam-
to-biogas and the steam-to-methane ratios. Moremlerexperimental limitations due to the
lower limit of the mass flow controllers employear fthe present work must be removed or
alleviated in order to achieve higher fuel utilipat factors and lower fuel mass flow rates, and
thus to reach higher efficiencies.

An extensive gas-chromatograph analyas leen performed for both dry- and steam-
reforming experimental sessions, in order to vadidhe numerical model implemented in the
present work througi€anteraand MATLAB for predicting the final composition of the anode
exhaust gases and the mole-fraction profiles ofnnciiemical species along the fuel channel.
Results are quite acceptable for dry reforming,netteough they have been affected by air
infiltration occurring inside the furnace and iretfinal pipe, while they cannot be used to
validate the model for the steam-reforming cases thu heavier air infiltration and massive
exhaust-gas leakage inside the furnace. The mattiwebn dry-reforming model and
experimental results is quite good and the modsl been validated although infiltration and
leakage phenomena were rather important. Eventualbfe-fraction profiles of main chemical
species obtained by the model can confirm all thesade to explain the discrepancies between
model and experimental data, by better showing dkelution of the chemical processes

occurring inside the anode channel. Also, moletioacprofiles, together wittlCEA-simulation
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results, confirm that thermodynamic-equilibrium ddions are far from being achieved inside
the channel.

Eventually, a performance comparison thasethe computation of the heat generation per
unit mass of biogas may show how SOFCs are capat#gploit biogas much more effectively
than PPFs. However, this is partly due to the diffie nature of the two processes (chemical and
electrochemical).

In conclusion, biogas may be an efficiatiernative to conventional methane for both
chemically and electrochemically producing enei@g.one hand, when involved in combustion
processes, biogas can offer good performancesnmstef temperature, flame speed, and heat
generation, by considerably breaking down the domssof pollutants at the same time. On the
other hand, when directly feeding solid oxide foells, biogas can offer high efficiency and good
performances in terms of voltage and electrical growy effectively exploiting different fuel-
reforming processes occurring inside the cellsltiucial to specify once again that, for both
energy pathways, high carbon-dioxide contentsenetthaust gases are due to the fact that biogas
is a renewable fuel, and thus a large amount ofitia carbon-dioxide concentration is a result
of the biomass cycle itself and does not repreaenéw source of carbon extracted from the
underground. In this sense, biogas presents althheacteristics to play a significant role in the
future for both energy pathways, since it is arciht alternative to both traditional hydrocarbon
fuels, whose production appears to be doomed toirermdfew decades, and hydrogen, whose

production, storage, and use are currently affelsyeldigh costs.
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Appendix A

This appendix contains the implementata MATLABandCantera(.m file extension) of
the electrochemical model employed for predictingle¥fraction profiles of main chemical
species inside the anode channel of a tubular S@mCthe mechanism filenickel.ct) for
methane reforming kinetics within a Ni/'YSZ SOFC desupport irCHEMKIN format, which is
taken from reference [52], together with its tratish inCanteraformat.

Here is reported thATLABScript:

clear all ;
close all ;
clc;

% Parameters

p = oneatm; % pressure

t=1073.15; % temperature (K)

transport = 'Mix"

gas = importPhase( ‘nickel.cti’ ,'gas' );

names = SpeciesNames(gas);

Wi = molecularWeights(gas)'; % kg/kmol

t_amb = 273.15;

concO0 = p/(gasconstant*t_amb); % concentration (kmol/m”3)

current = 0; % [A]

CH4_flow = 0.200; % [l/min]
CO_flow = 0;

CO2_flow = 0.133;

N2_flow = 0;

02_flow = 0;

H2_flow = 0;

Ar_flow = 0;

humid_percent = 0.5;

% Geometry

R_channel = 0.00525; % [m]
channel_length = 0.331; % [m]
anode_thickness = 0.0017; % [m]
axial_subdivision = 50; % cells
radial_subdivision = 8; % points

shape_function = ones(1,axial_subdivision);

% shape_function = linspace(axial_subdivision,1,axi al_subdivision);
% shape_function = linspace(1,axial_subdivision,axi al_subdivision);
shape_function = shape_function/sum(shape_function) ;
shape_current = current*shape_function;

molar_flow = zeros(1,max(size(names))); % kmol/s



Appendix A (continued)

molar_flow(12) = CH4_flow/60/1000*concO; % kmol/s

molar_flow(13) = CO_flow/60/1000*concO0;
molar_flow(14) = CO2_flow/60/1000*conc0;
molar_flow(1) = H2_flow/60/1000*conc0;
molar_flow(4) = O2_flow/60/1000*concO;
molar_flow(16) = N2_flow/60/1000*conc0;
molar_flow(17) = Ar_flow/60/1000*conc0;
H20_flow = molar_flow(12)*humid_percent;
molar_flow(6) = H20_flow;

total_flow = sum(molar_flow); % kmol/s

X0 = molar_flow/total_flow; % mole fractions
WO = sum(X0.*Wi);

total_mass_flow = total_flow*WoO; % kg/s

comp= " ;

for m=1:max(size(names))

comp = [comp cell2mat(names(m)) " num2str(X0(m)) DL

end
comp = comp(1l:end-2);

results = zeros(max(size(names)),axial_subdivision+
results(;,1) = X0';
reults_prime = zeros(max(size(names)),axial_subdivi

cell_length = channel_length/axial_subdivision;
initial_grid = linspace(0,R_channel,radial_subdivis
axial_grid = linspace(0,channel_length,axial_subdiv
A_inlet = pi*R_channel*2;

A = 2*pi*(R_channel+anode_thickness)*cell_length;

1);

sion);

ion); % m
ision+1); % m

% reacting-surface area

tol_ss = [1.0e-5 1.0e-9]; % [rtol atol] for steady-state problem
tol_ts = [1.0e-3 1.0e-9]; % [rtol atol] for time stepping
loglevel = 0;

printfigures = 1; % 1 to enable printing, O to disable

refine_grid = 1; % 1 to enable refinement, O to disable

molar_flowQ = molar_flow;
wdot_current = zeros(1,max(size(names)));

clear gas;

for j=1:axial_subdivision
gas = importPhase( ‘nickel.cti’ ,'gas' );
current_induced_mass_flow = sum(wdot_current.*W
total_mass_flow = total_mass_flow + current_ind
mdot = total_mass_flow/A_inlet;

% gas object
set(gas, T t, P ,p, X' ,comp);

% interface object
surfl = importinterface( ‘nickel.cti’ , 'Ni_surf'
setTemperature(surfl, t);

% integrate the coverage equations in time for 1 s,
% composition fixed to generate a good starting est

i);

uced_mass_flow;

, gas);

holding the gas
imate for the

160



Appendix A (continued)

% coverages

advanceCoverages(surfl, 1.0);

% create the flow object

f = AxisymmetricFlow(gas, flow' );

set(f, P, p, ‘grid", initial_grid, ‘tol" , tol_ss,
% create the inlet

inlt = Inlet( inlet’ );

set(inlt, T |t 'MassFlux' , mdot, X', comp);

% create the surface
surf = Surface( 'surface’ , surfl);
setTemperature(surf,t);

% create the stack
sim1D = Stack([inlt, f, surf]);

% set the initial profiles.
setProfile(sim1D, 2, { ut T,V L [0.0 1.0
0.06
t
0.0

for k= 1:nSpecies(gas)

y = massFraction(inlt, k);
setProfile(sim1D, 2, names{k}, [0 1;y y]);
end

% start with the energy equation on
enableEnergy(f);

% disable the surface coverage equations, and turn
% surface chemistry
setCoverageEqs(surf, ‘off ),
setMultiplier(surfl, 0.0);
setMultiplier(gas, 0.0);

% solve the problem, refining the grid if needed
solve(siml1D, loglevel, refine_grid);

% set more stringent grid refinement criteria
setRefineCriteria(sim1D, 2, 100.0, 0.15, 0.2);

% now turn on the surface coverage equations, and t
% chemistry on slowly
setCoverageEqs(surf, ‘'on' );

for iter=1:6

mult = 10.0”\(iter - 6);
setMultiplier(surfl, mult);
setMultiplier(gas, mult);
solve(sim1D, loglevel, refine_grid);
end

if printfigures ==
figure(j)

clf;

subplot(3,3,1);

‘tol-time' , tol_ts);
% z/zmax
0.0 % u
t % T
0.0]);

off all gas and

urn the
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for m=1:max(size(names))
if molar_flow(m) < 0;
molar_flow(m) = 0;
end
end

total_flow = sum(molar_flow);

X = molar_flow/total_flow;

W = sum(X.*Wi);
total_mass_flow = total_flow*W,;
results(:,j+1) = X

for m=1:max(size(names))
profile = writeSolution(sim1D,
results_prime(m,j) = profile(end);
end

comp = :

for m=1:max(size(names))
comp = [comp cell2mat(names(m))
end

comp = comp(1l:end-2);

Appendix A (continued)

plotSolution(sim1D, ‘flow' T )

title( "Temperature [K]' );

subplot(3,3,2);

plotSolution(sim1D, ‘flow' uto);

title( '‘Axial Velocity [m/s]' );

subplot(3,3,3);

plotSolution(sim1D, ‘flow' 'CH4' );

title( 'CH4 Mass Fraction'

subplot(3,3,4);

plotSolution(sim1D, ‘flow' 'CO");

title( 'CO Mass Fraction' );

subplot(3,3,5);

plotSolution(sim1D, ‘flow' 'CO2' );

title( '‘CO2 Mass Fraction'

subplot(3,3,6);

plotSolution(sim1D, ‘flow' 'H20" );

title( 'H20 Mass Fraction'

subplot(3,3,7);

plotSolution(sim1D, ‘flow' 'H2' );

title( 'H2 Mass Fraction' );

subplot(3,3,8);

plotSolution(sim1D, ‘flow' V')

title( 'Radial Velocity [1/s]' );

end

% Rates computation
wdot_surf = netProdRates(surfl); % kmol/m”2/s
wdot_surf = wdot_surf(1:max(size(names)));
wdot_surf = wdot_surf*A; % kmol/s
wdot_current(1) = -shape_current(j)/(2*Faraday) ; % [kmol/s]
wdot_current(6) = shape_current(j)/(2*Faraday); % [kmol/s]
molar_flow = molar_flow + wdot_surf + wdot_curr ent; % kmol/s

% final composition

% mole-fraction profiles

flow' , cell2mat(names(m)));
% mass-fraction profiles

“ num2str(X(m)) PR
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clear
clear
clear
clear
clear

end

Here is reported the function callediteSolution

function

Appendix A (continued)

simlD;
surfl ;
f;

inlt

surf ;

n = domainindex(s,domain);

d = s.domains(n);

z = gridPoints(d);

X = solution(s, domain, component);

[X,z] = writeSolution(s, domain, component)

Here is reported the mechanism filecGQREMKIN format:

ISURFACE MECHANISM OF CH4 REFORMING AND OXIDATION OYER NI

[*kkk
|Hkkk
[Easd
|Hkkk
[Easd
|Hkkk
[Easd
|Hkkk
|Hkkk
[Easd
|Hkkk
[Easd
|Hkkk
[Easd
|Hkkk
[Easd
|Hkkk
[Easd

|Hkkk

* *

CH4 ON Ni - SURFACE MECHANISM

Version 1.2 (March 2006)

L. Maier, V. Janardhanan, B. Schaedel, O.
ITCP, University of Karlsruhe, Germany
Contact: mail@detchem.com (O. Deutschmann

NOTE: That is a first version that needs
improvements,
e.g. NiO formation, coking,
temp. range 500-2000°C

References:
L. Maier, B. Schaedel, S. Tischer, O. Deu
submitted to Catal. Lett.

Deutschmann

)

further

tschmann,
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Appendix A (continued)

Pxx - \/ M. Janardhanan, O. Deutschmann.

[k Journal of Power Sources 162 (2006), 1192-1202
[kk Zeitschrift f. Phys. Chem. 221 (2007) 443-479

&% \www.detchem.com/mechanisms

!****

=% Kinetic data:

Pk = A% Trsh * exp (-Ea/RT) A b Ea
[rkkk (cm,mol ,S) - Jimol

!****
!****
Ix**%  Surface site density: 2.66E-9 mol/cm**2
!****
!****

Peeex (SURFACE CHEMKIN format)

[HHkxx

SITE /NI_surface/ SDEN /2.66E-09/
NI(s) 1/

H20(s)
H(s)
OH(s)
CO(s)
C(s)
CH3(s)
CH2(s)
CH(s)
CH4(s)
O(s)

11/
11/
11/
11/
11/
11/
11/
11/
11/
1/

CO2(s) 11/

HCO(s) 11/
END
THERMO ALL

300.0 1000.0 5000.0

CH4 (adjusty C 1H 4 0 0 30
1.68347883E+00 1.02372356E-02-3.87512864E-06 6.785
-1.00807871E+04 9.62339497E+00 7.78741479E-01 1.747
3.04970804E-08-1.22393068E-11-9.82522852E+03 1.372
H2 (adjusty H 2 0 0 0 30
3.06670950E+00 5.74737550E-04 1.39383190E-08-2.548
-8.65474120E+02-1.77984240E+00 3.35535140E+00 5.013
-4.79053240E-10 4.85225850E-13-1.01916260E+03-3.547
H20 (adjusty H 20 1 0 0 30
2.61104720E+00 3.15631300E-03-9.29854380E-07 1.333
-2.98681670E+04 7.20912680E+00 4.16772340E+00-1.811
-4.86920210E-09 1.52919910E-12-3.02899690E+04-7.313
CcoO (adjusty C 10 1 0 0 30
3.02507806E+00 1.44268852E-03-5.63082779E-07 1.018
-1.42683496E+04 6.10821772E+00 3.26245165E+00 1.511
5.58194424E-09-2.47495123E-12-1.43105391E+04 4.848
Cco2 (adjusty C 10 2 0 0 30
4.45362282E+00 3.14016873E-03-1.27841054E-06 2.393
-4.89669609E+04-9.55395877E-01 2.27572465E+00 9.922
6.86668678E-09-2.11728009E-12-4.83731406E+04 1.018
02 (adjusty © 2 0 0 0O 30
3.61221390E+00 7.48531660E-04-1.98206470E-07 3.374
-1.19781510E+03 3.67033070E+00 3.78371350E+00-3.023
-9.81891010E-09 3.30318250E-12-1.06381070E+03 3.641
AR (adjust) AR'1 0 0 0 30
2.50000000E+00 0.00000000E+00 0.00000000E+00 0.000

0.00 5000.00 1000.00 1
58487E-10-4.50342312E-14
66835E-02-2.78340904E-05
21947E+01 4

0.00 5000.00 1000.00 1
35180E-11 2.90985740E-15 2
61440E-04-2.30069080E-07 3
72280E+00 4

0.00 5000.00 1000.00 1
15380E-10-7.46893510E-15
49700E-03 5.94712880E-06
54740E-01 4

0.00 5000.00 1000.00 1
58133E-10-6.91095156E-15
94085E-03-3.88175522E-06
89698E+00 4

0.00 5000.00 1000.00 1
99667E-10-1.66903319E-14
07229E-03-1.04091132E-05
84880E+01 4

0.00 5000.00 1000.00 1
90080E-11-2.39073740E-15
36340E-03 9.94927510E-06
63450E+00 4

0.00 5000.00 1000.00 1
0000OE+00 0.00000000E+00 2

w N

w N w N w N

w N
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Appendix A (continued)

-7.45375020E+02 4.36600060E+00 2.50000000E+00 0.00
0.00000000E+00 0.00000000E+00-7.45374980E+02 4.366
N2 (adjustt N 2 0 0O 0O 30

2.85328990E+00 1.60221280E-03-6.29368930E-07 1.144
-8.90080930E+02 6.39648970E+00 3.70441770E+00-1.421
-1.20288850E-09-1.39546770E-14-1.06407950E+03 2.233
NI(s) (adjust) NI 1 0 0O 0O 30

0.00000000E+00 0.00000000E+00 0.00000000E+00 0.000
0.00000000E+00 0.00000000E+00 0.00000000E+00 0.000
0.00000000E+00 0.00000000E+00 0.00000000E+00 0.000
H20(s) (adjust) H 20 INI'1 0 50
3.50421382E+00 6.68594839E-04 1.76268743E-06-1.170
-3.79129166E+04-1.05582534E+01 3.50421382E+00 6.685
-1.17030152E-09 2.26185355E-13-3.79129166E+04-1.055
H(s) (adjust) H INI'1 0 0 50
1.38522354E+00-3.60291509E-05 1.01482878E-06-6.392
-5.45886573E+03-5.04262898E+00 1.38522354E+00-3.602
-6.39234047E-10 1.26064639E-13-5.45886573E+03-5.042
OH(s) (adjust)y H 10 INI'1 O 50
2.08905501E+00 1.71443903E-03-4.27838552E-07 9.112
-2.67334298E+04-3.86138841E+00 2.08905501E+00 1.714
9.11211411E-12 1.13760370E-14-2.67334298E+04-3.861
CO(s) (adjust) C 10 INI'1 0 50
1.04958397E+00 5.37825549E-03-3.51895909E-06 1.063
-2.73744388E+04 7.60559022E+00 1.04958397E+00 5.378
1.06323431E-09-1.12689240E-13-2.73744388E+04 7.605
C(s) (adjust) C INI'1 0 0O 50
-3.49330914E+00 5.23524687E-03-3.03308918E-06 6.556
-2.23124726E+03 7.68421239E+00-3.49330914E+00 5.235
6.55611035E-10-1.40966550E-14-2.23124726E+03 7.684
CH3(s) (adjust) C 1H 3NI'1 0 50
-6.10760599E-01 8.61612510E-03-2.17714930E-06-6.638
-8.89792082E+03-2.00828704E+00-6.10760599E-01 8.616
-6.63815294E-10 3.13819319E-13-8.89792082E+03-2.008
CH2(s) (adjust) C 1H 2NI'1 0 50
-1.56917589E+00 7.30948876E-03-2.33683999E-06-2.635
1.94307500E+03 4.44265982E+00-1.56917589E+00 7.309
-2.63575385E-10 2.08877321E-13 1.94307500E+03 4.442
CH(s) (adjust)y C 1H INI'1 0 50
-2.52762352E+00 6.00297402E-03-2.49669461E-06 1.367
9.56681068E+03 7.44010148E+00-2.52762352E+00 6.002
1.36758705E-10 1.03915796E-13 9.56681068E+03 7.440
CH4(s) (adjust) C 1H 4NI'1 0 50
3.47651462E-01 9.92277358E-03-2.01747493E-06-1.064
-1.38997273E+04-4.61646253E+00 3.47651462E-01 9.922
-1.06404583E-09 4.18759375E-13-1.38997273E+04-4.616
0O(s) (adjust) O INI'1 0 O 50
9.33885773E-01 1.49287485E-03-1.51153811E-06 7.601
-2.88011883E+04-3.47247502E+00 9.33885773E-01 1.492
7.60133452E-10-1.42499395E-13-2.88011883E+04-3.472
CO2(s) (adjust) C 10 2NI'1 0 50
2.15782085E+00 8.85798101E-03-7.33295570E-06 3.014
-5.17211366E+04-3.96778204E-01 2.15782085E+00 8.857
3.01455469E-09-4.83617407E-13-5.17211366E+04-3.967
HCO(s) (adjust)y C 1H 10 1INl 1 50
1.42054865E+00 6.41898600E-03-3.25611216E-06 6.604
-1.72299589E+04-1.34060408E+00 1.42054865E+00 6.418
6.60406470E-10-1.25958802E-14-1.72299589E+04-1.340

000000OE+00 0.00000000E+00 3

00060E+00 4
0.00 5000.00 1000.00 1
10220E-10-7.80574650E-15
87530E-03 2.86703920E-06
62850E+00 4
0.00 3000.001000.00 1

00000E+00 0.00000000E+00 2
00000E+00 0.00000000E+00 3

00000E+00 4

0.00 2000.00 2000.00 1
30152E-09 2.26185355E-13
94839E-04 1.76268743E-06
82534E+01 4

0.00 2000.00 2000.00 1
34047E-10 1.26064639E-13
91509E-05 1.01482878E-06
62898E+00 4

0.00 2000.00 2000.00 1
11411E-12 1.13760370E-14
43903E-03-4.27838552E-07
38841E+00 4

0.00 2000.00 2000.00 1
23431E-09-1.12689240E-13
25549E-03-3.51895909E-06
59022E+00 4

0.00 2000.00 2000.00 1
11035E-10-1.40966550E-14
24687E-03-3.03308918E-06
21239E+00 4

0.00 2000.00 2000.00 1
15294E-10 3.13819319E-13
12510E-03-2.17714930E-06
28704E+00 4

0.00 2000.00 2000.00 1
75385E-10 2.08877321E-13
48876E-03-2.33683999E-06
65982E+00 4

0.00 2000.00 2000.00 1
58705E-10 1.03915796E-13
97402E-03-2.49669461E-06
10148E+00 4

0.00 2000.00 2000.00 1
04583E-09 4.18759375E-13
77358E-03-2.01747493E-06
46253E+00 4

0.00 2000.00 2000.00 1
33452E-10-1.42499395E-13
87485E-03-1.51153811E-06
47502E+00 4

0.00 2000.00 2000.00 1
55469E-09-4.83617407E-13
98101E-03-7.33295570E-06
78204E-01 4

0.00 2000.00 2000.00 1
06470E-10-1.25958802E-14
98600E-03-3.25611216E-06
60408E+00 4

2
3

w N

w N

w N w N

w N
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Appendix A (continued)

END

REACTIONS KJOULES/MOLE

H2 + 2NI(s) => 2H(s) 1.0 00E-002 0.00
STICK

2H(s) => H2 + 2NI(s) 25 45E+019 0.00

02 + 2NI(s) => 20(s) 1.0 00E-002 0.00
STICK

20(s) => 02 + 2NI(s) 4.2 83E+023 0.00

CH4 + NI(s) => CHA4(s) 8.0 00E-003 0.00
STICK

CH4(s) => CH4 + NI(s) 8.7 05E+015 0.00

H20 + NI(s) => H20(s) 1.0 00E-001 0.00
STICK

H20(s) => H20 + NI(s) 3.7 32E+012 0.00

CO2 + NI(s) => CO2(s) 1.0 00E-005 0.00
STICK

CO2(s) => CO2 + NI(s) 6.4 47E+007 0.00

CO + NI(s) => CO(s) 5.0 00E-001 0.00
STICK

CO(s) => CO + Ni(s) 35 63E+011 0.00
Cov  /CO(s) 0.0 00E+000 0.00

H(s) + O(s) => NI(s) + OH(s) 5.0

NI(s) + OH(s) =>
H(s) + OH(s) =>
Ni(s) + H20(s) =>

H(s) + O(s) 1.7
NI(s) + H20(s) 3.0
H(s) + OH(s) 2.2

20H(s) => H20(s)+ O(s) 3.0

H20(s) + O(s) =>

20H(s) 6.3

C(s) + O(s) => NI(s) + CO(s) 5.2

NI(s) + CO(s) =>

cov /CO(s)
CO(s) + O(s) =>

cov /CO(s)
NI(s) + CO2(s) =>
NI(s) + HCO(s) =>

cov /CO(s)
H(s) + CO(s) =>
NI(s) + HCO(s) =>
CH(s) + O(s) =>
NI(s) + CHA4(s) =>
H(s) + CH3(s) =>
NI(s) + CH3(s) =>
H(s) + CH2(s) =>
NI(s) + CH2(s) =>

C(s) + O(s) 1.3
0.0

NI(s) + CO2(s) 2.0
0.0

CO(s) + O(s) 4.6
H(s) + CO(s) 3.7
0.0

NI(s) + HCO(s) 4.0
CH(s) + O(s) 3.7
NI(s) + HCO(s) 4.6
H(s) + CH3(s) 3.7
NI(s) + CH4(s) 6.0
H(s) + CH2(s) 3.7
NI(s) + CH3(s) 1.2
H(s) + CH(s) 3.7

H(s) + CH(s) => NI(s) + CH2(s) 4.0
NI(s) + CH(s) => H(s) + C(s) 3.7
H(s) + C(s) => NI(s) + CH(s) 4.5

CH4(s) + O(s) => OH(s) + CH3(s) 1.7
CH4(s)+ O(s) 9.8
CH3(s) + O(s) => OH(s) + CH2(s)3.7
CH3(s)+ O(s) 4.6
CH2(s)+ O(s) => OH(s) + CH(s) 3.7
CH2(s)+ O(s) 1.4

OH(s) + CHS3(s) =>
OH(s) + CH2(s) =>

OH(s) + CH(s) =>
CH(s) + O(s) =>
OH(s) + C(s) =>
END

OH(s) + C(s) 3.7
CH(s) + O(s) 1.6

00E+022 0.00
81E+021 0.00
00E+020 0.00
71E+021 0.00
00E+021 0.00
73E+023 0.00
00E+023 0.00
54E+022 -3.00
O0OE+000 0.00
00E+019 0.00
0OE+000 0.00
53E+023 -1.00
00E+021 0.00
0OE+000 0.00
19E+020 -1.00
00E+024 -3.00
04E+020 0.00
00E+021 0.00
34E+021 0.00
00E+024 0.00
93E+023 0.00
00E+024 0.00
89E+024 0.00
00E+021 0.00
62E+022 0.00
00E+024 0.00
76E+022 0.00
00E+024 0.00
07E+021 0.00
00E+024 0.00
57E+023 0.00
00E+021 0.00
25E+021 0.00

166

0.0

81.2
0.0

474.9
0.0

375
0.0

60.8
0.0

26.0
0.0

111.3
-50.0/
97.9
36.1
427
91.8
100.0
210.9
148.1
116.1
-50.0/
123.6
-50.0/
89.3
0.0
50.0/
132.2
95.8
110.0
57.7
61.6
100.0
556.3
97.1
79.2
18.8
161.1
88.3
30.4
130.1
23.6
126.8
47.1
48.1
128.6
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Appendix A (continued)

Here is reported the translated mechanism fil€@nteraformat):

units(length = "cm", time ="s", quantity = "mol",

ideal_gas(name = "gas",
elements ="O H C N Ar",

species = """ gri30: H2 H O 02 OH H20 C CH

CH2 CH2(S) CH3 CH
HCO N2 AR ™",

transport = 'Mix',

reactions = 'gri30: all',

options = ['skip_undeclared_elements',

'skip_undeclared_species'],
initial_state = state(temperature = 900.0

)

ideal_interface(hame = "Ni_surf",

elements="NiHO C",

species = """ NI(S) H(S) O(S)
H20(S) C(S) CH(S)
CH3(S) CHA4(S) CO(S)
HCO(S) "™,

phases = "gas",

site_density = 25.00E-09,

reactions = "all",

initial_state = state(temperature =

)

# Species data

species(name = "NI(S)",
atoms =" Ni:1",
thermo = (

NASA([ 300.00, 1000.00], [ 0.00000000E+00
0.00000000E+00, 0.00000000E+00, O
0.00000000E+00, 0.00000000E+00] ),

NASA( [ 1000.00, 3000.00], [ 0.00000000E+00
0.00000000E+00, 0.00000000E+00, 0
0.00000000E+00, 0.00000000E+00] )

)

)

species(name = "CH4(S)",
atoms =" C:1 H:4 Ni:1",
thermo = (

NASA([ 500.00, 2000.00], [ 3.47651462E-01
-2.01747493E-06, -1.06404583E-09,
-1.38997273E+04, -4.61646253E+00]

NASA([ 2000.00, 2000.00], [ 3.47651462E-01
-2.01747493E-06, -1.06404583E-09,
-1.38997273E+04, -4.61646253E+00]

)

)

species(name = "H(S)",

act_energy = "J/mol")

4 CO CO2

, pressure = OneAtm)

OH(S)
CH2(S)s
Cco2(S)

1073.0, pressure = OneAtm)

, 0.00000000E+00,
.00000000E+00,

, 0.00000000E+00,
.00000000E+00,

, 9.92277358E-03,
4.18759375E-13,

):
, 9.92277358E-03,
4.18759375E-13,

)
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atoms =" H:1 Ni:1",
thermo = (

NASA([ 500.00, 2000.00], [ 1.38522354E+00
1.01482878E-06, -6.39234047E-10,
-5.45886573E+03, -5.04262898E+00]

NASA( [ 2000.00, 2000.00], [ 1.38522354E+00
1.01482878E-06, -6.39234047E-10,
-5.45886573E+03, -5.04262898E+00]

)
)

species(name = "H20(S)",
atoms =" 0:1 H:2 Niil ",
thermo = (

NASA( [ 500.00, 2000.00], [ 3.50421382E+00
1.76268743E-06, -1.17030152E-09,
-3.79129166E+04, -1.05582534E+01]

NASA( [ 2000.00, 2000.00], [ 3.50421382E+00
1.76268743E-06, -1.17030152E-09,
-3.79129166E+04, -1.05582534E+01]

)
)

species(name = "CO(S)",
atoms="C:1 O:1 Ni:1",
thermo = (

NASA( [ 500.00, 2000.00], [ 1.04958397E+00
-3.51895909E-06, 1.06323431E-09,
-2.73744388E+04, 7.60559022E+00] )

NASA( [ 2000.00, 2000.00], [ 1.04958397E+00
-3.51895909E-06, 1.06323431E-09,
-2.73744388E+04, 7.60559022E+00] )

)
)

species(name = "CO2(S)",
atoms="C:1 O:2 Ni:1",
thermo = (

NASA([ 500.00, 2000.00], [ 2.15782085E+00
-7.33295570E-06, 3.01455469E-09,
-5.17211366E+04, -3.96778204E-01]

NASA([ 2000.00, 2000.00], [ 2.15782085E+00
-7.33295570E-06, 3.01455469E-09,
-5.17211366E+04, -3.96778204E-01]

)
)

species(name = "O(S)",
atoms =" 0:1 Ni:1",
thermo = (

NASA([ 500.00, 2000.00], [ 9.33885773E-01
-1.51153811E-06, 7.60133452E-10,
-2.88011883E+04, -3.47247502E+00]

NASA([ 2000.00, 2000.00], [ 9.33885773E-01
-1.51153811E-06, 7.60133452E-10,
-2.88011883E+04, -3.47247502E+00]

)
)

, -3.60291509E-05,
1.26064639E-13,

),
, -3.60291509E-05,
1.26064639E-13,

)

, 6.68594839E-04,
2.26185355E-13,

)
, 6.68594839E-04,
2.26185355E-13,

)

, 5.37825549E-03,
-1.12689240E-13,

: 5.37825549E-03,
-1.12689240E-13,

, 8.85798101E-03,
-4.83617407E-13,

),
, 8.85798101E-03,
-4.83617407E-13,

)

, 1.49287485E-03,
-1.42499395E-13,

):
, 1.49287485E-03,
-1.42499395E-13,

)
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species(name = "OH(S)",
atoms =" 0:1 H:1 Ni:1",
thermo = (

NASA( [ 500.00, 2000.00], [ 2.08905501E+00
-4.27838552E-07, 9.11211411E-12,
-2.67334298E+04, -3.86138841E+00]

NASA( [ 2000.00, 2000.00], [ 2.08905501E+00
-4.27838552E-07, 9.11211411E-12,
-2.67334298E+04, -3.86138841E+00]

)
)

species(name = "C(S)",
atoms =" C:1 Ni:1",
thermo = (

NASA([ 500.00, 2000.00], [ -3.49330914E+0
-3.03308918E-06, 6.55611035E-10,
-2.23124726E+03, 7.68421239E+00] )

NASA([ 2000.00, 2000.00], [ -3.49330914E+0
-3.03308918E-06, 6.55611035E-10,
-2.23124726E+03, 7.68421239E+00] )

)
)

species(name = "CH3(S)",
atoms =" C:1 H:3 Ni:1",
thermo = (

NASA([ 500.00, 2000.00], [ -6.10760599E-0
-2.17714930E-06, -6.63815294E-10,
-8.89792082E+03, -2.00828704E+00]

NASA([ 2000.00, 2000.00], [ -6.10760599E-0
-2.17714930E-06, -6.63815294E-10,
-8.89792082E+03, -2.00828704E+00]

)
)

species(name = "CH2(S)s",
atoms =" C:1 H:2 Ni:l",
thermo = (

NASA( [ 500.00, 2000.00], [ -1.56917589E+0
-2.33683999E-06, -2.63575385E-10,
1.94307500E+03, 4.44265982E+00] ),

NASA( [ 2000.00, 2000.00], [ -1.56917589E+0
-2.33683999E-06, -2.63575385E-10,
1.94307500E+03, 4.44265982E+00] )

)
)

species(name = "CH(S)",
atoms =" C:1 H:1 Ni:l",
thermo = (

NASA( [ 500.00, 2000.00], [ -2.52762352E+0
-2.49669461E-06, 1.36758705E-10,
9.56681068E+03, 7.44010148E+00]),

NASA( [ 2000.00, 2000.00], [ -2.52762352E+0
-2.49669461E-06, 1.36758705E-10,
9.56681068E+03, 7.44010148E+00])

)

, 1.71443903E-03,
1.13760370E-14,

)

, 1.71443903E-03,
1.13760370E-14,

)

0, 5.23524687E-03,
-1.40966550E-14,

0, 5.23524687E-03,
-1.40966550E-14,

1, 8.61612510E-03,
3.13819319E-13,

):
1, 8.61612510E-03,
3.13819319E-13,

)

0, 7.30948876E-03,
2.08877321E-13,

0, 7.30948876E-03,
2.08877321E-13,

0, 6.00297402E-03,
1.03915796E-13,

0, 6.00297402E-03,
1.03915796E-13,
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species(name = "HCO(S)",
atoms ="C:1 O:1 H:1 Ni:1",
thermo = (

NASA( [ 500.00, 2000.00], [ 1.42054865E+00
-3.25611216E-06, 6.60406470E-10,
-1.72299589E+04, -1.34060408E+00]

NASA( [ 2000.00, 2000.00], [ 1.42054865E+00
-3.25611216E-06, 6.60406470E-10,
-1.72299589E+04, -1.34060408E+00]

)

)

# Reaction data

# Reaction 1
surface_reaction("H2 + 2 NI(S) => 2 H(S)", stick(1.

# Reaction 2
surface_reaction("2 H(S) => H2 + 2 NI(S)", Arrheniu

# Reaction 3
surface_reaction("O2 + 2 NI(S) => 2 O(S)", stick(1.

# Reaction 4
surface_reaction("2 O(S) => 02 + 2 NI(S)" Arrheniu

# Reaction 5
surface_reaction("CH4 + NI(S) => CHA4(S)", stick(8.0

# Reaction 6
surface_reaction("CH4(S) => CH4 + NI(S)", Arrhenius

# Reaction 7
surface_reaction("H20 + NI(S) => H20(S)", stick(1.0

# Reaction 8
surface_reaction("H20(S) => H20 + NI(S)", Arrhenius

# Reaction 9
surface_reaction("CO2 + NI(S) => CO2(S)", stick(1.0

# Reaction 10
surface_reaction("CO2(S) => CO2 + NI(S)", Arrhenius

# Reaction 11
surface_reaction("CO + NI(S) => CO(S)", stick(5.000

# Reaction 12
surface_reaction("CO(S) => CO + NI(S)", Arrhenius(3
coverage =['CO

# Reaction 13
surface_reaction("H(S) + O(S) => NI(S) + OH(S)", Ar
97900))

# Reaction 14
surface_reaction("NI(S) + OH(S) => H(S) + O(S)", Ar
36100))

, 6.41898600E-03,
-1.25958802E-14,

)

, 6.41898600E-03,
-1.25958802E-14,
)

000E-002, 0.00, 0.0))
s(2.545E+019, 0.00, 81200))
000E-002, 0.00, 0.0))
S(4.283E+023, 0.00, 474900))
00E-003, 0.00, 0.0))
(8.705E+015, 0.00, 37500))
00E-001, 0.00, 0.0))
(3.732E+012, 0.00, 60800))
00E-005, 0.00, 0.0))
(6.447E+07, 0.00, 26000))
E-001, 0.00, 0.0))

563E+011, 0.00, 111300,
(S)', 0.0, 0.0, -50000]))

rhenius(5.000E+022, 0.00,

rhenius(1.781E+021, 0.00,
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# Reaction 15
surface_reaction("H(S) + OH(S) => NI(S) + H20(S)",
42700))

# Reaction 16
surface_reaction("NI(S) + H20(S) => H(S) + OH(S)",
91800))

# Reaction 17
surface_reaction("2 OH(S) => H20(S) + O(S)", Arrhen
100000))

# Reaction 18
surface_reaction("H20(S) + O(S) => 2 OH(S)", Arrhen
210900))

# Reaction 19
surface_reaction("C(S) + O(S) => NI(S) + CO(S)", Ar
148100))

# Reaction 20
surface_reaction("NI(S) + CO(S) => C(S) + O(S)", Ar
116100,

coverage =['CO

# Reaction 21
surface_reaction("CO(S) + O(S) => NI(S) + CO2(S)",
123600,

coverage =['CO

# Reaction 22
surface_reaction("NI(S) + CO2(S) => CO(S) + O(S)",
89300))

# Reaction 23
surface_reaction("NI(S) + HCO(S) => H(S) + CO(S)",
0.0,

coverage =['CO

# Reaction 24
surface_reaction("H(S) + CO(S) => NI(S) + HCO(S)",
132200))

# Reaction 25
surface_reaction("NI(S) + HCO(S) => CH(S) + O(S)",
95800))

# Reaction 26
surface_reaction("CH(S) + O(S) => NI(S) + HCO(S)",
110000))

# Reaction 27
surface_reaction("NI(S) + CH4(S) => H(S) + CH3(S)",
57700))

# Reaction 28
surface_reaction("H(S) + CH3(S) => NI(S) + CH4(S)",
61600))

Arrhenius(3.000E+020, 0.00,

Arrhenius(2.271E+021, 0.00,

ius(3.000E+021, 0.00,

ius(6.373E+023, 0.00,

rhenius(5.200E+023, 0.00,

rhenius(1.354E+022, -3.00,

(S),, 0.0, 0.0, -50000]))

Arrhenius(2.000E+019, 0.00,

(S)', 0.0, 0.0, -500001))

Arrhenius(4.653E+023, -1.00,

Arrhenius(3.700E+021, 0.00,

(S)', 0.0, 0.0, 50000]))

Arrhenius(4.019E+020, -1.00,

Arrhenius(3.700E+024, -3.00,

Arrhenius(4.604E+020, 0.00,

Arrhenius(3.700E+021, 0.00,

Arrhenius(6.034E+021, 0.00,
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# Reaction 29
surface_reaction("NI(S) + CH3(S) => H(S) + CH2(S)s"
100000))

# Reaction 30
surface_reaction("H(S) + CH2(S)s => NI(S) + CH3(S)"
55300))

# Reaction 31
surface_reaction("NI(S) + CH2(S)s => H(S) + CH(S)",
97100))

# Reaction 32
surface_reaction("H(S) + CH(S) => NI(S) + CH2(S)s",
79200))

# Reaction 33
surface_reaction("NI(S) + CH(S) => H(S) + C(S)", Ar
18800))

# Reaction 34

surface_reaction("H(S) + C(S) => NI(S) + CH(S)", Ar
161100))

# Reaction 35
surface_reaction("CH4(S) + O(S) => OH(S) + CH3(S)",
88300))

# Reaction 36
surface_reaction("OH(S) + CH3(S) => CH4(S) + O(S)",
30400))

# Reaction 37
surface_reaction("CH3(S) + O(S) => OH(S) + CH2(S)s"
130100))

# Reaction 38
surface_reaction("OH(S) + CH2(S)s => CH3(S) + O(S)"
23600))

# Reaction 39
surface_reaction("CH2(S)s + O(S) => OH(S) + CH(S)",
126800))

# Reaction 40
surface_reaction("OH(S) + CH(S) => CH2(S)s + O(S)",
47100))

# Reaction 41
surface_reaction("CH(S) + O(S) => OH(S) + C(S)", Ar
48100))

# Reaction 42
surface_reaction("OH(S) + C(S) => CH(S) + O(S)", Ar
128600))

, Arrhenius(3.700E+024, 0.00,

, Arrhenius(1.293E+023, 0.00,

Arrhenius(3.700E+024, 0.00,

Arrhenius(4.089E+024, 0.00,

rhenius(3.700E+021, 0.00,

rhenius(4.562E+022, 0.00,

Arrhenius(1.700E+024, 0.00,

Arrhenius(9.876E+022, 0.00,

, Arrhenius(3.700E+024, 0.00,

, Arrhenius(4.607E+021, 0.00,

Arrhenius(3.700E+024, 0.00,

Arrhenius(1.457E+023, 0.00,

rhenius(3.700E+021, 0.00,

rhenius(1.625E+021, 0.00,
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This appendix also presents some general rulesllonm when translating a mechanism file
from CHEMKIN to Canteraformat. More specific information can be foundéference [54].

As we can easily see in paragraph 8&ptily preliminary information needed by the file

in CHEMKIN format is represented by the definition of thefaws site density and the

declaration of the surface species involved inpifeeess, as follows:

SITE /NI_surface/ SDEN /2.66E-09/

NI(s) 1/
H20(s) ni
H(s) 1/
OH(s) v
CO(s) 1/
C(s) i
CH3(s) 1/
CH2(s) 1/
CH(s) 1/
CH4(s) 1/
o(s) ni
co2(s) ni
HCO(s) i

END

When translating t&€anteraformat, more information must be given, including:

- definition of all units:

units(length = "cm", time ="s", quantity = "mol", act_energy = "J/mol")

- definition of an ideal gas object, including eletsgnspecies, transport properties,
reactions, and other options (initial state is reglijust to provide an initial guess when
starting an iterative computation) taken from tB&I 3.0 mechanism, in order to
guarantee the occurrence of traditional homogenssartions and the correct use of the

thermodynamic data:

ideal_gas(name = "gas",
elements ="O HC N Ar",

species = """ gri30: H2 H O 02 OH H2 O CCH
CH2 CH2(S) CH3 CH 4 CO CO2
HCO N2 AR ™",

transport = 'Mix',

reactions = 'gri30: all',

options = ['skip_undeclared_elements',
'skip_undeclared_species'],
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initial_state = state(temperature = 900.0

)

, pressure = OneAtm)

- definition of an ideal interface, including elemgnsurface species, phases, reactions,

surface site density, and other options (this & itiformation actually taken from the

lines inCHEMKIN format reported above):

ideal_interface(name = "Ni_surf",
elements="NiHO C ",
species = """ NI(S) H(S) O(S)
H20(S) C(S) CH(S)
CH3(S) CHA4(S) CO(S)
HCO(S) "™,

OH(S)
CH2(S)s
Cco2(S)

phases = "gas",

site_density = 25.00E-09,
reactions = "all",

initial_state = state(temperature =

)

1073.0, pressure = OneAtm)

Thermodynamic data must be provided for every cheahspecies. When translating@antera
format, only the data of the surface species massgecified, since those of traditional species
for homogeneous chemistry are indirectly providgdalling theGRI 3.0mechanism. Here is a

surface-species declaration@tEMKIN format:

CO2(s)  (adjusty C 10 2NI'1 0 50 0.00 2000.00 2000.00 1

2.15782085E+00 8.85798101E-03-7.33295570E-06 3.014 55469E-09-4.83617407E-13 2
-5.17211366E+04-3.96778204E-01 2.15782085E+00 8.857 98101E-03-7.33295570E-06 3
3.01455469E-09-4.83617407E-13-5.17211366E+04-3.967 78204E-01 4

Its translated version becomes:

species(name = "CO2(S)",
atoms ="C:1 O0:2 Ni:1",

thermo = (

NASA( [ 500.00, 2000.00], [ 2.15782085E+00 , 8.85798101E-03,
-7.33295570E-06, 3.01455469E-09, -4.83617407E-13,
-5.17211366E+04, -3.96778204E-01] ),

NASA( [ 2000.00, 2000.00], [ 2.15782085E+00 , 8.85798101E-03,
-7.33295570E-06, 3.01455469E-09, -4.83617407E-13,

-5.17211366E+04, -3.96778204E-01] )
)
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As we can easily see, syntax is quite easy to gtalet as it always follows the same scheme. It
is important to note how the atoms are declaredyetime and how capital letters are always
needed in the name line only (for instance, nieki#llbe NI(S) in the name line and Ni:1 in the
atoms line). If we number all thermo dataGanteraformat from 1 to 18, they will appear in
CHEMKIN format by following the order 1, 11, 2/10, 12, 13, 15, 16, 17, 18, 3,4, 5,6, 7, 8, 9.
This is the reason why the sorting must be donefally.

When translating chemical reactions, uker can face three different types of reactions.

For general reactions like:

NI(s) + OH(s) => H(s) + O(s) 1.781E +021 0.00 36.1

the translated reaction can be both:

surface_reaction("NI(S) + OH(S) => H(S) + O(S)", Ar rhenius(1.781E+021, 0.00,
36100))

and:

surface_reaction("NI(S) + OH(S) => H(S) + O(S)", [1 .781E+021, 0.00, 36100])

The Arrhenius formulation will be respected in botises. Note how the unit for the activation
energy is different (the file ICTHEMKIN format needs it to be declared at the beginninthef
reaction data after the word “REACTIONS”). The setdype of reactions is represented by a

reaction where sticking coefficients are provided:

H2 + 2NI(s) => 2H(s) 1.0 00E-002 0.00 0.0
STICK

In this case, translation is quite easy again amies out to be:
surface_reaction("H2 + 2 NI(S) => 2 H(S)", stick(1. 000E-002, 0.00, 0.0))

Eventually, when coverage data are provided asvisli

CO(s) => CO + NI(s) 35 63E+011 0.00 111.3
COV  /CO(s) 0.0 00E+000 0.00 -50.0/

the translation will be:
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surface_reaction("CO(S) => CO + NI(S)", Arrhenius(3 .563E+011, 0.00, 111300,
coverage =['CO (S)', 0.0, 0.0, -50000]))

Unlike general reactions, in this case the wordh&nius” is always necessary.
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This appendix contains a list of tabldsali describe the tests performed to acquire & da
used to develop the second part of this study @urireg tubular SOFCs).

The details about dry-reforming testssirewn below:

TABLE XIV. DRY-REFORMING TESTS: GENERAL INFORMATION

Teen: 800°C
Fuel Molar Composition CH, 0.6
co, 0.4
Addition co, 1 | 15 | 2

I:l gas analysis required

TABLE XV. TEST 1, 2, 3. MATRIX DESIGN VARIABLE: MEHANE FLOW RATE

(Nml/min).
Fuel Utilization
Current (A) | 25% 30% | 35% | 40% | 45% | 50% | 55% | 60% | 65% | 70% | 75% | 80% | 85% | 90%
ocv - - - - - - - - - - - - - -
5 - - - - - - - - - - - - - -
7.5 53 44 - - - - - - - - - - - -
10 71 59 50 | 44 - - - - - - - - - -
12.5 88 74 63 55 49 44 - - - - - - - -
15 106 88 76 | 66 | 59 | 53 | 48 | 44 - - - - - -
17.5 124 103 88 | 77 | 69 | 62 | 56 | 51 | 48 | 44 - - - -
20 141 118 101 | 8 | 78 | 71 | 64 | 59 | 54 | 50 | 47 | 44 - -
225 159 132 113 | 99 | 8 | 79 | 72 | 66 | 61 | 57 | 53 | 50 | 47 | 44
25 177 147 126 {110 | 98 | 8 | 80 | 74 | 68 | 63 | 59 | 55 | 52 | 49
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TABLE XVI. TEST 4, 5, 6. MATRIX DESIGN VARIABLE: FUEL UTILIZATION FACTOR.

Methane Flow (Nml/min)

Current (A) 50 60 70 80 90 | 100 | 110 | 120 | 130 | 140 | 150 | 160
ocv 0.0% 0.0% 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0%
2.5 17% 17% 16% | 15% | 15% | 14% | 13% | 13% | 12% | 12% | 12% | 11%

5 26% 25% 24% | 23% | 22% | 21% | 20% | 19% | 19% | 18% | 17% | 17%
7.5 35% 33% 32% | 30% | 29% | 28% | 27% | 26% | 25% | 24% | 23% | 22%
10 44% 42% 40% | 38% | 36% | 35% | 34% | 32% | 31% | 30% | 29% | 28%

12.5 52% 50% 48% | 45% | 44% | 42% | 40% | 39% | 37% | 36% | 35% | 34%
15 61% 58% 55% | 53% | 51% | 49% | 47% | 45% | 44% | 42% | 41% | 39%
17.5 70% 66% 63% | 61% | 58% | 56% | 54% | 52% | 50% | 48% | 46% | 45%
20 78% 75% 71% | 68% | 65% | 63% | 60% | 58% | 56% | 54% | 52% | 51%
22.5 87% 83% 79% | 76% | 73% | 70% | 67% | 65% | 62% | 60% | 58% | 56%
25 96% 91% 87% | 83% | 80% | 77% | 74% | 71% | 69% | 66% | 64% | 62%
27.5 105% 100% 95% | 91% | 87% | 84% | 80% | 77% | 75% | 72% | 70% | 67%
30 - - - 99% | 94% | 91% | 87% | 84% | 81% | 78% | 76% | 73%
32.5 - - - - - 98% | 94% | 90% | 87% | 84% | 81% | 79%
35 - - - - - - - 97% | 93% | 90% | 87% | 84%
37.5 - - - - - - - - 100% | 96% | 93% | 90%
40 - - - - - - - - - - 99% | 96%
42.5 - - - - - - - - - - - -

The following tables contain the details aboutgteam-reforming tests:

TABLE XVII. STEAM-REFORMING TESTS: GENERAL INFORMATON.

Toven: 800°C
Fuel Molar Composition CH, 0.6
co, 0.4
Addition H,0 0.3 (Toubbler = 72°C)

I:I gas analysis required
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(Nml/min).
Fuel Utilization

Current (A) | 20% 25% 30% | 35% | 40% | 45% | 50% |55% | 60%
ocv - - - - - - - - -
2.5 - - - - - - - - -
5 - - - - - - - - -
7.5 - - - - - - - - -
10 87.1 - - - - - - - -
12.5 1089 | 87.1 - - - - - - -
15 130.7 | 1045 | 87.1 - - - - - -
17.5 152.5 | 122.0 |101.6| 87.1 - - - - -
20 174.2 | 1394 |116.2| 99.6 | 87.1 - - - -
22.5 196.0 | 156.8 | 130.7 ({112.0| 98.0 | 87.1 - - -
25 217.8 | 174.2 |145.2|124.4|108.9| 96.8 | 87.1 - -
27.5 239.6 | 191.7 |159.7|136.9|119.8|106.5| 95.8 |87.1| -

30 261.3 | 209.1 (174.2|149.3|130.7 |116.2 |104.5|95.0|87.1

TABLE XIX. TEST 2. MATRIX DESIGN VARIABLE: FUEL UTILIZATION FACTOR

Methane Flow (Nml/min)

Current (A) 100 150 200 | 250 | 300 | 350 | 400 | 450 500

OoCv 0.0% 0.0% 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0% | 0.0%
2.5 4.4% 2.9% 22% | 1.7% | 1.5% | 1.2% | 1.1% | 1.0% | 0.9%
5 8.7% 5.8% 4.4% | 3.5% | 29% | 2.5% | 2.2% | 1.9% | 1.7%
7.5 13.1% 8.7% 6.5% | 52% | 44% | 3.7% | 3.3% | 2.9% | 2.6%
10 17.4% 11.6% 87% | 7.0% | 5.8% | 5.0% | 4.4% | 3.9% | 3.5%
12.5 21.8% 14.5% 10.9% | 8.7% | 7.3% | 6.2% | 5.4% | 4.8% | 4.4%
15 26.1% 17.4% 13.1% | 10.5% | 8.7% | 7.5% | 6.5% | 5.8% | 5.2%
17.5 30.5% 20.3% 15.2% | 12.2%|10.2% | 8.7% | 7.6% | 6.8% | 6.1%
20 34.8% 23.2% 17.4%113.9% | 11.6% | 10.0% | 8.7% | 7.7% | 7.0%
22.5 39.2% 26.1% 19.6% | 15.7% | 13.1% | 11.2% | 9.8% | 8.7% | 7.8%
25 43.6% 29.0% 21.8% | 17.4% | 14.5% | 12.4% | 10.9% | 9.7% | 8.7%
27.5 47.9% 31.9% 24.0% | 19.2% | 16.0% | 13.7% | 12.0% | 10.6% | 9.6%
30 52.3% 34.8% 26.1% | 20.9% | 17.4% | 14.9% | 13.1% | 11.6% | 10.5%
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Appendix B (continued)

TABLE XX. TEST 3, 4, 5. MATRIX DESIGN VARIABLES: SEAM-TO-BIOGAS RATIO

AND CELL TEMPERATURE (T,

Methane Flow: 100 Nmi/min

0,3 (ref.)| 0.40 | 0.50 | 0.60

Current (A) 72.0 76.0 | 79.0 | 81.5
ocv 0.0% 0.0% | 0.0% | 0.0%
2.5 4.4% 4.4% | 4.4% | 4.4%
5 8.7% 87% | 8.7% | 8.7%
7.5 13.1% |13.1%|13.1% | 13.1%
10 17.4% |17.4% | 17.4% | 17.4%
125 21.8% [21.8% |21.8% |21.8%
15 26.1% |[26.1% | 26.1% | 26.1%
17.5 30.5% |30.5% |30.5% | 30.5%
20 34.8% |34.8% |34.8% | 34.8%
22,5 39.2% [39.2% | 39.2% | 39.2%
25 43.6% |43.6% | 43.6% | 43.6%
27.5 47.9% |47.9% | 47.9% | 47.9%
30 52.3% [52.3%|52.3%|52.3%

=800, 750, 700°C).

ell

Steam Addition (mol-H,0 / mol-biogas)
Thuhbler (oc)
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