
 
 
 

Identification of Motor Impairments Using Movement Distributions 
 

 

 

 

 

 

 

 

 

 

BY 

 

JOSEPH LANCASTER 

B.A., Washington University in St. Louis, 2009 

 

 

 

 

 

 

 

 

 

THESIS 

 

Submitted as partial fulfillment of the requirements 

for the degree of Master of Science in Bioengineering 

in the Graduate College of the 

University of Illinois at Chicago, 2015 

 

 

Chicago, Illinois 

 

 

 

 

 

Defense Committee: 

 

  James Patton, Chair and Advisor 

  Max Berniker, Mechanical and Industrial Engineering 

  Felix C. Huang, Rehabilitation Institute of Chicago 

 
  



ii 

 

This thesis is dedicated to Beth, my wife and best friend who, despite the stress of working her way through a demanding 

residency in a different state, still managed to find the strength to support me in my efforts. Without her, none of this would 

have been possible. I love you, Beth. For keeps.  

  



iii 

 

ACKNOWLEDGMENTS 

I would like to thank my advisor, Dr. Jim Patton, and Dr. Felix C. Huang for years of patient guidance and generous 

assistance in helping me grow as a scientist, a professional, and a person. Their unwavering support and faith in me helped keep 

me going through the ups and downs of research, and for that I am grateful. I would also like to thank Dr. Max Berniker for his 

insight and suggestions for my work, as well as for serving as a member of my thesis committee.  

In addition, I would like to thank all the members of the Robotics Lab at the Rehabilitation Institute of Chicago for their 

advice, assistance, and support; their willingness to share their ideas and lend me their time; and their welcoming attitude, which 

made the lab a fun and joyful place in which to work. Especial thanks are due, in no particular order, to Zachary Wright, who 

collected the healthy control subject data used in this study; Moria Fisher, whose knowledge and experience with grants, papers 

and conference presentations proved invaluable during my time as a student; Emily Lazzaro, whose insight into the practices 

and thoughts of physical therapists drove much of this work; Alejandro Melendez-Calderon, who taught me much of what I 

know about dynamic simulation of the human arm and lent me his Simulink models to build upon; and both Yazan Abdel Majeed 

and Justin Horowitz, who regularly offered their services as sounding boards for new ideas and consultants for problems that I 

struggled with.  

Finally, I would like to offer my thanks to the tireless office staff of both the Rehabilitation Institute of Chicago and the 

Bioengineering department at the University of Illinois at Chicago. Their dedication and generosity with their time was vital in 

navigating the rules and documentation necessary for the submission of grants and papers, as well as attendance at conferences.   

  



iv 

 

TABLE OF CONTENTS 

I. Introduction .................................................................................................................................................................... 1 

II. Methods ..................................................................................................................................................................... 4 

A. Simulations ................................................................................................................................................................ 4 

1) Rigidity ................................................................................................................................................................. 4 

2) Spasticity ............................................................................................................................................................... 5 

3) Weakness .............................................................................................................................................................. 6 

B. Movement Distributions ............................................................................................................................................ 7 

C. Parameter Estimation using Non-Negative Least Squares .......................................................................................... 7 

D. Library Generation .................................................................................................................................................... 7 

E. Parameter Estimation Testing .................................................................................................................................... 9 

F. Statistics .................................................................................................................................................................... 9 

III. Results ..................................................................................................................................................................... 10 

IV. Discussion ............................................................................................................................................................... 13 

 

 

  



v 

 

LIST OF FIGURES 

 

Figure Page 
1. Free Exploration Data Converted to Distributions 

2. System Identification Using Least Squares 

3. Impairment Model Examples 

4. Error Plots for Two-Dimensional Example 

5. Boxplot of Pathoparameter Estimation Error 

6. Difference of Distributions from Healthy 

2 

3 

5 

9 

10 

12 

  



vi 

 

SUMMARY 
 

A study was performed in order to determine the feasibility of identifying and quantifying motor impairment models 

using movement distribution data. A series of simulations of human free-exploration were systematically altered by idealized 

computational models of three types of motor impairments, resulting in distorted distributions in position, velocity, 

acceleration, angle, angular velocity, and angular acceleration space. We attempted to use these distributions to recover the 

impairment model parameters, called pathoparameters, which were used to generate them. Several different lookup-tables, 

each with a different configuration in parameter space, were generated against which to compare “unknown” test 

distributions. A non-negative least squares algorithm was employed to attempt to match test distributions to a combination of 

library distributions, allowing the estimation of the underlying pathoparameters.  

It was discovered that, because the distributions for the library and test sets were generated using different base data, that 

there was a parameter estimation error when attempting to identify the true parameter values of a “healthy” distribution. The 

libraries based on a Sobol pseudo-random distribution had the lowest average error of all the library types. By comparing 

distributions representing a variety of types and levels of impairment, patterns of similarity were identified for future study.  

It was discovered that motor impairments interact in complex, non-linear ways and, as a result, the behavior of 

combinations of impairments cannot be described in terms of the behavior of individual impairments. Information is needed 

about the entire space of possible impairment combinations in order to correctly identify the underlying pathoparameters. 

Even with a relatively sparse library, though, errors were comparable to the error in identification for the healthy distribution, 

suggesting that most of the confusion results from variability in the data used to drive the simulations. Comparison of 

impairment distributions revealed that direction of motion, i.e. extension vs. flexion, has the strongest impact on distribut ion 

shape, followed by joint and impairment type, respectively.   
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I. INTRODUCTION 

It is often difficult to figure out what is wrong with patients’ movement after a stroke. Motor impairments tend to be highly 

nonlinear and time-varying. Furthermore, clinicians tend to not all agree when they attempt to describe a pathology(Terence D 

Sanger et al. 2010; Terence D Sanger et al. 2006; T. D. Sanger et al. 2003; Ivanhoe and Reistetter 2004)s. One critical problem 

is understanding the behavioral tendencies and limitations of an individual with multiple simultaneous impairments. It is possible 

that this understanding can only come from a holistic analysis of multidimensional data that treats impairments as distinct, 

separable entities. 

Assessments of motor impairment typically use an ordinal scale to describe a patient’s general level of function rather than 

making precise, quantitative measurements of motor behaviors (Cramer, Koroshetz, and Finklestein 2007; Tsuji et al. 2000). 

And while there have been some calls for more quantitative assessments, clinicians continue to use these established, coarse, 

qualitative tools(Reuben et al. 2013). The lack of resolution in these assessments places a limit on the ability of clinicians to 

target therapy, and for researchers to adequately test new therapies, since these experiments typically operate with a small group 

of subjects over a limited timeframe (David J Gladstone, Danells, and Black 2002; D. J. Gladstone, Black, and Hakim 2002; 

Prange et al. 2006; Scott and Dukelow 2011). Robotic therapy, in particular, has shown some preliminary successes but the 

researchers studying it have had a difficult time standardizing and controlling their experiments, in part due to the nature of 

current assessments(Kwakkel, Kollen, and Krebs 2008).  

Robotic interfaces also have the unique capacity for precision measurement and application of probing forces, including 

measurements and forces that would be impossible for a human therapist to produce (Figure 1). For this reason, they have been 

a popular tool among researchers seeking to better understand human motor control and learning (Reinkensmeyer, Emken, and 

Cramer 2004). But while researchers have observed changes in a subject’s performances on various motor tasks with robotic 

interfaces, these have not translated into changes in performance scores assigned by the assessments used by clinicians(V. S. 

Huang and Krakauer 2009; Wolbrecht et al. 2008). Attempts have been made to use metrics only obtainable through robotic 

interfaces such as initial movement direction error and hand path length as proxies for impairment severity, but these have thus 

far only correlated weakly with the best existing clinical scales(Mostafavi et al. 2013; Scott and Dukelow 2011).  

Because of this, we propose an intermediate step between the coarse, ordinal assessments given by clinicians and the abstract 

robotic measures that have been studied as potential correlates of those assessments. We believe that dynamic simulations of 

impaired movement using computational models of motor impairment may better correlate with existing clinical measures while 

providing insight into the nature of the impairments described in the clinical literature. The utilization of idealized models in 

order to investigate the specific properties of motor impairments is also advantageous in that it allows us to have complete control 
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over the behavior of the system. While a patient will present with an unknown variety of impairments of varying etiologies and 

severities, we are able to define the exact impairment model parameters, or pathoparameters, that we apply to the simulation. 

Because of this, we are able to test the feasibility of recovering or identifying these pathoparameters in a way that we would not 

be able to do with a human subject.  

Predictive models of human movements have been well-studied for healthy individuals(Flash and Hogan 1985; Lackner and 

Dizio 2009). There are also some attempts at modeling pathologies such as spasticity(Le Cavorzin et al. 2001) and tremor(Sarbaz 

et al. 2011), but these are less common and often contentious(T. D. Sanger et al. 2003; Terence D Sanger et al. 2006). We have 

therefore chosen to construct new computational models designed to resemble some common motor signs associated with 

neurological impairments. By applying these computational models to a dynamic simulation of a two-joint arm performing free 

exploration, we hope to create a test-bed with which we can perform system identification on the simulation (Figure 2). In this 

way, we can test the feasibility of quantifying specific motor impairments using only subject behavior. 

Because motor impairments might affect different kinds of movement differently, and because we are starting from a position 

of naïveté with respect to their characteristics, we have chosen to use a “free exploration” task to characterize the behavior 

associated with each of these impairments. Huang and Patton have showed that this task can be used to produce distributions 

that characterize individuals patients’ movement patterns(F. C. Huang and Patton 2013). As such, it should be appropriate for 

characterizing the movement patterns associated with different motor impairments.  

In this study we restrict our focus to three possible types of motor impairment models applied to a simulation of a human 

arm performing free exploration. Specifically, we ask if movement distributions can provide sufficient information to allow 

 
Figure 1. Free Exploration Data Converted to Distributions. Subjects performed a free exploration task 

while gripping a robotic interface. The resultant movements were captured electronically and 

represented as a distribution. 
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recovery of the pathoparameters by using a non-negative least squares algorithm(Chen and Plemmons 2009; D. O. Q. Lee 2012) 

to select a combination of impairment models from a lookup table. We hypothesize that it will be possible to approximate 

impairment models that do not exist in the lookup table using a combination of lookup table elements in a way that allows us to 

identify the underlying pathoparameters. This would be consistent with the well-known theory that human movement behaviors 

are built from a finite set of low-level “muscle synergies” that are scaled and shifted in time and magnitude to produce 

movements(d’Avella, Saltiel, and Bizzi 2003; Latash 2010). 

If this is true, then the combination of models selected by the non-negative least squares algorithm should reflect the 

pathoparameters of the model being identified. For instance, a model comprised of spasticity and rigidity would be approximated 

by a combination of models from the lookup table containing spasticity and containing rigidity. If this is not the case, then a 

lookup-table approach will need to include models that span the space of possible impairment combinations of pathoparameters. 

By performing a series of repeated tests, we determine whether accurate pathoparameter recovery is possible with a variety of 

library structures. We also gain new knowledge about the behavior of models “corrupted” by these impairments and about the 

feasibility of extracting parameters from movement distributions. 

 
 

Figure 2. System Identification Using Least Squares. Healthy free-exploration data (lower left) is run through inverse kinematics to generate a feed-

forward torque profile for the simulation. This torque profile is modified by the three types of impairment models (center bottom), weakness, rigidity 

and spasticity, before being applied to the simulated arm. This simulation results in a movement distribution (lower right), which is then compared to a 

library of distributions (upper right), the pathoparameters of which are known. A non-negative least squares algorithm assigns coefficients to each 

distribution, which we then apply to each corresponding pathoparameter set, summing the result (center). The result is a best-fit distribution (top center) 

and an estimated pathoparameter set (upper left), which is then compared to the actual pathoparameter set that was applied to the simulation. 
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II. METHODS 

A. Simulations 

All simulations were performed using a modified version of the arm model described by Shadmehr and Mussa-Ivaldi in 

1994(Shadmehr and Mussa-Ivaldi 1994). The arm was represented as a two-joint rigid linkage in a two-dimensional plane 

unaffected by gravity. The controller was a feed-forward desired torque profile modified by position and velocity feedback 

(proportional-derivative control). The model was constructed in Simulink and the control and analysis code was written in 

MATLAB. 

The simulated arm was given the task of replicating free exploration movements produced by healthy control subjects. 

Healthy distributions were found to be similar to one another (mean R2 = 0.81, 0.8, 0.9 for position, velocity and acceleration 

respectively), making them acceptable for use as the feed-forward driving signal for the simulation. The number of control 

subjects used in each simulation is addressed in the methods subsection dedicated to a description of library generation. These 

simulations result in a dense position trace that we separate into bins in a discrete distribution, or histogram, as seen on the right-

hand side of Figure 1. 

Movements were influenced by a combination of up to three idealized models of impairment (Figure 2, center bottom). 

Each of these models was based on a motor sign described in the clinical literature (Figure 3), although we make no claims as 

to the fidelity with which they replicate their namesakes. The goal was not to develop the best possible model to represent a 

set of motor signs but rather to develop a set of models that altered movement patterns in complex, nonlinear ways as motor 

impairments likely do in reality. All models had separate pathoparameters controlling the impairment at each joint, allowing 

a model to have, for instance, shoulder rigidity without elbow rigidity and vice versa. Rigidity was considered to be bi-

directional, but the other two impairment models also distinguished between flexor and extensor impairments, resulting in 

four pathoparameters for each of them.  

 

1) Rigidity 

The first impairment we developed was a resisting torque, designed as a sigmoidal function of angular velocity about 

each joint. The parameters for this model were the maximal magnitudes of resisting torque at each joint. The equation for the 

sigmoid is as follows: 

𝜏𝑅 = −R (
1 − e−q̇

1 + e−q̇
) 
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where τR is the torque produced by the resistance model about a joint, R is the maximal magnitude of the resistance, and �̇� is 

the angular velocity. There are thus two parameters governing this model, each of which represents the magnitude of 

resistance about a joint. This model is similar to clinical reports of rigidity, which describe it as either a steady or a ratcheting 

resistance to movement that is present irrespective of velocity(Terence D Sanger et al. 2010). Although it is typically viewed 

as a passive phenomenon, present only when the arm is manipulated by outside forces, it is possible that patients have simply 

learned the rigidity induced by their disease and compensate for it. Regardless, it serves as a useful test case of a nonlinear 

impairment. 

 

2) Spasticity 

For our second impairment, we developed a model based on clinical findings in patients with spasticity. This impairment 

model is a time-limited, “spasm” of torque triggered once angular velocity crosses a threshold value: 

 

Figure 3. Impairment Model Examples. The first row displays the underlying motor impairment models responsible for the subsequent data. The second 

row displays position traces produced by simulations of movement with each of the above impairments. The third row displays distributions generated 

from the position traces in the second row. 
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𝜏𝑠 = {

−𝑆+𝐺(𝑡), �̇� > 𝑞+̇

 0, 𝑞−̇ < �̇� < 𝑞+̇

𝑆−𝐺(𝑡), �̇� < 𝑞−̇

 

𝑋(𝑡) = 𝐶𝑚𝑒−𝑡𝐶𝑡
2 √𝑡𝐶𝑡 + 10−3

 

where τs is the spasm torque, S is the maximal magnitude of the spasm, �̇� is the angular velocity of the joint, 𝑞−̇ is the negative 

angular velocity trigger, 𝑞+̇ is the positive angular velocity trigger, “t” is time from start of the spasm and T is the duration 

of the spasm, chosen to be 2 seconds based on anecdotal clinician testimony. X(t) is a 3 degree of freedom Chi-Squared 

function, chosen because of its quick rise and slow die-off, which we believe captures the catch-and-release phenomenon 

described by clinicians when detecting spasticity(Braddom 2006; Francisco and McGuire 2008; Schmit et al. 1999). Ct and 

Cs are scaling constants derived from the Chi-Squared function; see Appendix for derivation. There were four parameters for 

this model; these represented the trigger velocity at each joint for clockwise and counterclockwise motions.  

This spasm model is similar to clinical reports of spasticity or, “a motor disorder characterized by a velocity-dependent 

increase in tonic stretch reflexes (muscle tone) with exaggerated tendon jerks, resulting from hyper excitability of the stretch 

reflex”(Lance 1980). As with rigidity, we do not intend this model to be strictly accurate. Rather, it is a simplified stand-in 

for a more complex spasticity model such as might be used in the future.  

3) Weakness 

For our third impairment model, we developed a mathematical analogue for weakness. This model does not distinguish 

between neurological and physiological causes of weakness(Bohannon and Andrews 1998; Bourbonnais and Vanden Noven 

1989). Rather, it acts at the level of torque output, attenuating the “desired” torque according to a piecewise sigmoidal 

function: 

𝜏𝑎𝑐𝑡𝑢𝑎𝑙 = 𝑊 (
1 − 𝑒𝐶𝜏𝑑𝑒𝑠𝑖𝑟𝑒𝑑

1 + 𝑒𝐶𝜏𝑑𝑒𝑠𝑖𝑟𝑒𝑑
) 

𝐶 =  −
2

𝑊
 

where τactual is the torque produced about the joints, τdesired is the desired torque and W is the saturation torque. This makes 

four parameters for this model: a maximum and a minimum torque about each joint. The value “C” has been chosen such 

that the maximum slope has been set to 1 at zero, thus making the function continuous (Appendix). This means that the 

simulation will be capable of accurately producing the desired torque at low values, but as the desired torque approaches 

saturation, the actual torque output will increasingly deviate from the desired. As mentioned before, this could either represent 
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a scenario in which the brain was unable to generate sufficient descending signal to the muscles or in which the muscles were 

themselves atrophied as a result of disuse. Either way, this represents a theoretically possible, nonlinear impairment in the 

torque domain.  

B. Movement Distributions 

We chose to use only the position data from the simulation rather than accept derivatives such as velocity and acceleration as 

outputs in our analysis because we felt this would best represent the kind of data we would receive from an actual robotic 

interface. We differentiated this position data to obtain velocity and acceleration. We also converted to angles using the 

manipulator Jacobian and then differentiated in order to obtain the first and second derivatives of angle. From this data, we 

generated six discrete two-dimensional movement distributions, or histograms: one set of position, velocity and acceleration 

each for Cartesian and angular space. Counts per bin were normalized to the total number of data points. Pathoparameter recovery 

was found to be similar across all six spaces, but best with angular acceleration (data not shown), so we chose to focus on angular 

acceleration as our distribution of choice. All data presented are acquired using angular acceleration distributions.  

C. Parameter Estimation using Non-Negative Least Squares 

In order to extract the model parameters from the endpoint position data, we used a non-negative least squares algorithm 

native to MATLAB. This optimization algorithm attempts to match an input vector by selecting from among the columns in a 

matrix. A vector of coefficients is generated that minimizes the residual between the input vector and the product of the 

coefficient vector with the matrix. The end result is a vector that weights a series of candidate vectors in such a way as to best 

match the input vector. In our case, the vector to be matched is a vectorized movement histogram, i.e. converted from an NxN 

histogram into a 1xN2 vector. 

D. Library Generation 

In order to test our hypothesis that models containing multiple motor impairments could be approximated by combinations 

of models containing individual impairments, we constructed a “library” of histograms generated by a variety of models of 

impairment. These histograms were vectorized to form the matrix that the non-negative least squares algorithm assigned 

coefficients to. These histograms, hereafter referred to as “library elements,” were initially generated for single-impairment 

models only, i.e. models containing only weakness, only rigidity, or only spasticity. For comparison purposes, some pairwise 

combination models were later included as well. Initial observations of how impairment histograms deviated from healthy 

revealed an apparent exponential increase in the residuals as the impairment parameters approached 1 or 100%. We confirmed 

these observations by attempting recovery of a set of single-parameter models using a library that was linearly spaced and one 
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that was logarithmically spaced (data not shown). Because of this, we chose to space models equidistantly in log space according 

to the formula: 

𝑃𝑙𝑜𝑔 = 1 − log (9(1 − 𝑃𝑙𝑖𝑛) + 1) 

where Plog is the parameter in log space and Plin is the parameter in linear space. This produces a series of values with log spacing 

while preserving the normalized 0 to 1 scale. For example, the first three elements in a series of ten “equally spaced” impairment 

models would be 22.9%, 41%, and 55.4% impaired.  

For purposes of testing and illustration, we first constructed a library using only the two parameters related to shoulder 

extensor weakness and elbow rigidity. This impairment library contains 21 elements: ten for each of the two impairment 

parameters and one representing a “healthy” model. A visual representation of the pathoparameter estimation errors for our two-

dimensional libraries can be seen in Figure 4. Because initial results had significant errors, we then tried two enhancements to 

the library: a model that contained 50% of each of the two impairments and a model that contained 100% of each of the two 

impairments. The goal was to maximize coverage of the impairment space by the library.  

The main impairment library contains 101 elements: ten for each of the ten impairment parameters and one healthy. Because 

of the high dimensionality of this library, it became computationally infeasible to simulate all possible combinations of 50% 

impairments and 100% impairments as we did in the two-dimensional case. Instead, we included all pairwise combinations of 

50% impairment and one model that was maximally impaired in all parameters. The reasoning behind this, as well as the 

conclusions we drew, are addressed in the discussion section. 

Lastly, in order to test a more widely-distributed library, we also generated a 50-element Sobol set for both the two-

dimensional case and the ten-dimensional case. A Sobol set is a quasi-random distribution of vectors of length N that covers the 

N-dimensional space more evenly than a random distribution does(Bratley and Fox 1988; Sobol’ 1979). An example of this as 

applied to the two-dimensional case can be seen in the test models (red stars) displayed in Figure 4. 

All libraries were constructed using simulations of four out of the five available healthy subjects’ free exploration data. The 

movement histograms were therefore an average of the movement behaviors of all four healthy subjects. The test sets, which 

will be described in the next section, were constructed using the final subject only. The purpose behind this was to create a 

“training set” and a “test set,” ensuring that the effects of the impairments on the histograms are detectable against between-

subject variation. 
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E. Parameter Estimation Testing 

In order to quantify the success in estimating a parameter set, we have chosen to use the Euclidean distance between the 

actual parameter vector and the estimated one, or the square root of the sum of the squares of the difference between the two 

vectors. We normalize this to the maximum possible distance between the two, which is the diagonal of an N-dimensional 

hypercube, where N is the number of active impairment parameters. 

For the 2D case, we generated a 50 element test set in order to test the ability of the non-negative least squares algorithm to 

identify impairment parameters using each of the above libraries. For the ten-dimensional case we generated a 100 element test 

set due to concerns over the increase in dimensionality. These sets were both based on the Sobol Sequence, as described above. 

We also tested all libraries on the healthy distribution produced by the single subject used to generate all test data, to ensure that 

the variability between healthy controls was not large enough to overpower any differences we might see between distributions 

as a result of impairment models.  

F. Statistics 

Normality of the data was tested using the Anderson-Darling test. When data was non-normal, the correct distribution was 

estimated using the Kruskow-Wallis test. Significance of change in error between library types was tested using a one-way 

ANOVA, both without transformation and with the transformation recommended by the Kruskow-Wallis test. Because all 

libraries were used to identify the same set of test models, we also performed a series of paired t-tests with Bonferonni correction 

to test differences. 

Chance levels of error were determined by replacing the non-negative least squares algorithm with a random number 

generator. This produced a vector of random values between zero and one for each test vector of pathoparameters. The difference 

between these two was considered to be the chance error. 

 
 

Figure 4. Error Plots for Two-Dimensional Example. Green stars represent library elements, red arrows represent error in pathoparameter space pointing 

from the true pathoparameter value to the estimated. Boxplots to the right of each error plot show the mean and quartiles of error normalized to 

maximum possible error (√2). 
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III. RESULTS 

When attempting to identify the distributions produced by the healthy control “test” subject, we found pathoparameter errors 

for most library types. For the two-dimensional case, we found an error of 17.13% with the axial library and 18.54% with the 

Sobol distributed library. For the ten-dimensional case, we found an error of 7.95% with the axial library and 27.37% with the 

51-element Sobol distributed library.  

For the two-dimensional test problem, we found that there was a significant improvement from the basic axial library to all 

the other libraries and that there was borderline significance between the two enhanced axial libraries and the Sobol set library. 

See subsection F of the Methods section for details on the statistics used. The data for the two-dimensional case was found to be 

partially log-normal, so all statistics were run on both the raw data set and on the data after a log transform. Using ANOVA, 

there was no significant difference between groups with the log transform (p = 0.26). A multiple comparisons test on the groups 

without the transform revealed a significant difference between the axial and Sobol set libraries (P = 0.0496). Paired t-tests 

revealed a significant difference between the axial and all other conditions and between the axial+mid and all others, but not for 

any other model pairings and produced the same results both before and after the log transform. All four library structures 

 
 

Figure 5. Boxplot of Pathoparameter Estimation Error. Red lines correspond to the mean, blue boxes encompass the interquartile range, the dashed 

wings extend to 1.5*IQR, and the red crosses represent values beyond the wings, which are considered outliers. A) Error when identifying two-

impairment models from a two-impairment library. B) Error when identifying models containing up to ten impairments from a library of ten 

impairments. 
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performed better than chance, which was determined to be 37%. See subsection F of the Methods section for details on how this 

was determined. We found an average parameter estimation error of 26.8% across unknown models when performing 

identification using an axial library, 23.9% using an axial library plus a halfway impaired model, and 21.9% using an axial library 

with both a halfway and a fully impaired model. The error using a Sobol set as a library averaged 20.4%.  

In the ten-dimensional case, we found that there was no significant difference between the two axial library types and the 11-

element Sobol set. Both of the axial libraries performed significantly worse than the other four Sobol set libraries. No significance 

was found between any adjacent Sobol set libraries, i.e. those with 10 more or fewer elements than one another. Paired t-tests 

found significant differences between all pairs of libraries except for between the 11-element Sobol set library and the two axial 

libraries. Both axial library layouts performed at levels worse than chance (40%). Performance was only improved beyond chance 

when a Sobol distributed library was used. We found an average parameter estimation error of 35.3% (normalized Cartesian 

distance) when identifying models in a Sobol set using an axial library, and 34.3% for an axial library plus a model with maximal 

levels of all ten impairments. For Sobol set libraries containing 11, 21, 31, 41, and 51 models, the average errors were 32.6%, 

30.3%, 28.7%, 27.5%, and 26.8%, respectively. See Figure 5.  

We also tested the similarity between distributions of impaired movements as an analogy to the cost surface (Figure 6). For 

the ten-dimensional case, R2 between distributions rarely exceeded 0.8, indicating a high likelihood that there is a unique mapping 

from distributions to pathoparameter sets. Figure 6B also reveals some systematic patterns of similarity between distributions 

representative of different types of impairment. The first pattern is a series of dark regions associated with the main diagonal in 

columns associated with impairments in extensors. Another pattern of similarity can be seen in the columns corresponding to 

flexor impairments, where diagonal lines appear almost parallel to the main axis. There is a similar diagonal line in boxes that 

compare flexor impairment with shoulder rigidity. Finally, there are some dark lines that appear to have a slope opposite the 

main diagonal in boxes corresponding to comparisons between elbow flexor spasticity and elbow rigidity and between elbow 

flexor spasticity and shoulder extensor spasticity. See the discussion for an interpretation of these patterns.  
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A 

 
B 

 
Figure 6. Difference of Distributions from Healthy. A) A plot of Euclidean distance (square root of the sum of the squares) between a healthy 

distribution and a set of impaired distributions as a function of degree of impairment in shoulder extensor weakness and elbow rigidity. The two-

dimensional model allows a view of the full “cost surface” between axes. B) A plot of the 10-D case, showing the R2 (coefficient of determination) 

between distributions for various values of all ten pathoparameters. High R2 indicates a high degree of similarity between distributions. 
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IV. DISCUSSION 

This study used a synthetic model of human free exploration and an impairment modeling framework to investigate the 

feasibility of using distributions of movement probabilities to identify the sources of motor pathology. We found that there is a 

smooth and continuous relationship in the mapping between the parameters governing idealized pathologies (pathoparameters) 

and the distributions that they give rise to. We found that increased care is warranted when mixed sets of pathologies are present 

in a single model in order to avoid confusion between similar distributions. This technique, although imperfect, gives new hope 

for the use of movement probability distributions as a new tool for understanding the functional behavior of motor deficits and 

their interactions with one another and with the task environment. 

Despite being generated from a healthy subject, the “control” distribution was misdiagnosed by the axial and the Sobol 

distributed libraries for both the two-dimensional and the ten-dimensional case. This indicates that the variability between healthy 

free-exploration controls is large enough to be of concern when attempting to identify the pathoparameters responsible for each 

generated distribution. It is worth keeping the size of the error identifying healthy distributions into account when considering 

the errors obtained when trying to identify impaired distributions as a point of reference. If the errors are comparable, then it is 

not possible to determine whether they are attributable to our system identification methods or to the inherent variability between 

subjects, which means that they should not be taken as an indictment of our lookup-table approach. 

In both the two-dimensional and the ten-dimensional case, the simple axial library performed significantly worse than the 

Sobol distributed library at identifying the underlying pathoparameters responsible for the observed distributions. This appears 

to be a strong refutation of the hypothesis that motor impairments can be combined in a linear manner. It is a common belief in 

the field of human motor control research that movements are controlled via a group of low-level muscle synergies that are 

shifted and scaled in time and magnitude to produce the repertoire of behaviors displayed in daily life(d’Avella, Saltiel, and Bizzi 

2003; Latash, Scholz, and Schöner 2007). If this were the case, one might expect that motor impairments, which would be 

characterized by damaged or altered synergies(Terence D Sanger et al. 2006), might be similarly recombinable. However, a 

recent paper by Steele, Tresch and Perreault suggests that the biomechanical constraints of the human body and of the tasks that 

subjects are performing may make it very difficult to identify synergies using matrix factorization techniques(Steele, Tresch, and 

Perreault 2015). Since non-negative least squares is a sub-problem of non-negative matrix factorization(Kim and Park 2008; Lin 

2007), it is therefore not a surprise that our own task, which is constrained to planar motion, yields results with some level of 

confusion and ambiguity.  
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Although there was an increase in performance between the 11-element Sobol distributed library in the ten-dimensional case 

and the 51-element library, the improvement was relatively minor, with only a 5.8% drop in error. One possible interpretation is 

that interpolation within pathoparameter space based on distributions is infeasible; we believe that it is more likely that this 

phenomenon is caused by the “curse of dimensionality”(Stix 2015). In brief, as the dimensionality of a space increases linearly, 

its size increases. Some of the consequences of this include a reduction in normalized distance between points(François, Wertz, 

and Verieysen 2007) and an exponential increase in the number of points needed to adequately characterize or span the space(Kuo 

and Sloan 2005; Chávez et al. 2001). Because we are comparing 20x20 distributions, or 400-element vectors, we find ourselves 

attempting to map relationships in a 400-dimensional distribution space to ones in an N ≤ 10 dimensional space, the 

pathoparameter space. This causes problems that get gradually worse as N increases.  

For instance, consider the case where N = 1. In this situation, we are changing a single pathoparameter and observing a 

change between a healthy and maximally impaired distribution. Assuming a mostly smooth mapping, this will result in a curve 

passing through 400-dimensional distribution space. Points on the pathoparameter line will map to points on the distribution 

space curve and identification should be fairly trivial provided there are several evenly-spaced library elements along the line. 

Now consider the case where N = 2. In this case, we are mapping from a bounded plane in pathoparameter space (Figure 6A) to 

a surface in 400-dimensional distribution space bounded by the vertices corresponding to healthy, maximally impaired in each 

pathoparameter and maximally impaired in both pathoparameters. The surface area of this surface in distribution space, however, 

may be far larger than the surface area of the pathoparameter space plane because of the enormously increased size of 400-

dimensional space. As a result, sparseness begins to become a problem, so that while library elements may be distributed evenly 

in pathoparameter space, they may be very dense in certain regions of distribution space and very sparse in others.  

Our rescaling of the axial library to be log-distributed was a simple attempt to alleviate this problem, but the axial library’s 

poor performance in the two-dimensional case, much less the ten-dimensional scenario, shows that a more comprehensive 

approach is needed. Using a Sobol set, which was developed with searches in high-dimensional parameter space in mind, was 

the next step up in complexity, and it yielded significant improvements. It would, however, be prohibitively costly to attempt to 

blindly add more models from the Sobol sequence to keep improving results because the number of models needed to bring the 

accuracy up will be enormous in even a ten-dimensional pathoparameter space. This is clearly demonstrated by the fact that 

going from an 11-element to a 51-element Sobol distributed library in the ten-dimensional case only resulted in a 5.8% reduction 

of error, although this is only approximately 5% away from the performance of the two-dimensional Sobol distributed library.  

In Figure 4, there are clear regions, roughly linear in shape, which appear to “attract” the non-negative least squares algorithm. 

This is an example of “hubness,” or the tendency for certain models to be chosen excessively frequently by metric matching 
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algorithms such as K nearest neighbors. We believe that this is the cause of the poorer accuracy in the ten-dimensional case. 

Hubness arises as a result of certain models being closer to the mean than most, a situation that high dimensionality exacerbates 

by compressing the space of the actual data points(Nanopoulos 2010). As the dimensionality of the pathoparameter space 

increases, this tendency for certain elements on the axes to pull the non-negative least squares algorithm away from the extrema 

will only worsen the quality of pathoparameter estimation. Although the two-dimensional Sobol set appears to have some hubs 

in it as well (Figure 4, far right), this appears to have less of an impact on the estimation error. This is likely because the Sobol 

set contains elements that are near the interior of the space, which are a better guess on average than points at the edges because 

they are more likely to be close to any random point in the space. Fortunately, there are ways to resolve this problem, some of 

which turn hubness to their advantage to make faster, more accurate searches of the space(Tomašev et al. 2011).  

In order to better understand the mapping between pathoparameter space and distribution space, we also visualized the 

relationship between pathoparameter values and change in the distributions. It was our hope that this would help us identify 

distinct regions in pathoparameter space that corresponded to a single region of distribution space, allowing us to locate potential 

regions of confusion. Figure 6A gives us a visual of the magnitude of change in distribution space relative to healthy as a function 

of pathoparameter position. Although this scalar measure of difference is a collapsed, one-dimensional representation of a 

complex, high-dimensional space, we know that arithmetic functions performed on one smooth surface will result in another(J. 

Lee 2012), so it is reasonable to regard this as supporting our belief that the 400-dimensional surface in distribution space is also 

smooth. Two more observations are also worth noting. The first is that the rate of change is very different for the two 

pathoparameter directions, meaning that we now have quantitative evidence that some impairment models will have a greater 

impact on the resultant distribution than others. The second is that there is a region of relative flatness out in the region near 

[0.25, 1], which is indicative of an area of low rates of change. Attempts to identify pathoparameter values that fall within this 

sort of region will be very vulnerable to noise and hubness. 

Figure 6B, the correlation matrix between all single-impairment movement distributions, offers a more comprehensive look 

at the relationship between pathoparameter values and distribution shapes. Here we can see regions of high similarity, analogous 

to the flat region of 6A, as dark patches. The darker the patch, the higher the coefficient of determination between the distributions 

being compared, which can be taken as a measure of how close the distributions are to one another in distribution space. From 

this matrix, we draw several conclusions: that flexor impairments are easier to observe than extensor impairments; that 

impairments with very different underlying models can produce very similar behaviors; and that flexor and extensor impairments 

are anti-correlated.  
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The dark regions along the main diagonal all fall into columns corresponding to extensor impairments. This indicates models 

that are close to one another on extensor pathoparameter axes have a high degree of similarity. This, in turn, suggests that altering 

the activity of the extensors has a relatively small impact on the shape of the distribution. If the impact were large, then changing 

the pathoparameter by even a small amount would result in a new distribution that had a very low correlation coefficient with 

the previous one. The relative lack of impact is likely because our upper extremity flexors are generally stronger than our 

extensors so we are more likely to use them to make strong or fast motions(Amis, Dowson, and Wright 1979).  

This is supported by the existence of the secondary diagonal, which mostly shows that flexor impairments and extensor 

impairments follow a similar path through distribution space as they increase. In other words, the movement distribution evolves 

similarly whether you’re increasing flexor weakness or flexor spasticity. The same phenomenon occurs for extensor impairments, 

but the effect is weaker. This discovery is something of a mixed blessing. On the one hand, it means that we don’t have to worry 

about movement distributions falling into too large a region of their 400-dimensional space because motor impairments, likely 

because of kinematic constraints, tend to follow similar paths in that space. On the other hand, this means that there is potential 

for confusion between very different impairments. We therefore need to identify the regions of distribution space in which 

different impairments become close to one another and check to ensure that the distribution-impairment surfaces do not touch or 

cross. If they do, that means that those impairments are indistinguishable from one another at that point.  

It is also interesting to note the difference between shoulder and elbow rigidity. We hypothesize that shoulder rigidity has 

more of an impact on movement distributions than elbow rigidity because movements from the shoulder can be used to help 

move the elbow via Coriolis and centripetal forces, while elbow movements have very little influence on motion at the shoulder 

joint. This would explain why shoulder rigidity produces similar distributions to flexor impairments, which we have established 

as more noticeable than extensor impairments; both are responsible for large limitations in the ability of the arm to move. Elbow 

rigidity, on the other hand, seems to be correlated with extensor spasticity, which is responsible for smaller changes to the 

distribution. Most interesting of all is the fact that elbow rigidity appears anti-correlated with flexor spasticity. This would 

indicate that the paths these impairments follow through distribution space are reversible in a way that the paths for weakness-

based impairments are not. Or, put another way, it should be possible to predict extensor spasticity distributions using flexor 

spasticity distributions and vice-versa, at least for moderate levels of impairment that do not fall at either the high or the low end 

of the pathoparameter spectrum. 

In conclusion, we have developed and tested a lookup table-based approach to recovering the pathoparameter associated with 

impaired movement distributions produced by a dynamic simulation of a free exploration task. This process has revealed a 

number of important considerations for attempts to perform system identification on individuals with complex combinations of 
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impairments present. Despite the fact that the curse of dimensionality is typically cited as a problem in data sets with 

dimensionality many orders of magnitude higher than those associated with this study, we still found that it still negatively 

impacted our non-negative least squares algorithm’s performance. Future efforts towards the goal of pathoparameter recovery 

from distributions will likely need to make full use of the tools developed to combat this problem, such as lattice rule construction 

algorithms(Kuo and Sloan 2005) and support vector machines(Alonso, Malpica, and de Agirre 2011). This process has also, 

however, revealed that the hypervolume in distribution space occupied by possible models of impairment is of manageable size 

while still preserving spacing between distributions. This means that the task of uniquely identifying the pathoparameters 

associated with given distributions remains feasible.  

Although this study exhibits a number of limitations in its approach and simplicity, it is important to note that this was an 

exploratory effort. Our goal was not to comprehensively define and identify motor impairment models in stroke survivors; our 

models are, in fact, very rudimentary and only cover the most basic aspects of their namesakes. Rather, it was our intent to 

explore the evolution of motor behavior, as captured by distributions, in response to changing types and levels of impairment 

and to determine if those distributions could be used to uniquely determine the underlying pathoparameters controlling the 

impairment models. And in this, we feel that we have succeeded by verifying the feasibility of pathoparameter identification 

using movement distributions.  

Nevertheless, it is worth discussing the limitations of the study to put our results in context and to identify the most important 

steps to take next. First is the decision to use simulations rather than patient data for our study. Because of the complex nature 

of impairments in stroke survivors, and because impairments in this population are almost never isolated, we felt that it was 

necessary to perform this research in the context of a simulation rather than actual stroke subject data. In this way, we were able 

to keep track of all the parameters and observe data flow from one element of our simulation to another, which let us focus on 

the basic question of whether or not pathoparameter recovery was feasible. It could have been the case that the loss of time and 

frequency information inherent to the use of static distributions would have rendered such recovery impossible. Or it could have 

been that different impairment models produce identical distributions, rendering them structurally non-identifiable(Chis, Banga, 

and Balsa-Canto 2011). Performing this study in silico allowed us to rule out such possibilities before investing the time and 

resources to develop a human subjects research protocol.  

Another potential point of concern is our choice of driving signal. By using healthy free exploration as a driving signal for 

our simulations, we are assuming that stroke survivors would plan to move as healthy individuals do. This has been called into 

question for constrained tasks such as straight-line reaching(Mccrea et al. 2005; Roby-Brami et al. 2003), so it is certainly an 

important question to consider. The purpose of free exploration, however, is to try to obtain information about a subject’s 
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movement tendencies. All subjects perform a different sequence of motions under these conditions, but healthy distributions 

have been found to be highly correlated with one another (see Methods A), which suggests that there is a kind of universal drive 

independent of the individual sub-movements that make up a free exploration trial. It might be worthwhile to test this hypothesis 

in the future by using a driving signal constructed using randomized torque inputs designed to have the same frequency and 

power content of healthy human movement, but we believe that our current method adequately captures the basics of the effects 

of motor impairments upon movement. 

We made the choice of focusing exclusively on angular acceleration rather than on the other five spaces based on preliminary 

tests in which variability in performance between test models was very high relative to variability between the six spaces, but 

angular acceleration seemed to produce more consistent results than the others. We regard this as unsurprising, since the behavior 

of the simulation was manipulated at the torque level, and torque is a function of angular acceleration and the physical properties 

of the system. Another alternative to using one of the six aforementioned spaces would be using them in combination, i.e. having 

an N-dimensional discrete distribution instead of merely 3-dimensional (X, Y and count). While this may have increased the 

specificity of our identification, it would also have made the distribution space even more high-dimensional and thus run the risk 

of creating extreme sparseness. This concern, combined with the number of possible combinations that would have had to have 

been tested, chose us to skip this analysis. It does, however, remain a viable possibility for future work.  

For this work, we chose to weight all bins within the discrete distributions equally. There are, however, different methods of 

selecting basis functions offered from the data (such as eigenvalue decomposition) and of pre-conditioning the data (such as 

PCA) that might improve our pathoparameter recovery. Such alternative methods are linear manipulations, yet may still be 

informative and useful. However, we must consider that this would require simulations corresponding to a large number of points 

within the ten-dimensional pathoparameter space, and hence may be computationally infeasible. It might also be possible to 

perform a similar dimension reduction process, or a method specifically designed to choose bases that are as close to orthogonal 

as possible, to identify which combinations of impairments are most readily separable from one another. It remains to be seen if 

such linear preconditioning of data might help to improve outcomes.  

The most potentially controversial aspect of this work is almost certainly our choice of impairment models. We chose to 

create simple, torque-based models of impairments rather than using the complex body of research that has been done on patients 

with symptoms such as spasticity and weakness for the same reason we chose to use simulations instead of studying stroke 

survivors: simplicity and the ability to observe and understand the flow of data in the model. In the design of our models, we 

consciously chose to ensure that the functions that generated them were smooth and made use of mathematical structures that 

are commonly seen in nature, such as the Gaussian distribution and sigmoid functions(Bejan and Lorente 2011). We believe that 
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this preserves the basic physical character of these impairments and lends enough realism to our results for this preliminary 

investigation. Most importantly, we have constructed a framework into which any model of impairment can be easily inserted, 

allowing for more detailed exploration of different types of impairments and perhaps even comparisons or competitions between 

different models of the same impairments. 

In recent years, we have begun to see some efforts made towards modeling and identification of impairments in individual 

patients. These have generally been oriented towards quantification of severity and restricted to single impairments in single 

joints or isometric tasks(Mirbagheri et al. 2001; Alibiglou et al. 2008; Meskers et al. 2009). In this study, we have developed a 

high-level, model-based system for identifying and quantifying motor impairments in the upper extremity using movement 

distributions. We have successfully identified the underlying pathoparameters of these motor impairments at almost 25% 

accuracy for a ten-dimensional test sample and in so doing have revealed both obstacles and opportunities for improvement. 

Most importantly, we have confirmed the feasibility of such an identification procedure. This work represents a first step towards 

improved characterization of motor impairments in survivors of stroke and other neurological trauma, which will enhance our 

ability to study and treat these symptoms. 
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APPENDIX 

Rigidity 

The Logistic Function, which ranges from y = 0 to y = R:  

𝑓(�̇�) =
𝑅

1 + 𝑒𝐶(�̇�−�̇�0)
 

where W is the maximum of the sigmoid curve, C controls the slope, and τ0 is the midpoint of the curve. We want a curve 

that ranges from –W to W and is centered at 0. To shift the curve to the correct position, we set τ0 to 0, double the range of 

the curve and subtracting half of the maximum, so that instead of a curve on the interval (0,W) we have a curve on the 

interval (-W,W):  

𝑓(�̇�) =
2𝑅

1 + 𝑒𝐶�̇�
− 𝑅 

Rearranging, we get: 

𝑓(�̇�) = 𝑅 (
1 − 𝑒𝐶�̇�

1 + 𝑒𝐶�̇�
) 

Finally, we want our resistive torque to act in the opposite direction of our movement, so we flip the sigmoid by making it 

negative: 

𝑓(�̇�) = −𝑅 (
1 − 𝑒𝐶�̇�

1 + 𝑒𝐶�̇�
) 

Spasticity 

The Chi-Squared cumulative density function for k degrees of freedom and t > 0 is as follows: 

𝑓(𝑡; 𝑘) =
𝑡(

𝑘
2

−1)𝑒−
𝑡
2

2
𝑘
2Γ (

𝑘
2)

 

We set k = 3 because it qualitatively produced the shape that we were looking for. This gives us: 

𝑓(𝑡) =
𝑡(

3
2

−1)𝑒−
𝑡
2

2
3
2Γ (

3
2)

 

To reduce the number of constants, a “time scaling factor” (Ct) and a “magnitude scaling factor” (Cm) were calculated prior to 

each simulation. The Ct is responsible for modifying the duration of the chi-squared function such that it reaches three 

standard-deviations from the mean at time T. The Cm is responsible for normalizing the function to its peak value, which 

occurs at x = 1, so that later multiplying it by the maximal spasm magnitude, S, will scale the resultant torque appropriately. 

Chi2pdf() and chi2inv() refer to MATLAB functions for the Chi-squared probability distribution function and inverse 

cumulative distribution function, respectively: 

𝐶𝑡 =  𝑐ℎ𝑖2𝑖𝑛𝑣(0.99,3)/𝑇 

𝐶𝑚 =
1

𝑐ℎ𝑖2𝑝𝑑𝑓(1,3) ∗ 2
3
2 ∗ Γ (

3
2)

 

Using our definition for Cm, we can rewrite our function as: 
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𝑓(𝑡) = 𝐶𝑚𝑡
3
2

−1𝑒−
𝑡
2 = 𝐶𝑚𝑒−

𝑡
2√𝑡 

And, in order to rescale the variable “t” to our desired duration, we multiply all instances of it by Ct: 

𝑓(𝑡) = 𝐶𝑚𝑒−
𝑡𝐶𝑡

2 √𝑡𝐶𝑡 

Finally, in order to avoid numerical instabilities introduced by MATLAB’s ordinary differential equation solver jumping 

back to time values before the start of the spasm, we added a small constant to the values inside the square root: 

𝑓(𝑡) = 𝐶𝑚𝑒−
𝑡𝐶𝑡

2 √𝑡𝐶𝑡 + 10−3 

Weakness 

We follow the same procedure we did for our rigidity model, using τ instead of �̇� and W instead of R: 

𝑓(𝜏) = 𝑊 (
1 − 𝑒𝐶𝜏

1 + 𝑒𝐶𝜏
) 

We want to set C so that the slope, or the first derivative, at 0 is equal to 1: 

𝑑𝑓(𝜏)

𝑑𝜏
= 𝑊 (

(1 + 𝑒𝐶𝜏)(−𝐶𝑒𝐶𝜏) − (1 − 𝑒𝐶𝜏)(𝐶𝑒𝐶𝜏)

(1 + 𝑒𝐶𝜏)2
) 

𝑑𝑓(0)

𝑑𝜏
= 𝑊 (

(1 + 1)(−𝐶) − (1 − 1)(𝐶)

(1 + 1)2
) = −

2𝑊𝐶

4
= 1 

𝐶 = −
2

𝑊
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