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SUMMARY

Multicarrier modulation is widely accepted as a powerful technology to satiefyncreasing de-
mand of high data rate transmission, whether in wireless or in wireline systehesinfierent large
envelope fluctuations of multicarrier signals necessitate the use of powéfi@rmmvith large dynamic
range. However, the incompatibility between linear amplification and poweresftiy poses challenges
in deployment of practical systems. When high power efficiency is manda&agy. in mobile systems,
nonlinear power amplifier effects are inevitable. The goal of this rekaarto explore signal design
and processing techniques to enhance the performance of transmisdioacaption in multicarrier
communications that employ nonlinear power amplifiers at the system fronspadifically focusing
on boosting power efficiency and improving bit error rate in orthogamgjifency division multiplexing
(OFDM) and orthogonal frequency division multiple access (OFDMA)eams.

In this dissertation, several novel methods are proposed to combatritieeao power amplifier ef-
fects in multicarrier systems. With emphasis on easy implementation and low caestratrtbmitter, two
novel peak windowing schemes, with asymmetric window functions and simpffaent optimiza-
tion respectively, are proposed to handle the case of successkeipgensmitted signals. Numerical
results validate their effectiveness in overcoming the flaws of excestiemuation and ill-conditioning
window weights in existing schemes.

Receiver-oriented methods are explored to provide power efficienapiament with simple direct
clipping at the transmitter while clipping noise is estimated and compensated at¢nereTo tackle

the intrinsic challenge in OFDMA reception where an individual user hagdfingnt information of

Xiv



SUMMARY (Continued)

other users’ modulation to apply conventional decision-aided schemeseamethod is proposed to
estimate the clipping noise using two steps: improved peak localization and magedtiihation with
frame-based alternating projection. The proposed method does naeretpdulation information of
the entire OFDM symbol, and has significantly enhanced performance cedwwih existing schemes
in terms of bit error rate, especially in the high signal-to-noise regime.

With focus on the power efficiency improvement without sacrificing systerfopmance in terms of
bit error rate, we propose a joint design of transmitter-oriented schetne@feservation with clipping
and receiver-oriented scheme of frame-based alternating projectioch ogens up a novel way to deal
with the nonlinear power amplifier effects. The tight requirement of spaleigl in clipping noise
imposed by compressed sensing framework is relaxed with a novel formmukstged on frame theory
and projection over convex sets and thus significant bit error raterpegthce improvement is achieved
compared with the signal recovery scheme based on compressed selnsadglition, the proposed
scheme provides increased flexibility in balancing the computational load &etilve transmitter and
the receiver, which gives more leeway to system designers.

For multicarrier systems with multiple antennas, the large fluctuations of signalaréhprone to
nonlinear power amplifier effects still remain an issue. In this researgfradrscheme that combines
two existing single-antenna schemes, namely erasure pattern selectiorugied projection algorithm,
is designed to address the issue for the multi-antenna case and simulatiomstlatadt outperforms
a popular existing scheme. Signals in generalized multicarrier modulated sygiemas multi-band
OFDM, software defined radio and carrier aggregation, still face thie iskcombating nonlinear power

amplifier effects, which drives future research in this field.
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CHAPTER 1

INTRODUCTION

Multicarrier modulation (MCM) is a parallel data transmission scheme in whichidaglit into
several components and used to modulate subcarriers spaced withgilablaxbandwidth.

MCM has a long history over decades as an effective technology tar tdansmission [1] [2].
Initially it was developed in analog military communications. With recent advancelgital sig-
nal processing technology, MCM such as orthogonal frequenagiaiiv multiplexing (OFDM) and
discrete multitones (DMT) exhibit rising popularity for the implementation of wirelasd wireline
communication systems [3]. Many international standards make use of OFDN1® as the physi-
cal layer technology, such as Asymmetric Digital Subscriber Line (ADSe)y high bit-rate Digital
Line Subscriber (VDSL), Digital Audio Broadcasting (DAB), Digital VidBooadcasting (DVB), IEEE
802.11a/g wireless LAN [4, 5], IEEE 802.16 [6, 7], IEEE 802.11n [BEE 802.11ac [9] and the 3rd
generation partnership project (3GPP) pre-4G long term evolution)((3&PP Release 8) [10] and 4G
LTE-Advanced (3GPP Release 10) [11]. Orthogonal frequendgidn multiple access (OFDMA) that
evolved from OFDM as a multiple access scheme is widely known to be themiealat air interface
of next-generation mobile broadband wireless systems. Increaseticedopmulticarrier modulation
is envisioned in the future standards beyond official 4th generationgysE@ms.

MCM is basically a method of frequency division multiplexing (FDM). In claasiEDM, the avail-
able bandwidth is divided into many non-overlapping subbands; eadasidy is modulated with a

data stream and then all subcarriers are frequency-division multipléXeel basis pulse function for
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each subcatrrier is rectangular in frequency domain obtained by banddifiligezs. When the number
of subcarriers increases, increasingly sharp filters are requiregtoate the subbands. This makes the
implementation of such systems impractical. It is also necessary to use someagdvadth between
subcarriers to prevent intercarrier interference (ICl). To ovaethe inefficiency in bandwidth usage
and the difficulty in implementation, OFDM adoptsc functions as the basis pulse functions for sub-
carriers. Orthogonality among subcarriers is maintained and multiplexearsigos are separable at
the receiver, while the scalability within the assigned bandwidth increases.

There are other forms of multicarrier modulation depending on the orthbgase pulse function
used in the system, such as filter bank based multicarrier (FBMC) systefnarjd2vavelet packet
modulation (WPM) [13]. In terms of FDM, Multi-Band OFDM (MB-OFDM) divis$ the spectrum into
several bands and then transmits the information using OFDM modulation irbaadh The spectrum
can be continuous with multiple neighboring subbands, or discrete withetiffspectrum gaps among
the subbands. The advantages of MB-OFDM were exploited in the pabpbshe IEEE 802.15.3a
standard developed for ultra wide band (UWB) communication systems [Qiice bands in MB-
OFDM are still multiplexed, it can be viewed as generalized multicarrier modulafinather form of
generalized multicarrier modulation arises in software defined radio (SiDR3ls [15]. Each subband
signal in SDR can be a single carrier signal or an orthogonal multicaigeels while the overall
SDR signal is composed of all subband signals as FDM. Carrier Agiped&A) that utilizes SDR as
another form of multicarrier modulation was firstly introduced into 3GPP LTERdsted and it aims to
bring multiple subbands together into a total bandwidth greater than 100MHuireless broadband

communications. Considering that the major advantages for OFDM or DMT niéicaignals lie in



quick and easy practical implementation of fast Fourier transform (FIgbyithms, the term MCM is
often used in the telecommunication field synonymously as OFDM or DMT, ametthmes they are

interchangeable.

1.1 Multicarrier Modulation: Advantagesand Disadvantages

Advantages of MCM over single carrier modulation are reflected in the pwidad acceptance of
MCM in various standards. An OFDM-based system can provide higttrspefficiency and high flex-
ibility in supporting adaptive loading according to channel conditions. ¢t pievides greater immunity
to multipath fading and impulse noise, and simplifies the structure of equalizersfiicient hardware
implementation using FFT techniques [16]. In addition, it makes single fregueetworks possible
which is especially attractive in broadcasting applications [17].

While it has many advantages, OFDM also has some drawbacks sucltapttility to frequency
dispersion and phase noise, which makes it very critical to have acsyratkronization in multicarrier
systems. In OFDM, subcarriers are perfectly orthogonal only if thestngtiter and the receiver use
exactly the same frequencies. Any frequency offset affects the gottadity consequently resulting
in ICI at the receiver. Random phase jitter between the phase of thercamd the phase of the local
oscillator may cause the frequency, which is the time derivative of the phaiste be perfectly constant,
thereby causing ICI.

The drawback that most affects multicarrier systems is due to large fluctsi@idrmansmitted sig-
nals caused by superposition of multiple subcarrier signals. The ndacbrsignal envelope affects
performance due to the presence of nonlinear devices in the communicatloisych as digital-to-

analog converter (DAC), analog-to-digital converter (ADC) and poamplifiers. The design of a



power-efficient system becomes challenging since high signal pealsqe severe impairments due
to nonlinear distortions. A power amplifier (PA) with a large dynamic linear rasigequired in order
to magnify the peaks without distortions, but the required sophisticatedx@ethgve PA leads to dra-
matically increased system complexity and cost. An alternative is to force gratamn of the PA into
the linear range with high input back-off (IBO), that is, offsetting the irgighal so far away from PA
saturation as to accommodate the peaks and amplify the large peak linearhygffhBO forces the PA
to work in lower power region most of the time, thereby causing power eaffigieo be severely reduced
and energy to be unacceptably wasted. Low power efficiency sigrificstiortens the battery lifetime
in mobile devices and also leads to undesirable reduction in the range oftsggrsemission in mobile
systems.

In order to combat nonlinear effects without sacrificing power effigiemany schemes have been
proposed in the literature [18—20]. Most of them use the ratio betweenretiie gpwer to the average
power, Peak-to-Average Power Ratio (PAPR) as a measure of fluetsatighe input signals, and at-
tempt to reduce nonlinear distortions by reducing PAPR to the extent poRKHRR reduction schemes
are mostly focused on the transmitter (TX) side, either in a distortionless waigtoacceptable distor-
tion. Distortionless transmitter-oriented schemes apply signal transformédiatter the input signal
in a way that PAPR of the transformed signal is reduced, while the inveassftrmation is applied
at the receiver to restore the original signal without any impairment, serayperformance is not
degraded. Such schemes include multiple signal representation, prdimabitshods, dummy signal
insertion and coding based methods. Distortion transmitter-oriented scherdig tne signal directly

to satisfy PAPR requirements of TX PA, such as clipping and filtering, peatowing, compounding



transforms, and constraint constellation shaping. The signal with rdd&ER at TX tends to incur

less in-band distortion and smaller out-of-band emission. However, theofa@auced PAPR comes
with penalties such as increased transmission power, loss of data raéec@xfputational complexity,

spectral inefficiency and so on, which impacts the overall system pesftze negatively [21]. Depend-
ing on system requirements and user applications, different criteria rilgytem design, especially
when high power efficiency is demanded in a multicarrier system with a langdweuof subcarriers

like OFDMA.

Besides PAPR, bit error rate (BER) has also been used as a figureibtfarevaluate the influence
of signal transformation schemes on the system performance [22], [d8} interference caused to
other channels in these schemes is also a major concern in real-world siestgm [7]. While BER
performance can be improved by some techniques at the receiveri(f{jerence to other channels
at the transmitter is relatively hard to control in practical systems. This clgallbacomes especially
important when high power efficiency is mandatory and the high backeofflition is unavailable, e.g.
when sensor lifetime needs to be prolonged, or when limited interferenceecémierated to boost
power efficiency. It is shown [24] that BER increases when PAPBhé&urdecreases assuming PAPR-
reduced signals are entirely confine to PA linear range. Operating PAtdasituration to achieve high
power efficiency makes PAPR reduction largely ineffective as the PAdeReed signals still drive PA
to nonlinear amplification.

Beyond the considerations of performance metrics, simple implementation ancbfitrollability
of the system are also important criteria for system designers to choagpeopriate scheme. In some

low-cost applications, easy compatibility even outweighs other factors inlgorgpvith the standards.



After assessing different PAPR schemes, some popular PAPR redactiemes are identified as lack-
ing fine control on the performance and hard to maintain or upgrade. Stiraesthemes like peak
windowing [25] permit fine control, are easy to implement and have excealtempatibility with other
schemes.

Recently with the coming era of mobile Internet, the increasing demand of highata transmis-
sion pushes OFDM system design to employ more and more subcarriersotdgyhOFDM increases
the complexity of PAPR reduction and the implementation cost at the transmittere mahnwhile,
system capacity is demanded to provide services to more and more usersadéthttention on BER
performance in multiuser access scenario, interest has recently shiftedeiger-oriented schemes
and is rapidly growing with the goal of tackling the nonlinear PA effectseeigtly when limitations on
power consumption, implementation cost or computational complexity exist aattsntitter. Receiver-
oriented methods may take an advantage of combating nonlinear effectsavittededimension of sig-
nals on own subcarriers. However, a new challenge is posed by latloohation of other users which
invalidates existing decision-aided methods.

Through the identification of key features of various schemes, integratidiiferent schemes to
achieve better performance can be envisioned accordingly. Prexdibames mostly were developed
for single-antenna system. The implementation of OFDM in conjunction with multRaatechniques
is a promising way to efficiently use the radio spectrum extending the capdcitglile communica-
tion systems [26]. However, in a multiple input multiple out (MIMO) OFDM systene, ligh peak
power issue still exists. Improvements obtained by combining different sarglenna PAPR reduction

schemes are shown to be effective in enhancing the system perforimanaéiple antenna systems.



As generalized multicarrier modulation, multi-band signals like MB-OFDM or SDICA also
exhibit high peak power due to the superposition of subcarrier signaéstride-off between nonlinear
distortions and the system power efficiency is still a major concern in thaasoavhich provides fertile
ground for future work.

Therefore, this research is strongly motivated by the need to addressntiistanding issue of

balancing the conflict of power efficiency and nonlinear distortions in muiteramodulated systems.

1.2 ResearcHContributions

The goal of this research is to explore signal design and processimgdgaes to enhance the per-
formance of transmission and reception in multicarrier communications that empfdyear power
amplifiers at the system front-end, specifically focusing on boosting ipeffieiency and improving
BER in the PAPR issue in OFDM(A) systems. We develop new methods to alleviale®ar effects
before signal transmission and/or to mitigate nonlinear effects by compemnsatieived signals. We
consider techniques suitable for implementation at the transmitter and at thereaed hybrid solu-
tions with both ends involved together. We evaluate the performance thtbhagretical analysis and
numerical simulations. Techniques are also extended to multicarrier systemswitple antennas.
Other considerations in practical systems such as block synchronizattiase jitter, 1/Q imbalance, PA
linearization and channel estimation are not addressed in this research.

By introducing the formulation of clipping noise estimation in terms of frame theodypaojection
over convex sets (POCS), we propose a new solution which very eafficibandles estimation and
compensation of clipping noise in OFDMA systems, successfully resolvingeivechallenging issue

that modulation information of other users is not known to any individualsliseOFDMA. We cast the



problem under frame theory and utilize POCS to achieve reliable resultsstied jperformance without
increasing complexity.

We exploit the full potential of reserved bandwidth available in practicalesys, and investigate
the dual sparsity in frequency domain and time domain to jointly design the schiermsand RX.
In this way we make it feasible to balance the load between TX and RX, anttiprmore flexibility
in utilizing the reserved bandwidth. System performance is significantly inegrby overcoming the

sparsity limitations imposed in the existing schemes based on compressed.sensing

1.2.1 Transmitter-Oriented Approach: Improved PeakWindowing

We start with investigating the peak windowing scheme that is widely used itigg&ecause of its
simplicity of not requiring transmission of side information and neither modifyiegixer structure nor
incurring loss of data rate. More importantly, peak windowing does not impesavy computational
burden which is highly desirable for high order OFDM with limited resour¢éiseatransmitter. Despite
of its relative simplicity of processing at TX, the specific challenge of peiaki@wing lies in the con-
secutive peaks in one OFDM symbol. We discovered the existing convahtiethods treat multiple
peaks in one OFDM symbol simply as isolated peaks without factoring in neibbbd context in the
formulation, which results in over-attenuation from closely spaced wind@ggments generated from
neighboring peak window functions. Thus it leads to severe perforendegradation. Meanwhile, the
window shape is restricted to be symmetric and with limited flexibility.

For preserving the attractive features of low complexity of peak windowihie addressing the
shortcoming of excessive attenuation of closely spaced peaks, agiarsole propose two new peak

windowing schemes, called Sequential Asymmetric Superposition (SAS) &y Weighted Win-



dowing (OWW) respectively, to overcome the disadvantages in previdwsras. We utilize asym-
metric windows and propose to optimize coefficients of consecutive windowtibns with a novel
formulation under convex optimization. Thereby we rectify the over-att@muaondition and incor-
rect coefficient calculation due to ill-conditioned matrix inversion. Althoughdbst of complexity
is slightly higher than directly clipping, improved peak windowing incurs lowaraity in out-of-band
distortion and meanwhile it provides a way to control the spectral mask to comithlyhe requirements

of standards.

1.2.2 Receiver-OrientedApproach: Frame-basedClipping NoiseEstimation and Compensation

We exploit the schemes of further reducing the processing cost at tiseriteer which apply direct
clipping at the transmitter and on the other hand estimating and recoveringtitrtiolisat the receiver.
The existing schemes like decision-aided methods that require iterative tatiapal load over the
entire OFDM symbol are not suitable for high order OFDMA and meanwhil®KdK poses a hew
challenge because individual users do not have modulation informatiotherf users, which makes it
infeasible to reconstruct the whole OFDM symbol to reevaluate the clippingagoeat TX,and there-
fore decision-aided schemes are invalidated.

We analyze the key factors in reconstructing the clipping noise at theveecaind note that the accu-
racy of peak localization is crucial to the success of the whole schemels@/elantify the drawback of
existing band-limited signal recovery scheme. Based on that, we propusebmethod of estimating
peak locations with the help of oversampling and spectrogram analysispjumnotion with predicting

peak magnitudes with a combination of frame iteration algorithms and alternatijggtiwa over con-
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vex sets. The BER performance is significantly improved over existinghsebiavhile the complexity

is kept on the same level.

1.2.3 Desigrof Joint Transmitter-Receiver-Oriented Schemes

We identify the advantages of fully exploiting the degree of freedom @frvesl bandwidth avail-
able in practical systems, and emphasize the necessity of balancing the ximméween TX and
RX to provide flexibility to adapt to different system design requirements.eRtty receiver-oriented
approaches based on compressed sensing have attracted a lot ofratiedtia promising approach
based jointly on TX and RX in conjunction with compressed sensing has leey proposed. We
investigated the performance of this TX-RX-based scheme and identified itstiom#alue to sparsity
level and weak immunity against noise contamination. When high power efficisrdemanded and
severe clipping happens at the transmitter, the performance of conpresssing based schemes is
diminished.

Recently receiver-oriented approaches based on compressedydeng attracted a lot of attention
and a promising approach of joint TX and RX with compressed sensing figed. We examine the
performance of the existing scheme and identify its limitations due to sparsityaledeleak immunity
against noise contamination. When high power efficiency is demandedaeck lipping happens at
the transmitter, the performance of compressed sensing based schemesds limite

In our approach we examine the partition of the available reserved sigdrsanto two sets, and
utilize one set for tone reservation at the transmitter and the other set wite-fvased signal recovery
at the receiver. In our design we further incorporate a clipping steptarith reservation to boost power

efficiency at the transmitter, and the clipping noise is recovered and caagenwith frame-based



11

alternating projection at the receiver. The proposed joint design overs the drawback of existing
schemes that depend on light clipping and impose restrictions of only a fesvidipg allowed. The

performance enhancement is significant especially for the high ord@eMaFsystems.

1.2.4 Extensionon Multiple Antenna Systems

We examine the still-existing problem of high PAPR in the front-end of multicasgistems with
multiple antennas. High peaks can appear on any antenna. Direct appliocdtRAPR reduction
schemes for single input signal output (SISO) to each antenna indilyidudIMO requires extensive
computations to reach a final solution for all antennas, thus causingitatlesncrease in complexity
and redundancy.

We develop a frame-based algorithm erasure pattern selection to reéuceximal peak power
simultaneously over all antennas and utilize spatial diversity from spacestidieg as well. Through

the proposed scheme, more reliable communications over MIMO-OFDM isrgudisted.

1.3 Organizationof Dissertation

The remainder of the dissertation is organized as follows.

In Chapter 2 the concept of multicarrier signals specifically OFDM and teeesy model is first
introduced and extended to discuss the PAPR issue. Typical method$&f R&uction are then sur-
veyed. After introducing the power efficiency of PA, the importance afdbiog power efficiency in
multicarrier systems is emphasized.

In Chapter 3 an improved signal design based on peak windowing with thefagimplifying

transmitter processing while not severely penalizing system performapoesesnted. An optimization
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formulation is proposed as well to address the issue of multiple consecatiks im one OFDM symbol.
Numerical results validate the proposed ideas.

In Chapter 4 a new idea is presented to handle clipping noise estimation anértgatipn at the
receiver side after further reducing the transmitter processing to simpggrgipnly. The new method
consists of two major steps: improved peak localization with analysis of rgtHeand spectrogram
on oversampled sequences, and alternating projection over convéarsattated with frame theory to
further enhance the accuracy of signal recovery. Complexity anapsisimulation results reveal the
advantages of the proposed method.

Efforts are taken in Chapter 5 to jointly design schemes at both the transmittehemeceiver,
namely tone reservation with clipping at TX and frame-based alternatingctimjeat RX. The new
hybrid scheme provides flexibility in balancing load between TX and RX, in thenwekile, simulations
results demonstrate its superiority over the existing scheme based on ceaapsessing.

Next the PAPR issue in multi-attenna multicarrier systems is explored with enaaitiieen selection
(EPS) method in Chapter 6.

Finally the major remarks in this dissertation are concluded in Chapter 7 andiatiseof future

work are outlined.



CHAPTER 2

MULTICARRIER SIGNALS

2.1 SystemModel

In high-speed wireless communications, time-dispersive channels ofiee savere inter-symbol
interference (ISI), and also make the traditional symbol-to-symbol e@ti@izcomplicated, especially
when the number of time-dispersive channel taps become large. Multicaaulation like OFDM is
a block transmission mechanism and it has been introduced to simplify the eqsalircture and also
provide high spectral efficiency and robustness against time-digpetsannels. MCM is performed to
group the data stream on a block-by-block basis with guard intervaldexddeetween blocks. Several
symbols in one block are transmitted in parallel and therefore each symladiaduis increased thus
reducing ISI. If the guard interval is larger than the channel delaseshtthe received frequency-domain
signal is simply the input signal multiplied with the frequency domain channéiceats, which makes
a simple single-tap equalizer feasible for each subcatrrier.

OFDM systems can be efficiently implemented by using an Inverse Fast Fotaiesform (IFFT) at
the transmitter while applying FFT at the receiver. The block diagram in Eijshows a conventional
OFDM system.

In an OFDM system withN subcarriers, the sequence of input bits are first aggregated\into

parallel groups and then each group is mapped onto appropriate symbel$ duva the constellation

13



Iput m
B 0 ™ ko bty »
oD .
Pref
4 34 4

L
Ui Remove

S PIS +§mgo[|)+€q“ue£§¢ FFT ¢ P ¢ (PQyC:IiC
[GIX

Figure 1. Block Diagram of FFT-based OFDM system



15

size assigned to each subcarrig, Each of these groups can be represented by a data symbol vector
X = [Xo, X1+, Xno1] T

To optimize the overall bit error rate over the whole data symbol vectoh sabcarrier can be
allocated with different modulation by adaptive modulation algorithms like bit |l@pdinere the con-
stellation size is a function of the subchannel quality. The subcarriers witariguality, i.e. higher
signal-to-noise ratio (SNR), use larger constellation size. In that soemdwannel state information
(CSI) normally obtained at the receiver (RX) needs to be sent back teatmemitter (TX). Coding and
interleaver can also be applied at TX in practical OFDM systems to improveysitens performance.
For keeping the model simple with focus on nonlinear PA effects, howaslaptive modulation, coding
and interleaving are not considered in this research.

The OFDM symbolX is fed to IFFT and the discrete-time OFDM sequence is obtained. The time

domain multicarrier signat,,k =0,1,--- ,N —1 after the IFFT operation is given by

N-—-1
1 Z j2m
Xk:mnOXneank7 k:0’1>""N_1 (21)

whereﬁ is the normalization factor. The modulation process can also be represemattix form.

Letx = [Xo,X],‘ .. ,XN,ﬂT, then

X = WX (2.2)
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where -~ .
Wi W, W1
Wi, Wop -0 W
Wy = (2.3)
Win Won ... WAN
and
1 . I
Winn = ﬁe]zn(m 1)(n=T)/N (2.4)

Wy is a symmetric and orthonormal matrix. After the discrete coefficigntsre converted into analog
values by digital-to-analog converter (DAC), the valugsan be deemed as samples of a continuous-

time signalx(t) taken at times = kTs/N, whereT; is the symbol period.
1 N
x(t)=— Y Xpe™VTs  0<t<T,, 25

thenx (t) is upconverted to modulate the carrier and transmitted over the channdieifigramplified
by HPA.

The frequency spacing between two adjacent subcarriers is usulallg K€T, the subcarriers are
specified as

fk=%k/Ts, k=0,1,---;N—1 (2.6)
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By selecting the bandwidth df/T, for each subcarrier to be very small, the symbol time duration is
large compared with channel time dispersion, which effectively avoidAtShe receiver, the signal is

demodulated by FFT. The orthogonality of baseband subcarriers, that is

Ts
J coq2nfit + 0;) cog2mfjt + 05)dt = 0,1 #j
0

guarantees the subcarriers can be easily separated at the receiver.

To mitigate ICI caused by multipath fading, a guard interval of sizembdulated symbols in time
domain is added. If the guard interval is chosen larger than the chaspnse duratioh, ICI free
reception can be obtained by discarding the extra symbols at the redeineforms of guard intervals
can be adopted, namely zero padding and cyclic prefix (CP). Cyclixmafiesv extra samples from
the end of the OFDM symbol and then appends them to the beginning of th&I@fmbol while zero
padding adds extra zeros there. Both ideas are motivated by simple equalization at theereGyclic
prefix is generally used in the system since zero padding introduces slighttyrmoolinear distortion
in the presence of nonlinear PA clipping effects [27].

The signal is then converted into analog by DAC, amplified by a high powelifteanfHPA)and fed
into the channel. The sequence is transmitted through a channel with foyosetactive fading whose
channel impulse response (CIR) Hasion-zero taps denoted as= [hy,hy,...,h;_1]T. NoteL < v.
Assuming that carrier-frequency offset and time offset estimationseafegh and compensated without

any synchronization error, the received signal contaminated by ehaaise is expressed as
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wherex denotes convolution operatiox,, denotes the signal with cyclic prefix aiids the zero mean
additive complex Gaussian channel noise. Noiga vector with lengttN +v+L—1.
The receiver basically reverses the process at the transmitter. Eiearestrips off the CP and then

gathersN samples of the received signgl= [yo,y1,---,yn_1]" that satisfy

y=Hx+g (2.8)

whereg is the additive zero mean circularly symmetric complex Gaussian noise vectaraviihance

matrix Noln, H is anN x N circulant Toeplitz matrix derived from the ClRas

- ho 0 e 0 0 hy - Hh -
hi ho 0 0
hy hy O 0 0 hp

N hi_ hy 0 0 0
A= (2.9)

0 hpg ho 0

0 hi hy ho 0 0

0 0

0 0 0 hp hy  ho

The matrixH is circulant, the eigendecompositionfgfwith the maxtrixWy! is

H=wWyHWH (2.10)
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whereH = diag{Hy, H1,---,Hn_1} iS a diagonal matrix with
o j2mkl
He=) he "V, k=0,1,--,N—1 (2.11)
1=0

Hy is the samples of frequency channel response.

The detection at the receiver simply applies FFT to get

Y = WRy (2.12)

= WRWyHWER x+WH g

The CP insertion and removal combined with FFT render the channel timelotion operation to
a circular convolution operation. Then in frequency domain, the convolw®ration converts into a
multiplication operation.

Y=HX+G (2.13)

whereG is the frequency domain channel noise. If the CSl is available, which impledithk =

0,1,---,N—1 are all known, the estimation of data symbotan be simply obtained as

X = DecML{H" Y} (2.14)

whereDecML{-} denotes the maximum likelihood symbol detection.
It can be seen from Equation 2.14 that the equivalent channel matrixgerdgihand the frequency

selective channel is therefore decoupled iNdlat fading channels in parallel. The equivalent flat
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channel coefficients are just the FFT of théap channel impulse response as Equation 2.11. Note that
the CP is just a replica of part of the original block signal and it therefoessdhot change the power

characteristics of the original signal. It is easy to implement.

2.2 PAPRin OFDM systems

The time-domain signal in Equation 2.5 is constituted by the superpositidh asmplex expo-
nential subcarrier signals at every time instant. At the instants that sidvsaare all in phase, the
instantaneous power of the signal can redtchimes the value of the signal average power if uniform
modulation is used for each subcarrier. These large fluctuations are jibiedraavback of multicarrier
signals. HPAs are key components in communication systems. Owing to cagh,dasd the most
importantly, power efficiency, HPA cannot accommodate the large dynamgeri the transmitted
signal. Clipping the signal at some point is inevitable, i.e. PA saturation. @Qaeséy distortions are
generated. In the meanwhile, large fluctuations in the signal also requjesviarrd length in DAC or
ADC to diminish the precision cut-off errors, which increases the systenplaxity and cost.

To counteract the peak power problem inherent in multicarrier modulatitarga amount of re-
search work has been done in exploiting signal transformation schemesttalize the PA nonlinear-
ity. Most of the research focuses on reducing the Peak to AveragerHRatio (PAPR) of the signal.

PAPR is defined in continuous-time domain as:

max |x(t)?
0<t<T;

PAPR= -
E(x(t)%)

(2.15)



21

In this dissertation, the PAPR of discrete-time sequences (the sampledise@sein Equation 2.1) is
of particular interest. So, PAPR defined for discrete-time samples is usggitoxamate the value in
Equation 2.15 withx,.. However, it is noted that the Nyquist rate sampled discrete-time signalatan n
fully capture the actual peak values in the continuous domain. So, ovdisgrismeeded for discrete-
time signal to approximate the continuous PAPR. Accordingly, samplestofatt = kT;/NQ can be

efficiently computed via IFFT as

: NQ/2—1 o
X = o > X, &N k=0,1,...,NQ—1 (2.16)
n=-—NQ/2

whereX ={X,,} of sizeNQ is obtained by insertingQ —1)N zeros into the original OFDM symbol as
X = [Xo,- -y Xny2-1,0,--+,0,X_n/2y - -+, Xn—1] @ndQ is the oversampling factor. Correspondingly the

PAPR definition on the oversampled sequence is

max  |x[*
0<k=(NQ-1)

E{ b |

Interpolating the discrete-time signal with an oversampling fator 4 can generate an acceptable

PAPR= (2.17)

approximation of PAPR in Equation 2.15 [28].
Suppose the input symbols in Equation 2.5 are statistically independent amidatlg distributed
(i.i.d.), when the numbeN is considerably large, based on central-limit theorem, the resulting signal

x(t) approximates a complex Gaussian random process with zero-mean @rtear. Its envelope
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follows Rayleigh distribution while the power distribution becomes a cemthalsquaredistribution

with two degrees of freedom. The cumulative distribution function (CDF) efabwer distribution is
(1
F(u) —ngze_wzds (2.18)
0

The probability that PAPR of an OFDM signal of sikeexceeds a given levé,, indicated by the

complementary cumulative distribution function (CCDF), can be expressed a
N
CCDF= Pr{PAPR> Py} = 1— (1 - e*PO) : (2.19)

CCDF is used to depict the effectiveness of PAPR reduction scheme lieagaty the probability of
clipping, thus lowering possible nonlinear effects. After oversamplingsémeples can not be approx-
imated as uncorrelated random variables any more. To roughly evalua@€E after oversampling,

the oversampled sequence is deemed as composad ahcorrelated samples. Then CCDF becomes
N
CCDF= Pr{PAPR> Py} = 1— (1 - e*"o) : (2.20)

Simulations indicate a good approximation can be obtained by setting thewalZe8 in case of over-
sampling [29]. As seen from Equation 2.20, when the number of subcaimiereases, the probability

of large PAPR decreases very quickly.
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2.3 Efficiencyof Power Amplifiers

A perfectly linear ideal memoryless power amplifier produces an outputlgiugtas a scalar mul-
tiple of the input signal. The scalar is referred as the gain of the power aenplifireality, no practical
amplifier is able to provide unlimited output power. All power amplifiers haveagemaximum output-
power capacity, referred as saturation. It imposes a limitation for PA ingoaksamplitudes. When the
envelope of the input signal exceeds the limitation, the correspondingtaulpoot be amplified nor-
mally. Instead, the output signal is in effect “clipped off” bounded bydawiration. This is the major
source of nonlinear distortions. In practical systems when DAC is appliedut-off of DAC on preci-
sion conversion also produces similar nonlinear distortions; but suchtaist@ relatively very small.
Thus in this work, only PA nonlinear distortion is considered. Note that begshie saturation clipping,
signal distortions can also be generated due to a loss of linearity in envafajieation and nonlinear
phase shift for different input power levels and different frequyecomponents in the input signal. All
factors result in the nonlinearity of the PA and cause intermodulation-digidittD) especially when
multicarrier signals are applied.

Atypical class of memoryless power amplifiers is solid state power amplifieBS$he nonlinear
curve to characterize SSPA input-output power relationship is showigaseR2. One way of avoiding
nonlinear distortion is to offset the input average power away from theegan so as to fit the whole
dynamic range of input signals into the linear range of PA, which is refeaselnput Back-Off (IBO).
It is defined in decibels as:

IBO = 10109@ (2.21)

m
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wherePinsqt IS the input saturation power which is the minimum power that drives outpueptav
saturation, and®;;, is the average power of the input signal. Accordingly, the Output BatkamBO)
is defined as:

P,
OBO = 10109% (2.22)

out

whereP,.1sqt IS the output saturation power aRg,; is the actual output power. Clearly, increasing
IBO reduces input power and consequently reduces output power.

Power amplifier efficiency is a significant factor affecting the efficientcgnost wireless commu-
nication systems. Poor efficiency at the PA stage leads to large energyneption, not only lowering
the system efficiency like reducing the battery lifetime of the devices, butexiacerbating thermal
problems with the devices thus causing other issues like instability. Poweerdfjds usually defined

to measure what portion of the PA consumption pofg¢ is delivered to the load.

P
Nae = —2 (2.23)
Ppc

Depending on the properties of linearity, gain and design, amplifiers casdigned to a number
of classes. The main types of amplifiers with good linearity are Class A, CRBsamd Class B. Other
classes power amplifiers with relative large nonlinearity belong to Class €, B, G, H and S [30].
Power efficiency varies from the class of power amplifiers, but poftfierecy is usually low. A typical
Class A has efficiency around 50% even at 0 dB OBO, while Class B may @@und 80% at the
same condition. A relation between the efficiency and the OBO is illustrated ime=8[80]. So, it is

critical to improve power efficiency to avoid energy loss. Reducing thetippck-off or increasing the
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average operating power of the PA increases the efficiency, on tlig hsing large back-off degrades

the efficiency of PA. For a Class A PA, every 3dB increase in IBO hgbeseer efficiency.
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Figure 3. Efficiency versus OBO for various PA classes

One way to boost power efficiency while not incurring signal nonlinéstodions is to increase PA
linear range by using digital pre-distorter (DPD) before feeding siginabsPAs [31]. DPD rectifies

nonlinear envelop amplification and nonlinear phase shift in real PA esdlydor the input range close
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to PA saturation. After DPD compensation, the combined nonlinearity is dgotvep a soft limiter
as shown in Figure 2. In this work, a soft limiter is assumed in the performasmoparison and phase
nonlinearity is assumed to be very small and neglected which is essentiallptiS8RPA PA using Rapp

model [32]. The input-output relation is

y(t) = A (x(t)]) e0x(t) o(GO(X(t)]) (2.24)

AlX)= ————— (2.25)

@ (x) ~ 0 (2.26)

Equation 2.26 means SSPA adds no phase distotligr; 0 is the saturating amplitude from PA, and
p > 0 is the parameter which controls the smoothness of the transition from the legianto the
saturating region. Note that even if DPD is used, the linear range mightdrged for input power, but
output signal power is still bounded by the saturation, and the outputl siihauffers from saturation
clipping.

In order to obtain more output power from PA with high power efficienéyhRs to be driven to high
input levels close to saturation (low IBO). In such a scenario complete lameplification is difficult to
fulfill. The nonlinear distortions are increased though power efficienbpisted. Another alternative

is to reduce PAPR to combat nonlinear effects while enhancing poweresatffic An approximate
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PAPR 0 2 4 6 8 10 12 14
Class A Efficiency| 58.7 | 45.75| 35.66| 27.79| 21.66| 16.89 | 13.16| 10.26
Class B Efficiency| 90.7 | 71.32| 56.08 | 44.10| 34.67| 27.26 | 21.44| 16.86

TABLE |

POWER EFFICIENCY (%) OF CLASS A AND CLASS B PA WITH INPUT SIGNAAT
DIFFERENT PAPR LEVELS

relationship of the power efficiency of class A and B PA and PAPR of a muiiizasignalx is given
as [24] [373]:

N = ax e PPAPRX) (2.27)

where PAPRX) indicates the PAPR of the input signgland « and 3 are coefficients depending on
the PA class, e.gx =58.7 and3 = 0.1246 for Class A PA andx = 90.7 and 3 = 0.1202 for Class B
PA. The power efficiency of typical Class A and Class B PA’s driverabyinput signal with different
PAPR is shown in Table I. The power efficiency increases monotonicatlyeaBAPR decreases. So, it
is desirable to boost power efficiency by reducing the PAPR of the ingiidkinstead of improving PA
linearity.

2.4 PAPRreduction schemes

A large effort has been devoted recently to address the high peak {@swe in multicarrier systems
[18, 19, 21]. Existing signal transformation schemes targeted at refflRARR can be divided into

several categories: Clipping Based, Coding Based, Multiple Repréiserdaad Signal Adding Context.
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2.4.1 Clipping-BasedSchemes

The simplest way to avoid high peaks is clipping. Time-domain signals are clgpmkthe peak val-
ues are limited up to the clipping threshold before application to PA. By clippingiginials deliberately,
peak values can be controlled thereby avoiding unmanageable nonlifeeds ef PA.

To achieve better performance, the clipping threshold is usually preset kan the saturation
value of PA, due to which more distortion is expected to be generated. Whil@@&e distortion is
critically limited in practical systems for the purpose of not interferencingcagiiechannels, so filtering
is usually followed the hard clipping to remove the OOB distortion. It has begred [34] that filtering
in frequency domain will regrow the time domain peaks in some way. A method obiraprent is to
iteratively do the clipping-filtering process to remove distortion [35].

Although distortion can be removed by filtering, it is not adequately contrédiedeet the require-
ments of some specifications. Thus distortion controllable methods are dede[86] introduced the
distortion control schemes by setting a bound on maodifications on frequentgid symbols after each
recursive clipping-filtering process. In [37] similar distortion controlppked, using different bounds
for in-band processing and out-of-band processing.

Clipping gives rise to out-of-band power by introducing sharp edgeseititie domain signal. To
mitigate the out-of-band frequency content, an alternative is to apply a catimggtransform to adjust
the signal gradually instead of directly clipping it [38]. At the receiverjraverse process is needed to
recover the original signal.

A hybrid scheme of combining clipping and companding is proposed in [38f dombination

is targeted to reduce PAPR while not degrading BER performance cothpmi@nventional-law
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companding scheme. The authors [39] proposed a concept of fPrdming ratio which limits the
amplitude but does not degrade BER performance. The “proper” clipgitio is identified through
simulations according to different modulation sizes of QAM.

Peak Windowing is another method closely related to clipping [25,29,40,4ide peaks were mul-
tiplied by a window function, chosen to reduce out-of-band distortion byoshirag the sharp corners.
The selection of different window functions and parameters enablégnaées to control the distortion

level to comply with the regularities.

2.4.2 Coding-Basedschemes

This class of techniques limit PAPR by excluding codewords that genergie RAPR from the
transmission codebook. Only those signals with a peak amplitude below thtethtgeel are chosen.
This results in a complete elimination of the clipping noise.

Coding based scheme was first proposed in [42], in which an exhawsstarch method is applied
to produce a 3/4 rate block code, reducing the PAPR of a four-caigiealfrom 6.02dB to 2.48dB. A
general analysis reveals that only limited redundancy is needed to athégeal of reducing PAPR,
however, no good codes for practical valuedNof 64 are known. A simple strategy is to exhaustively
check all possibilities and use a table lookup. Some codes are chosehdmatiee observation that
an OFDM symbol with a small PAPR has an instantaneous power that is most tifrth close to the
average power. The symbol before the IFFT block therefore hasairam close to flat, or alternatively
an impulse-like autocorrelation. Two codes based on this criterion are Getpyences [43] and m-

sequences [44].
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All these block codes provide a low PAPR, typically below 3 dB for the smaihimer of carriers
considered, but suffer some serious drawbacks. They introducdicigt overhead (25% to 50%) and
are only available for a small number of carriers (4 to 16) and small cortsellsizes (1 to 4 bits per
carrier).

In theory, the error correcting capabilities of these codes can alsoleited, thus leading to
codes to protect both BER and PAPR. However, finding a good codehvidialso good for PAPR
reduction purposes is not an easy task, because if a codeword bd<P§&R characteristics most
likely its neighbors will too, but they cannot be chosen as codewords sidequate distance should be
provided for good coding. Moreover, no efficient implementations aadable yet. These drawbacks

dramatically limit their usefulness with regard to real applications.

2.4.3 Multiple Signal RepresentationSchemes

The idea behind multiple signal representation is to generate multiple equivafgesentations
of the transmitted information block and choose the representation resulting lovtlest PAPR to
transmit [45]. This approach does not remove the high PAPR completeligwer the probability of
occurrences of high peaks, and it requires less redundancy cedwéh coding based schemes.

Selective Mapping (SLM) [46] uses different phase vectors to rot&etb-IFFT OFDM symbol
to generate different representations, and side information indicatinghvghiase vector being used
is needed for the receiver to convert it back. The drawbacks ofdhenses lies on high computa-
tional complexity in exhaustive search for the best representation dheafandidate pool, and side
information needed to be transmitted to indicate which one being selected. Peatiamit Sequences

(PTS) [47] aiming to reduce the complexity of SLM, groups the subcarii¢ossub blocks. For each
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block a rotation phase vector is applied. The complexity is reduced by elimirtagngeed to compute
IFFT for every phase vector.

Although the partition can reduce complexity from SLM, PTS still needs toessdihe problem of
how to obtain the optimal phase vector for each block. Exhaustive sisapcbven to be inefficient. A
gradient descent search [48] accelerates the process and lowesplexity. [49] addresses the issues
in PTS of search complexity of high dimensional vector and optimal transmistgde information. It
formulates the search process as a combinational optimization (CO) andpiesignulated annealing
to solve it. It concluded that random search can achieve better perfoentver sequence search. A
scheme of embedded side information was also mentioned.

Since side information has to be transmitted, it causes some data rate loss. Sthodsnage
proposed to transmit the side information implicitly, that is, no explicit side informasidransmitted
but it is suitably hidden in the data without sacrificing bandwidth [50]. Hawethis is achieved at
some cost in power.

For PTS, it is common to use uniform rotation phase factoi,itrt). Given a partition method
(adjacent, interleave or random), after studying relative phase chaefpgenced to the phase of peak
in the cluster, [51] concludes that such phase changes to optimize PTi& @pproximated properly
by a Gaussian-like curve. Then, it suggests the usmofuniform phase factors in PTS which can be
determined in advance according to the number of subcarriers and thenoffT'S clusters and PTS
partition. The non-uniform phase factors are obtained by optimizing a Mbtgé&ctive function which

is similar to minimizing quantization errors, using discrete points to approximate ss@atlike curve.
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Other methods can also be used to generate multiple representations,fipiexdifferent inter-
leavers are used in [52]. Each interleaver generates one reptéasenfahe original information data.
The advantages of interleaving is that it protects data transmission fronutsiedorors and increases

the robustness of transmission thus lowering the bit error rate.

2.4.4 SignalAddition Schemes

Schemes in this category seek to reduce PAPR by adding property altedigiiats in the OFDM
system. In the adding context, the property alteration signal can be désigtiee frequency domain
and then inserted in null or data-bearing subcarriers; or designed in tmeaid and then directly
imposed on the signal. Unlike removing the peaks by directly hard clipping,|theon signal is
designed with the interaction between time and frequency domain, with somevéqraitess involved
in the schemes. Through the process, clipping noise is distributed aagigrditder the criterion of not
degrading the system performance.

The added signal is required not to affect the information transmitted. Thibeaone by either
reserving peak cancellation carriers [53-55], or using pilot tonef [6adjusting the constellation
symbols [57-59].

Tone reservation (TR) [55] designs the alteration signal by projectinglifn@ing noise to reserved
subcarriers, while data-bearing subcarriers are not affectedcartoellation signal can also be designed
through convex programming [60, 61].

Active Constellation Extension (ACE) [58, 62] adds signals to data bearingll subcarriers with-
out degradation by adjusting the constellation points along some specifitiaiisec Only the outer

points of a constellation can be extended along the direction that increagedistances with all other
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points, thus not degrading BER performance at cost of large powesuocgption and increased com-
plexity of iterative processing between frequency and time domain.

Yoo et al. [63] proposed a scheme named Selective Mapping of Pantias T8 MOPT). It combines
the ideas of TR and SLM. Instead of optimally searching dummy symbols addedliirtb® unused
subcarriers, it presets a finite set of PAPR Reduction Tones (PRIrgehat contain symbols designed
to reduce PAPR. Then only selecting the best vector out of the finitevast thie number and positions
of PRT. It reduces the time cost by avoiding TR search process, lexjpaeted, its performance is not
as good as TR and still side information of SLM needs to be transmitted.

The PAPR problem is formulated [64] as a two-stage optimization procesdjustiag signs and
amplitudes of subcarriers respectively. First the signs of values efrdiff subcarriers are adjusted and
then the problem is converted into a convex optimization problem to choosmifigales. Unlike [60]
[61], it restricts the change of amplitudes to correspond to some seaechialrto guarantee the BER
performance.

[65] deemed the out-of-band subcarriers after taking FFT back freersampled time signal as
“Ghost carriers” introduced in [66], values are set on those sdbcaunder some spectrum constraint
via convex optimization to minimize PAPR, simulations showed the scheme respespetteim mask
even after average power was increased in this adding context, similawvasralso reported in [67].
Similarly in the adding context, [68] borrows the idea from [69] to designadirey signal that only
contains one or two extra subcarriers. The adding signal is calculatedtime domain signal which

exceeds the clipping threshold.
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Some cost is still incurred in these schemes in transferring clipping nosetefflf the signal is
added on reserved peak cancellation subcarriers, data transmigsianhaarrespondingly lost. Mean-
while, the average power of transmitted signal is increased after addiradténation signals, equiva-

lently, the power used for data transmission is decreased, which affectgdtem performance.

2.5 Analysisand Trade-off Considerationsof PAPR Reduction

As shown before, many signal transformation schemes proposed to mitaydieear effects adopt
PAPR as the cost function and try to reduce nonlinear effects by acbiemaller PAPR. In order to
improve the system performance, we expect that PAPR should predentibkent of distortion induced
by nonlinear power amplifier. However, we note that PAPR itself is not giméa capture the statistical
effects of PA nonlinearity.

Firstly, PAPR only indicates the maximal peaks in time domain as shown in Equatidmwaile
some secondary peaks beyond the clipping threshold also contribute lioeardistortions. But the
PAPR value does not capture this situation especially in the high power edficiegion, where it
is common to have more than one peak clipped by the PA saturation. SecohBR, iRdicates the
probability of clipping in conjunction with IBO and PA saturation from Equatiol®2 but it is not clear
how the probability of clipping explicitly expresses the nonlinear impact, thghien the same PAPR,
different locations of clipping may produce different nonlinear effediserefore, only evaluating the
capability of achieving smaller PAPR is inadequate to represent the ovekafidiiormance. Thirdly,
It may be intuitive to think there is an explicit relationship between PAPR and BERe presence of
nonlinear PA. To some extent, PAPR should indicate or predict the distosibaa nonlinear PA is

present. However, the relationship is quite complicated. From Equation RAFR can indicate the
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probability of clipping after a specific system configuration is given suctha number of subcarriers
and PA saturation level above the average power, but it is not cleatitoags how the probability of
clipping affects the amount of nonlinear distortions and degrades therspstdormance, since at the
receiver clipping noise is spread by Fourier Transform to all sulezarif clipping occurs. Further,
we note that if signals have the same PAPR values, the distortions may still vdifferent IBO
configuration and PA saturation. So, we note that PAPR is, in this serts®) appropriate measurement
to show the potential nonlinear distortions.

To describe the system performance in case of nonlinear amplificatiorshongd consider both
in-band distortion and out-of-band distortion. We denote the frequeoyath signal after nonlinear
amplification asx™? that is,

XY = TFFTINQ) () (2.28)

whereIFFT(NQ) (o) representNQ point IFFT andxy, k=0,1,...,NQ—1 is obtained from Equa-
tion 2.16. We defin&(ND) = [X(1B) X(00B)] whereX(I®) corresponds the in-band portion of PA output
signal; andX(©OB) js the out-of-band portion. By Bussgang theorem, the output signal dh Eifne
domainx, can be decomposed as [70]:

X = ooxy + dy (2.29)

wheredy is the distortion generated by nonlinearity; ands a complex factor chosen such thitis

uncorrelated withxy,

E [ikx]t]
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Taking IFFT over distortion terndy in Equation 2.29 and partitioning it into in-band and out-of-band
frequency terms, equivalently we can express the distortidn as[D (') D(OOB)] Accordingly, we
note that out-of-band distortioD(COB) here is actually equal tX(°°B). In this way, the in-band

distortion and out-of-band distortion due to nonlinearity can be separaiaftifjed.

X = aX + DB 4 D(OOB) (2.31)

When clipping occurs in PAPR-reduced signals, the distortions appéairbband and out-of-band.
It can be seen that the BER performance depends only'8H after this decomposition. A common
evaluation that limits consideration to PAPR and BER trade-off, takes intaatjest partial impact of
PAPR reduction to the link performance, namely in-band distortion, while iggaut-of-band distor-
tion. Thus only PAPR or BER assessment is not sufficient to characteezmpact of PAPR reduction
to system performance.

Therefore, it is natural to develop different schemes to address dfier@gnces on OOB or IB or
trade-off between both which are determined by system specificationgsgnadiemands. In this re-
search, concerns on OOB or IB are addressed by the proposeddseaibiied at the transmitter or the

receiver or both ends.



CHAPTER 3

TRANSMITTER-ORIENTED SCHEME: IMPROVED SIGNAL DESIGN IN PEAK

WINDOWING

3.1 Introduction

Among the PAPR schemes described in the literature [18-21], the peakwitrgdonethod [71]
[29] is widely used in practice as it does not require transmission of sidenwattion [46] [47] or
receiver modification [38] [72]. It does not incur loss of data ratecimding or reserving tones [55]
nor does it require extensive computational load for iteratively pratgsetween frequency and time
domain [35] [58]. Built on the idea of smooth attenuation of peaks to avoighst@mners caused by
direct clipping [34], peak windowing produces much smaller out-of-b@@B) radiation than direct
clipping with comparable complexity [40].

In conventional peak windowing [29] [40], each peak is treated byrancon symmetric window
function weighted with the amount of the peak above the clipping level and/dralbwindow function
is the superposition of the sequence of all window functions. Howexeessive attenuation may oc-
cur due to the convolutional summation at all time instances. When consepatiis cluster together,
neighboring peak window functions will overlap leading to over-attenudtiom closely spaced win-
dowed segments. An adaptive algorithm is applied in [73] to design the windefficients obtained by
minimizing the mean square error (MSE) between the peak windowing attersigiediand the desired

signal with reduced peaks. However, the weighting factors obtaineddrgging errors do not guaran-

38
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tee the windowing attenuated signal to be below the targeted clipping levetiat@lhstances. A finite
impulse response (FIR) feedback-structure was proposed in [7dpkaae negative values in the overall
window function with zeros if necessary, but excessive clipping may stillipdue to the convolution
when peaks are close. In [41], the overall window function is takeneamtiximal envelope of all sin-
gle peak window functions to avoid over attenuation caused by the sigiopobut new sharp corners
appear at some conjunction points of adjacent peak window functiong5]na new procedure for
calculating weighting coefficients is applied instead of the usual method usirextieeding amount of
the peak over the clipping level in case that successive peaks apipigarashalf of the window length.
The new weighting factors for each peak are obtained by solving matsebinear equations to con-
trol the attenuated peak amplitudes tightly bounded by the given thresholdevdn the coefficient
matrix, depending on the window shape, the window length and relative detamong neighboring
peaks, may be subject to ill-conditioning and may produce undesirabliéstelsuthe aforementioned
schemes, the extent of performance improvement is limited especially in thefcaisecessive peaks.
It should be noted that the window for treating each peak is symmetric withcvikelow length, and
only the weighting factor for each peak window is altered to improve the padoce. However, peaks
are randomly distributed in the time signal, and a fixed-length symmetric peak wrilsdwot flexible

enough.

3.2 PeakWindowed SystemModel

The most straightforward way to reduce PAPR is to cancel the peaks Ipyngjithe signal over a
threshold, but it generates sharp corners in the time domain thus incrézSBgadiation. An alter-

native is to employ some window function to smooth the corners to lower OOBti@dfaom direct
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Figure 4. OFDM transmitter block diagram with peak windowing

clipping, as shown in Figure 5. A block diagram of the OFDM system by enmudog block of peak

windowing into Figure 1 under consideration is shown in Figure 4.
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Figure 5. Peak windowing smooths signal from direct clipping.

3.3 PeakWindowing Algorithms

The direct clipping on the envelop of the complex baseband sigmal, can be expressed with a

scale functiorc(n) as

Xpw(n) = c(n)x(n) (3.2)

cn) = 1-p(n) (3.2)
1— |Xé1]\ x(n)[>A

pn) = (3.3)

p(n) is the peak pulse sequence above the clipping threshpigl,, (1) is the output.
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Figure 6. Excessive clipping appears due to convolution in convenipaa windowing.

Peak windowing smooths the sharp corners in the scale functiohto generate a new function

c(n).

Em)=1- > alilwn—mny) (3.4)

wherew(n) is a common symmetric window function with a lendth The criterion to choose the
coefficientsa(n) is that the resultant envelope xf,,(n) never crosses the threshald which implies

that at all time instances especially the peak locatiding satisfies

¢(n) <c(n) (3.5)
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Figure 7. New corners emerge at the conjunction of adjacent peak wsnddVES.

So all peaks should be clipped below the given threshold after peak winglo To avoid large dis-
tortion, ¢(n) should approximate(n) as closely as possible. Any window function with good spectral
characteristics can be adopted in Equation 3.4, such as Hamming, Gaudssiéasen window. A Kaiser
window with lengthL and attenuation factg is expressed as:

o (By/1- (25 —172)
Lo (B)

w(n) = (3.6)

wherel,(-) is the zeroth order modified Bessel function of the first kind. The kemredow function

can easily be shaped by changingndf3, so the adjustable Kaiser window is used in general.
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Figure 8. Excessive clipping occurs between the controlled points in IMS.

In conventional peak windowingy(n) is easily set as

= > p(hn)d(n—hy) (3.7)
hm=arg{ max [p(n)} (3.8)

Nm—<n<nm4

wheren,,, _ denotes the index of rising edge of theh peak pulse and,,,, denotes the index of falling

edge of themth peak pulsed(-) is the unit impulse. The#é(n) in Equation 3.4 is a convolutional sum-
mation of all peak windows. The superposition may generate values gtieatet resulting in negative

values ofc(n) [74]. The signal is over-attenuated thus increasing IB distortion asrsiowigure 6.

The situation is further aggravated in the presence of closely spacksi\wkan a large window length
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is applied. This problem is addressed in the maximal envelop scheme (MES)d the inversion ma-
trix scheme (IMS) [25], but their performance improvement is limited. Atgvwene instance, instead

of summation, MES takes the maximal envelope of all neighboring peak wintoggtablish the over-

all window function. The over-attenuation is therefore avoided, howéwe resultant window function
may not be smooth at the conjunction points of two adjacent peak windowsshd-igure 7. Such
inflexions increase the out-of-band radiation. IMS computes new weigtingsa’ () for each peak
window instead ofa(n) when peaks are closely spaced within half of the applied window length. A
coefficient matrix is first formed according to the relative distances betteeneighboring peaks, then
new weighting factors of neighboring peak windows are acquired by mutigpljne inverse coefficient
matrix with the targeted weighting values at peak locations(im). The weighting factora’(n) make

the values at peak locations of clipped signal tightly equal to the targetedngligpeshold, however,

for other points away from peak locations, the overall window function beageverely attenuated due
to improper weight factora’(n) shown as Figure 8. The coefficient matrix only depending on the peak

locations and the kernel window shape, may be ill-conditioned so as togediha weighting factors.

3.4 Improved PeakWindowing Schemes

As discussed before, if peaks are spaced with large distances, iatergitgan the window length,
the neighboring peak windows will not overlap, then IMS degrades withpmak and MES has only
one entry in the inverse matrix. In this case, either IMS and MES has the senfoenpance as the
conventional peak windowing. However, when peaks are closelyedpath respect to the window
length, adjacent peak windows will overlap and the performance ofyiEaowing will be deteriorated

if all peak windows are added unrestrictedly.
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MES completely replaces the summation with taking the maximal values of the windms ter
reduce distortion, but it incurs discontinuity at the conjunction points ofcadjgpeak windows. Note
that such discontinuities can be effectively smoothed or canceled byl gartianation to reduce OOB
radiation. So, the combination of partial summation and maximization helps to smoathiehgergent
sharp corners while maintaining the advantages of MES.

IMS computes the coefficients by taking all peaks in the vicinity under coratida. If two peaks
are very close in distance, they may result in two very similar columns in théiaeaf matrix which
makes the coefficient matrix close to ill-conditioning. After the matrix inversios, résultant new
coefficients may be extremely large positive or negative values whicle amdesired scaling despite
that the scaling function is well controlled at peak locations.

However, if the two peaks vary a lot in height, the lower peak may be maskégebwindow of
the other higher peak, then it is not necessary to compute the coeffigigheflower peak, where the
ill-conditioning column in the matrix thus is removed. So, identifying the relativehiadifferences
between peaks helps to determine the actual effective peaks in congjthetioverall window function
while mitigating the influence of the small peaks.

The distance between peaks determines the effect of superpositioaloivpedows. While peaks
are randomly distributed with varying distances, the symmetric window with a fegth for each
peak is not suitable for reducing distortion whens canceling peaks. Aguatin 3.5, peaks should be
canceled with the smallest possible distortions. Variable window length anmthastyic window shape

is expected to better satisfy the condition in Equation 3.5.
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Thus we propose two new peak windowing schemes [75], called Sedussyimmetric Superpo-
sition (SAS) and Optimally Weighted Windowing (OWW) respectively, to overedhe disadvantages

in previous schemes and improve the peak window schemes.

3.4.1 SequentiaAsymmetric Superposition

The key idea in SAS is to exploit the benefits of large window lengths and snooailanction
points while limiting performance loss caused by over-attenuation and disaitntifhe overall win-
dow function is constructed in an adaptive way that the window length ondkeo$a closely-spaced
neighboring peak is reduced and the function is smoothed by summing thermtd@symmetric peak
windows.

Peaks in the time signal are first detected to get the location indigesd then grouped into blocks
if their locationsh,,, are within half of a predefined window length, as in IMS [25]. Howeveiljke
IMS [25], we further sequentially aggregate successive peaks tddgblase peaks with large heights
and construct asymmetric windows for them to form the scaling function.

SAS relies on adaptively varying window length based on the proximity afessive peaks to form
asymmetric windows for each peak. The overall scaling function is smodthedmming the adjacent

asymmetric peak windows. The procedure of SAS is as follows:

(i) sort all peaks in the block by height and label them all as ‘unprezkss

(i) starting from the highest peak, check the labeling;

(iii) if the peak is ‘unprocessed’, apply single peak windowing with a pfiedd window length and

add it to the aggregated window function;
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(iv) if the current peak is ‘uncovered’, use the distance to the clgseseding peak labeled ‘survivor
as the half of the window length and use the exceeding amount of the tpeak over the
aggregated window function as the weighting factor to construct a windoetibn; Add the left
side of the window function to the aggregated window function; then do the siaopkration to

update the aggregated window function with the right side of the currexktywandow;
(v) label the current maximal peak as ‘survivor’;

(vi) check if remaining peaks are covered by the current aggregaitedbw function; label those
covered as ‘purged’ peaks and those uncovered but in the ratige ofirrent aggregated window
function as ‘uncovered’; keep those peaks out of the range of theegagted window function

still as ‘unprocessed’;
(vii) back to (ii), till all peaks are labeled either as ‘survivor’ or ‘pudje
(viii) adopt the aggregated window function as part of the scaling fundtiorthe current block of

successive peaks.

In this way, small peaks, similar in MES [41], are concealed under largghibering peaks by the
aggregation and purged from further processing. Only those pettktarge heights will contribute to

constructing the scaling function. The new scaling function is:

Coas(M) =1— ) as(D)wa(n—mi) +ws(n—ny)] (3.9)
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wherewg (n) andwg, (1) are the left side and the right side half of the window function respectively
which have different window lengthsis(i) is the new weighting factors, for those concealed peaks
indexed byj, as(j) =0.

For each unconcealed peak, we design an asymmetric window as in $tem¢ithen superpose all
peak windows to build up the overall window function for the block. The distebetween the current
peak and the adjacent preceding peak defines the left-side window,lémgthindow coefficient at the
current peak is one, while zero is at the preceding peak. The righbkitie peak window is obtained
similarly. Each peak window is made of two asymmetric segments in general. Fbrsthand last
peaks at both ends of the block, the predefined window length is used asithow length.

The weighting factor for each asymmetric window is adaptively updated in(stgp They are
actually set as the corresponding valu@im), which guarantees that the peak is tightly bounded below
the threshold, thus avoiding over-attenuation. Note that the superpodigsyrmmetric peak windows
occurs only between adjacent unconcealed peaks, so the overatiwindction is smoothed without

new corners.

3.4.2 Optimally Weighted Windowing

The strategy underlying OWW is to take the advantages of the inverse matrixaagh with limited
attenuation at peak locations but impose constraints on coefficients to awadditioning.

In this scheme, similar to the first stage shown in Figure 4, peaks in the inpai sige detected and
grouped into blocks which contain consecutive peaks captured by lfhef itlae given window length,

and then peaks are sequentially ordered according to their heights.
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After that, instead of constructing asymmetric windows for peaks, a symmatigow with the
predefined window length is still used for each peak, so we establishfficeo# matrix from the
predefined common window function according to the relative distancesgthore peaks. Instead
of using the procedure in IMS [25] of calculating the weighting factors bytiplying the inverse
coefficient matrix with the target peak pulse valuepim), we formulate a constrained optimization
problem and solve it to get the optimal weighting factors for peaks.

The optimization is performed withl peaks in one block. It is formulated as follows:

minimize Ilec|
subjectto: Wpa>P (3.10)
whereo = oy, o1, -+ -, o] that containk weighting factors for peaks grouped in one blo¥k;, is

a K x K symmetric matrix with entry values from the predefined common window functioardimng
to the relative distances among peaks in the bl®ck; [py,,---,pr,] contains the desired peak pulse
heights at the peak locationsyin).

In this way, the window attenuated signal can be tightly limited up to the threshpkh&tlocations
so that over-attenuation is avoided. In the meanwhile, the constraint irti&gual0 guarantees that

Equation 3.5 is satisfied. The new scaling function can be expressed as:

[e.e]

Comw(M) =T= > g (hm)W(n—hp) (3.12)

m=—00

Whel‘eoc;WW denotes the new weighting factors on all peakslapdndicates the peak locations.
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Equation 3.10 is a general Quadratic Programming (QP) problem. It is easivtoand implement
using some standard algorithm [76]. Depending on the clipping level amqu¢ldefined window length,
the peaks may be grouped in different ways, consequently the formdtimoetiicient matrix is also
varying. However, large PAPR ratios only occur very infrequently g large window length should
be avoided as it increases the IB distortion [29]. So with moderate windaythisrand clipping levels,
usually only several peaks are grouped in one block, which do not ientpesvy computational burden
to solve this optimization problem. And the number of unconcealed peaks inarieis usually small
after the aggregation process in the first stage, so only slight computadidsiincurred to solve this

optimization problem.

3.5 Simulation Resultsand Discussion

Simulation results and comparison analysis are presented in this section.cAssaid in [29], the
performance of peak windowing schemes relies on the common window evaveind the window
length. The shape of the window function affects the spectral propeitike window clipped signal.
Given that the window shape is fixed, a larger window length is expectedottupe smaller OOB
radiation but larger IB distortion. To some extent, the choice of of windoweslzad window length
should be factored in for evaluating the performance. So, to fairly coartharmperformance of proposed
schemes with others, we only fix the window shape in our simulation using arkdrsgow with3 =12
while the window length is varied to observe the capabilities of each scheme.

When the window length is being changed, IB distortion and OOB radiatiotmareeompeting

factors. The trade-off between them must be considered in the perfoenesaluation. In our simula-
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tion, Relative Constellation Error (RCE) and Adjacent Channel Pow&o RaCPR) are computed to

characterize the IB distortion and the OOB distortion respectively [7].
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Figure 9. RCE versus ACPR curve for peak windowing schemes withreliffevindow length at a
fixed output power level

To fairly assess different peak windowing schemes, our simulation ésaus power efficiency that
measures how much PA output signal power is delivered to the communicatomel. This output
power is tightly connected with SNR which in turn impacts the receiver BERR&E and ACPR
are evaluated with different window lengths given that the output sigmakp after power amplifier

(PA) is normalized among all schemes. In the meanwhile, the nonlinearity of th& rmain source of
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distortions, but here we focus on evaluating peak windowing schemean steal linearized PA up to
its saturation is assumed.

In our simulation, OFDM signal is modulated with 16QAM and has 256 subcsyi@@d an over-
sampling factor of 8 is used. The window length is defined as the number of éimglas after over-

sampling varying from 17 to 225.

schemes IMS MES SAS | OWW
Window Length 97 193 161 179
RCE -26.41 | -25.00 | -25.38 | -25.00
ACPR -76.93 | -81.34 | -85.34 | -91.58
TABLE I

ACHIEVABLE MINIMAL ACPR FOR DIFFERENCE PEAK WINDOWING SCHIMES UNDER A
CONSTRAINTRCE < —25DB)

Given a required PA output power level of output backoff 2.47dB,RI@E and ACPR trade-off
curves of all peak windowing schemes are shown as in Figure 9.

For each scheme, RCE increases with increasing the window length, whil® A€€reases, as
expected. When the window length is short, the improvement of the new ggdmchemes is not
obvious because all peaks are treated as individual peaks and ter@tlgeaks are detected. With the
window length increasing, correspondingly more consecutive pegleaapAs a result, the advantages

of proposed SAS and OWW schemes become larger compared with ME®I&nd |
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Considering the trade-off between RCE and ACPR, the SAS and OWW nsetimiti achieve
smaller ACPR given the same RCE constraint compared with existing MES a8dHRbt example,
given a requirement that RCE is below -25dB as in the WiMax standardh&]minimal ACPR that
can be achieved by different schemes with different window length desllis Table Il. When RCE is
limited under the condition that the output power level is fixed, the window leceyiimot be increased
indefinitely to decrease the ACPR. But we do not set any constraint atowitength, so we assume as
long as RCE is under the RCE requirement, any window length can be used.

It can be seen that SAS has ACPR approximately 8dB lower than that oAHdACPR 4dB lower
than that of MES when the constraint of RCE is applied. OWW even achoiddsver OOB radiation
than that SAS. So, given the RCE constraint, the proposed schemedaupthe existing schemes in

obtaining smaller OOB radiation. OWW even exhibits the best performance atinesegschemes.



CHAPTER 4

RECEIVER-ORIENTED SCHEME: CLIPPING NOISE ESTIMATION AND

COMPENSATION

4.1 Introduction

With the increasing demand for high speed data transmission, more bandwésitipligyed in the
physical layer techniques in wireless communications systems, e.g. bandwidtbile wireless sys-
tems increases from 5MHz in 3G WCDMA to 20MHz 4G LTE systems. This tréranploying larger
bandwidth to provide higher data rate extends to on-going standardizativiti@s in LTE-A systems
and even to future 5G systems. The use of OFDMA in those systems theedeforands high order
OFDM with a large number of subcarriers being adopted.

In recent years various methods have been proposed to addres&RRei$3ue at the receiver
side [77], aiming to lighten the computational burden at the transmitter. Reasieated methods
are highly desirable when limitations on power consumption, implementation casingputational
complexity exist at the transmitter depending on system specifications oapskgations. However,
receiver-oriented reconstruction methods face new challenges in @Fystems. The envelope varia-
tions of the multicarrier signal become even more severe due to significaggyriamber of subcarriers
being used in OFDMA.

Conventional receiver-oriented methods require all subcarriersarO6tDM symbol to be demod-

ulated in order to perform decision-aided iterative estimation and compam$&8e80]; however in

55
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OFDMA each user only knows his/her own modulation while modulations of atbers are generally
unknown, which precludes these methods from being deployed. Unlikepir@ach of performing it-
erative reconstruction on the entire signal in [81], the clipped signal iDM# is compensated in [82]
with iterative band-limited signal recovery over reserved subcarrfe@sapplying simple clip localiza-
tion on signal samples at Nyquist rate.

In this research, we propose a novel method of estimating clip locations wittregeam analysis
on oversampled signal sequences and reformulating the signal remtiostiwith frame theory to de-
velop an iterative algorithm of alternating projection over convex sets tdetédok problem of clipping
noise mitigation in OFDMA [83, 84]. As discussed in [82], the accuracyipflocations in the recov-
ery process is a key factor that dictates the selection of the coefficibrmatrix out of the full-size
Discrete Fourier Transform (DFT) matrix in the inverse problem, and thsigtificantly impacts the
system performance.

We explore three factors to identify the clip candidates in the time domain: thenelssef sig-
nal level to the clipping threshold, the time distance of neighboring samplesxtbaed the clipping
threshold, and the out-of-band power in local windowed spectrogasadon time-frequency struc-
ture extracted from Short Time Fourier Transform (STFT). After clipataans are extracted from the
received signal, the iterative projection method is adopted to recover tipedlgignal. Extensive sim-
ulations are conducted to show that our proposed method significantlyrfmutpe the method in [82]

especially in high SNR regime.
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4.2 TransceiverModel in OFDMA

Unlike the general case of OFDM in Equation 2.5, OFDMA signals undestigegion here include
multiple users and guard subcarriers reserved to protect signals®iarhdther bands. Let us consider

a complex baseband representation of an OFDMA signal Wittubcarriers an# users,

P
1 .
x(t) = WZ Z XmeJZﬂmt/Ts

p=1me,

1 .
+—=> X, 0<t<T, (4.1)
\/> — J—

TER

where%, is the index set of subcarriers allocated to pile user;Z is the index set of pilot and guard

band subcarriers as non-data-bearing toXgsis a data symbol on theith subcarrier modulated from

a given QAM constellation for data-bearing tones or known values aszam non-data-bearing tones.

The union of all index sets covers all subcarriers,ﬂ.é.] U\ JZ ={0,1,...,N—T1}. In this research,
=

all subcarriers iZ are used for signal recovery at the receiver. When clipping o@ute transmitter

due to nonlinear PA effects, the output sigma(t) of the PA is bounded by a predefined clipping

thresholdVs, similar to Equation 3.3, assuming the phase is unchanged.

Xc(t) = (4.2)

The clipping ratio is defined as

v =V,/o. (4.3)
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GenerallyV; is either close or identical to the actual PA saturation level, while the signampefis
adjusted by input back off (IBO) to PA saturation. It is obvious that thecsien of a proper clipping
ratioy highly depends oRAPR in Equation 2.15.

Normally N-point Inverse Discrete Fourier Transform (IDFT) is applied at thesmaitter to obtain
the discrete time signal sampled-&s) = x(t)|_n1, /N in Equation 4.1. Briefly its vector form with
x ={x(n)}is the same as Equation 2X2—= Wy X, with X ={X(m)} andWy is the N-IDFT matrix.

The clipped signal is expressed@s= {x.(n)} = {x¢(t)li=n1, )N} @nd the clipping noise is given by

ec(n) =xc(n)—x(n) (4.4)

In OFDMA receiver, assuming that the frequency channel respidniseknown, the received fre-

guency domain signal, similar to Equation 2.13, at subcarntiés

Y(m)=H(m)X,(m)+ G(m),m e [0,N—1]. (4.5)

After zero-forcing (ZF) channel equalization [85], the output signdfequency domain is

Y(m) = Xc(m)+G(m)/H(m)

= X(m)+E.(m)+G(m)/H(m),m e [0,N—1]. (4.6)
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whereX¢ = {X.(m)} is the DFT ofx. = {x.(n)}, G(m) is the Gaussian channel noise in frequency
domain with zero mean and varianeg andE.(m) is the distortion due to clipping. The demodulated

signal of thepth user is estimated with maximal likelihood as

K(m) = argminY(m) —xplz, me U, 4.7)
Xp

wherey,, denotes the constellation points of the modulation scheme ofpuser

Clearly if the clipping distortiorE.(m) in Equation 4.6 is compensated, better results are obtained
by replacingY(m) with Y(m) = Y(m) —E.(m) in Equation 4.7. Note that in the absence of other
users’ modulation information, theth user cannot utilize the difference betweéfm) andY(m) of
the whole symboK(m),0 <m < (N —1) to iteratively canceé. (n) which invalidates the conventional

schemes [78] [80].

4.3 Recoveryof Clipped Signal

With a normal clipping ratio, it is easily seen from Equation 4.2 that the clippingeno Equa-
tion 4.4 consists of a sequence of pulses in time domain. Given one symhmd péthe input signal
x(t),t € [0,T,], each pulse in the clipping noise sequerggt) characterized by its location, dura-
tion, magnitude, shape and phase is determined by the clippingyatithe original signak(t) is
approximately a Gaussian random process following the central limit theofémrefore, the pulse

characteristics are completely random from symbol to symbol.
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As widely known, the magnitude afn) in Equation 5.1 is approximately Rayleigh distributed [86].

The average up level-crossing rate depends on the clippingyasd87],

N 2
Np —N\/E*y*e_yz (4.8)

whereNﬁp denotes the average number of samples out of N with magnitudes exceedihgettholdv;.
For instance, for a practical clipping ratio of 4dB, the average numbedipifing pulses in one OFDM
symbol period is about.0775 % N.

For the discrete samples(n), it is necessary to specify the location, magnitude and phase of each
pulse to fully determine the clipping noise sequence. However, it is verguiffio determine the
characteristics of the clipping noise directly from equalized frequenaykes in Equation 4.6 without
knowing clip locations, because known variables on pilots, guard bevuhsiers and target user data
subcarriers are far fewer than all unknown variables that chaizetire pulses in the clipping noise.
As in [82], we recover the clipped signal in two major steps, namely, peaization and magnitude
estimation, as shown in Figure 10.

Firstly the locations of clip candidates are estimated through peak processingorresponding
phases of clips are predicted, and secondly magnitudes of clips areaubtaniteratively solving
eqguations established with the estimated clip locations and the difference bétiwag and X(m)

on reserved subcarriers in s&t
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By utilizing all known valueX(r),r € Z on frequency reserved subcatrriers, the differences between
received samples and prior known values are obtained as knownlearialyuide the calculation of the
unknown magnitudes of clips.

Eoo(r)=Y(r)—X(r),reZ% (4.9)

The differenceE.y(r) contains the equalized channel noise and clipping noise as indicated in Equa
tion 4.6. From Equation 4.4 has non-zero values only at the clip locations while being zeros at other
locations, so there exists

Ec=W,c"e+& (4.10)

WhereWr,CH is theL, x L. sub matrix takerL, rows andL. columns from N-DFT matrisv™, (-)" de-
notes Hermitian transpose, agdlenotes the channel noise. The index sdt.ofolumns is determined
by clip locations. The clipping noise.(n) can be calculated with Least-Square (LS) projection when
L. <L, as

éc = (Wr,cWr,cH)_]Wr,cEco (4-11)

If the number of possible clids, > L, the cardinality of se#%, Equation 4.10 becomes under-determined.
The results obtained from Equation 4.11 can be ill-conditioned. The clipidatied are refined or the
recovery process for this OFDM symbol is skipped. Therefore tharacg of estimating the number
and locations of clips significantly impacts the performance of clipped sigoalery.

4.3.1 ClipLocalization through peakfiltering

PA clipping in Equation 4.2 affects the entire continuous-time signal. Unlike\[8&re clips are

estimated with samples at Nyquist rate, our clip localization samples the recggread with an up-
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sampling facto > 4, which facilitates the localization of all the peak pulse candidates in Equation 4.4
The discretgN samples of the input signal are givemas- {x(n)} = {x(t)l=nt, N}, € [0,JN —1]

from Equation 4.1, that is,

K - .
=g L X(mermn/N

k=1me% (412)
+ o X X(r)eZm/IN n e [0,JN —1]

where{X(n)} of sizeJN can be seen as zero-padding the original OFDM b{adk.)} of sizeN. Thus

the corresponding received signal in time domain is

y(n) =x(n)+ec(n)+n(n) (4.13)
wheren(n) is up-sampled equalized noise. Deep frequency fadirtd may boost noise severely in
frequency domain bug(n) in time domain is smoothed due to IDFT averaging effects. Further, we
employ median filtering with siz§/2+ 1 overy(n) to remove the disturbance from large impulse
values in noiseg)(n) to clip location estimation.

Under normal circumstances for reliable communications the signal powercis lamger than the
noise power and thus the magnitude of the signal is much larger than the héisetine instances

where clipping occurs. The equalized signal magnitude satisfies [82]

ly(m)[>mn)| (4.14)
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which is exploited to identify the potential clip locations. So the equalized time samijteshagnitudes
close toV; are selected as clip candidates. Assuming the clipping thre3fasknown at the receiver,
samples iny(n) with the magnitude greater thay — .oy, are selected, wherg is a factor chosen

to adjust the number and locations of clip candidates @pds standard deviation of noise power.
Depending on the system configuratiancan be chosen offline to avoid clips being missed due to
smallu values or being falsely reported due to lafgealues.

The clipping pulse duration is a Rayleigh random variable depending oritipéng ratioy [87]
which is also exploited to identify the potential clip locations. So we use rurtHemgplysis over the
sequence of clip candidates identified according to Equation 4.14. Clipdedesl are filtered out if
the number of consecutive samples spanned by the clip candidates is teashhashold determined
in [87]. The L. known variables are usually insufficient to recover all unknown mageguaf up-
sampled clip candidates obtained frogifm). So we have to find the clipped sample locations at Nyquist
rate to establish the equations as Equation 4.10. Clip candidates that span roatigdeutive samples
are consolidated and represented by the close sample location in Equatidrieh4educes the number
of unknowns.

From Equation 4.2 the clipped time signal exhibits a flattened top shape whepanglipccurs
and the instantaneous frequency components contain larger out-epbamr at clipped samples than
that at non-clipped samples, which is another factor exploited to estimate difioles. We introduce
STFT based spectrogram to examine local time-frequency structures optkampled sequence. The
sequences used to calculate the spectrogram are constructed as fdljaedect the local short window

length as2] —1; (2) apply a rectangular window with that length centered at each samgaamet at
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the Nyquist rate, thus the up sampled sequence is dividedNrgab sequence with 50% overlapped
between adjacent windows; (3) inside each windowed sub sequethtect from the samples with the
line determined by the start and end samples of the window; (4) appendieoesadtant sub sequence
with a negative duplicate of itself; (5) cyclically extend the sub sequenca@2N; (6) take 2N-DFT
over the extended sequence to get spectrogram. A thre®hadd measuring out-of-band power of
instantaneous frequency components for each time sample at Nyquistuséel it further filter out the
clip candidates with small out-of-band power in the previous steps.

Our peak filtering procedure to locate clips is summarized in Table .

TABLE Il

PEAK FILTERING PROCEDURE FOR CLIP LOCALIZATION
1) up sample the sequence and apply median filtering
2) label all samples as clips;
3) filter out clips with magnitudgy(n)| < Vs — noy;
4) filter out clips with number of consecutive samples less than
5) calculate spectrogram and out-of-band power at each time sample;
6) filter out clips with out-of-band power less than a threshyd
7) obtain the clip candidate s€t

Itis noted that peak filtering detects and locates almost all the actually clippgoles but it reports

some false peaks as well, which can be refined during the iteration steps.
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As the clipping model in Equation 4.2 indicates, the clipping noise maintains the plsake time

domain signal. So the phases of located clips are chosen identical to thHeedjgagnal at the receiver.

Zlec(n)) =ZL(xe(n)) = Z(y(n)), forneC (4.15)

whereC denotes the index set of peak locations obtained from Table IlI.
Although the noise item introduces some disturbance in the received signahalse changes are
ignored due to noise magnitude being far smaller than the signal strengthatictgd. 14.

4.3.2 Frame-basedilternating Projection for Magnitude Estimation

To avoid matrix inversion and possible ill-conditioned calculation that may daunge estimation
errors in Equation 4.11, an iterative algorithm based on the band-limited| sepwvery is adopted

in [82] to resolve Equation 4.10. The iterative process in [82] is

e = IWIWHle +e,i>1 (4.16)

& = IW"Eqp

wherel is a diagonaN x N matrix with diagonal elements equal to 1 only corresponding to clipping
locations and O otherwisel, is also a diagonaN x N matrix with 1's corresponding to user data
subcarriers and 0’s corresponding to reserved subcarriers.

Studying Equation 4.16, the iterative process is implemented over the sigfall sefze N. It
updates the potential clips and forces other non-clip samples to be zeros afotinaén, while updating

samples on user data carriers and keeping reserved subcarribengead in the frequency domain.
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When errors still exist inth iteratione;, the error disperses into user data subcarriers [82], which may
degrade the performance especially when channel noise power is smalligping noise makes the
major contribution.

As the simulation results in [82] reveal, the performance of the iterativeepsmEquation 4.16,
however, is not as good as the direct least square (LS) solution wkBnisShigh ¢~ 25dB). In the
high SNR regime, the iterative process Equation 4.16 is deficient. When SiNghisthe noise power
is relatively small; estimation of clip locations is more accurate for using the LS mhetimze ill-
conditioned matrix inversion is less likely to happen.

Revisiting Equation 4.10, the matrWr,cH hasL, > L. as the clip location estimation determines.
Then the rows of matriV, " can form a finite frame [88]. A set of vectofs = {¢b,}_;in C*is a

frameif there existA,B € R, and0 < A < B such that
P
AlXIP < D 16 by <BX|*,  vxeCX, (4.17)
p=1

where||-|| and(-) denote norm and inner product in Euclidean space respectiefndB are called
lower and upper frame bounds. Cleaf\l'y;’cH has upper and lower bounds because it is a sub matrix
from DFT matrixWH. According to frame theory, the finite frande can be associated with a matx
by setting the rows of) as the elements of the frame, the bouAdandB are actually determined by
the minimal and maximal eigenvalues of the square m@Q. Considering the dual frame operator
with W, M

L

Wr,cWr,cHX = Z (X, Wr) Wy (4.18)

r=1
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wherew, is therth row of W, ¢. DefineT = I— 2 W, ;W, . SinceA andB are the bounds of the

B+A
frame, then,
E==y (4.19)
Then,
(Wr W, M) = BJZFA(I—T)1 = BJZrA .OO Tt (4.20)

i=1
When truncating the infinite series to different values, different leveblppiroximation to the matrix

inversion are obtained. Then the iterative inverse construction is forrdwdate

Xk = Xk—1 +7Z(<XO»Wr>_<kahWr>)Wr (4.21)

As Equation 4.20 indicates, the iteration in Equation 4.21 is guaranteed torgerteghe LS solution.
Meanwhile, the iteration in Equation 4.21 performs only on the sub spag&ofiith sizeL, andL..
The band limited recovery formulation is actually a projection over convef=@CS). The set of

vectors with¥ ={egle.(j) = 0,j € C,0 < j < N}is convex.

Proof. VO < a <1, x € R, lets= (1 — )&+ xeco Wheregg, € W, e € .
Considerall ¢ C,s(j) = (1—a)ec1(§) + xec2(j) = (1 —ax) x 04+ a0 = 0.
So,sc V. ThereforeY is convex.

O

The same argument applies to the €etn frequency domain{) = {E¢|E.(m) = E,o(m),m €

Z#,0 <m < NJ. So the projection with DFT matri¥/" is over the two convex sets.
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Our new frame-based alternating projection scheme seeks to find ant¢heatng projection path
between the two convex sétsand Q) to tackle the performance degradation in high SNR regime. We
concatenate the iterative process in Equation 4.21 and Equation 4.16, taiseakéthe upper bound
of frame to narrow down the candidates in the sub space in Equation 4.2peed up the convergence

process. The new iterative process is

B—1 1
= (TI+§ICWIrWH)ICWIrWHICe-L_1+eo,i>1 (4.22)

1
e = (I+ E|CW| WHMIWE

The coefficient2/(A + B) in Equation 4.21 adjusts the convergence rate in the frame-based iterative
process. As/vr’cH takes a sub matrix of N-DFT matrix, it has spectral nq&thr,CHll < 11[89], that is,
the largest eigenvalue B is bounded,1g® is used instead af/(A + B) to accelerate the convergence
linearly.

As discussed, both iterative processes converge to the LS’s solutieribike is zero. Comparing
Equation 4.23 and Equation 4.16, the complexity of both schemes is the sanea€efiigent matrix can
be pre-caculated and stored before each iteration. The stop conditiomplg selected ae; —e;_1)|| <
€ Wheree is a predefined threshold. Extensive simulations are conducted to vexipetformance and
simulation results validate the performance of the new proposed framd-bHsenating projection

scheme.
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4.4  Simulation Resultsand Discussion

The performance of the proposed scheme is examined through simulatioe<OADMA system
is set up according to the IEEEB02.16 2004 WIMAX standard [6]. Théegysakes totaN = 2048
subcarriers out of which are 192 pilot and 319 guard band carrserd as reserved carriers for clipping
noise recovery. A total of 8 users equally share the remaining datarsigibs#n an interleaved pattern.
The target user uses 64QAM modulation, and other users randomly seddciation schemes from
BPSK, QPSK, 16QAM and 64QAM, which is unknown to the target usee ddiditive white Gaussian
noise (AWGN) channel is used to simulate flat fading case. The WiMAX Stéhnel model is used to
represent the frequency selective fading channel [90]. Unc@d€aM without bit loading is assumed
at the transmitter. A typical clipping ratip = 4dB is used in the simulation. The performance of
different schemes is studied in terms of BER versus SNR curves with npnactical range of SNR
that is normally up to 32dB.

The effect of the proposed clip localization through peak filtering is coetparth the existing
simple clip location estimation adopted in [82]. Using clip locations known at therméter as the
reference, the ratio of correctly located clips to the reference clips faraliice SNR level is shown
in Figure 11. It is seen that peak filtering can locate many more actual clippare with the simple
localization method, above 99.8% clips at the transmitter are located corretttly raiceiver. The level
is lower than 97.6% in simple localization by which some real peaks are missedeictide. And
the ratio of falsely reported clips to the reference clips at difference BM& is shown in Figure 12.
With SNR increasing, the amount of false clips are reduced since the nmiger s much smaller

compared to the signal power, the interference to detecting the clips is disoece Compared with
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simple localization that locates extra 23% false clips, peak filtering reducésl$leeclips to lower than
17% at a SNR at 32dB.

The BER curves at different SNR levels in different cases are shoWwigure 13. With no clipping
noise compensation at the receiver, it is obvious that a BER floor existsiethe SNR is as high as

over 30dB, which deteriorates the system performance. With incre@sedaay in locating clips by
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peak filtering, the performance of the magnitude estimation of clipping noisedsmatgoved which
leads to BER enhancement over the method in [82]. After combining peaknitin clip localization
with frame-based iterative projection for clip magnitude estimation, our pezposethod outperforms
the reference method of simple clip localization and band limited signal recadgoyithm in [82],
especially in high SNR regimes. ANR = 32dB, around 14% information bits are wrong if no noise
suppression is applied; and [82] improves the error rate to below 0.1%.0bMithroposed scheme, the
BER is further reduced to below 0.04%.

When SNR is low, the interference from channel noise is so strong thaiutinder of falsely re-
ported clips exceeds the number of the actual clips by a factor greateotieanvhich may lead to a
longer convergence time. It is noted that oversampling is adopted in peaingjite extract the clip
characteristics inherent in the time sequence. Oversampling used in tles@domethod is uniform,
some detailed information around clips or samples close to the clipping threshplgent@st due to the
uniform sample. Considering this, level-crossing based non-unifompléag [91] in analog-to-digital
converter may retrieve more detailed information to further improve the pesgoce, which we will

investigate in future work.



CHAPTER 5

JOINT DESIGN OF TRANSMITTER AND RECEIVER SCHEMES

5.1 Introduction

The PAPR issue has been addressed in various solutions [19-21dollitiens either reduce PAPR
to avoid nonlinear clipping on the transmitter (TX) side, such as multiple repiegens [92], tone
reservation (TR) [55] and constellation extension [93], or reconstianlinear distorted or clipped
signal on the receiver (RX) side [72, 82, 94]. Receiver-orientethats are highly desirable when
limitations on power consumption, implementation cost or computational complexitygeXiX. Con-
ventional RX-oriented methods like [72], [94] require modulation informatiball subcarriers at RX
in order to perform decision-aided iterative estimation. However, in OFDM@&dulation information
of other users is generally unknown to any individual user which invedglachemes based on fre-
guency domain reconstruction over the entire symbol block. Most reggbaches [95], [96] utilize
Compressed Sensing (CS) framework to estimate and compensate the time-dgpaig noise as a
sparse signal with partial frequency-domain information on reserveeliable subcarriers in OFDM.
An approach of combining TR and CS is reported in [97]. However, tlaes#ty level in CS frame-
work imposes constraints on the number of clipping samples allowed at TX amedbvery algorithms
do not show adequate performance when measurements are corrymedebe noise [20], thus the

performance of [97] is limited when high power efficiency is demanded withreeclipping scenario.

74
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In this research we propose a novel method of jointly designing TR at Dframe-based alter-
nating projections (FAP) at RX to improve the performance in presencevefs clipping. The non-
data-bearing tones in one OFDM symbol, normally available in practical sy§i@mere partitioned
into two disjoint sets, one set used for TR at TX to reduce peak valuesthiee set used for FAP at
RX to recover the clipped signal. The hybrid PAPR reduction at TX is desigvith a clipping step
that follows with TR at TX to satisfy the required output power level andsbpower efficiency. The
clipping step cancels residual peaks after TR step of peak reductidyya®ew subcarriers are needed
in TR and thus the complexity in resolving TR at TX can be reduced to the minimaptable level.
On the other hand, the combination of TR with clipping reduces the out-af-bamssion with lower
PAPR compared with directly clipping case. Unlike CS recovery [97] in wtiiehnumber of clipping
samples is picked due to the necessity of maintaining sparsity for CS recawv&), FAP tolerates
more clipping samples and therefore a smaller clipping ratio can be adoptédtatfirther increase
power efficiency. The overall system complexity is well balanced with #sedom in choosing clipping
ratio and the flexibility of allocating subset of non-data-bearing tones leetvi® and FAP. Numerical
results are presented to show the proposed method significantly improrRepd&trmance compared

with that of the existing method when the clipping ratio is low.
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5.2 SystemModel

In OFDMA transmission witt? users, a complex symbol bloek={X;,jn =0,...,N—1}is passed
to an N-point inverse fast Fourier transform (IFFT) to obtain the discrete tioraain samples to be

transmitted. The complex baseband representation of an OFDMA signal is

P
X = JNZ Z X, el 27mk/N

p=1me%,

1 .
— > XN =0,... ,N—1 (5.1)

+
\/N TER

where%, is the index set of subcarriers allocated to pile user;Z is the index set of pilot and guard
band subcarriers as non-data-bearing toXgsis a data symbol on theith subcarrier modulated from
a given QAM constellation for data-bearing tones or known values aszan reserved tones. Briefly

its vector form withx = {x\} is
x=WX (5.2)

whereW is the N-IDFT matrix.
To characterize the dynamic range of the OFDM signal in time domain, PAPRiiedes the
maximal power of the transmitted signal divided by its average powar the continuous time domain.

An estimate with discrete samplegan be obtained as

2
max |x
:k:o,...,Nq' W o ||Xk||c2>o

2 = 2
o & iz

PAPR(x) (5.3)
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where||-||, is the2-norm and||-|| ., stands for theo-norm.

5.2.1 ToneReservation

As described in 2.4.4, Tone Reservation (TR) is a distortionless method tiemtagukak canceling
signal onto the original signal and the resultant signal has a lower PAR&Rpeak canceling signal is

designed over a subset of tones in frequency domain which carry oxariafion data, i.e.,
Xr =X+x7 =IDFT(X + X7) (5.4)

whereXt = {Xt1x,k =0,1,--- ;N —1} and X have non-zero values on disjoint frequency subspaces.
So X7, the signal added, does not impact the information data bearing subgaifige target in this

formulation is then to fincy that minimizes the maximum peak value of the new sigrai.e.
XT =arg r)r(1in IX+X1|loo = IDFT(arg r)r<1in X+ IDFT(X7)]|c0) (5.5)
T T

The values oKry, k € Zr are obtained by resolving Equation 5.5 through a convex optimization, which
can be cast into a Linear Programming (LP) problem of compleity7zr|N?), whereZ; is the index

set of non-zero values oft and|- | denotes the cardinality of a set. The complexity tightly depends on
the number of reserved tones|é&g:|. Some simplification [98] is introduced to reduce the complexity
while comprising the capability of PAPR reduction. The locations of thosevedeones have signifi-
cant impact on the capability of PAPR reduction as well. Without restrictiotgmadls could be reserved

for this purpose, but in this research, only pilots and guard band sidrsaare reserved.
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Figure 14. Sparsity of TR Peak Canceling Signal in Frequency Domain

Actually it is noted [99] that only using a few subcarriers can achieveomable level of PAPR
reduction and render a good balance between the complexity and PARRioed A few subcarriers
in guard bands and pilots are reserved to contain the adding signal irethesfrcy domain. Thus, the

signalXt is “sparse” in frequency domain as Figure 14 illustrates.

5.2.2 Directpeakclipping

When clipping occurs at TX, the output sigrial of PA is bounded by a predefined clipping thresh-
old A assuming the phase is unchanged from the input signal

@Tﬂxk, x| > As
% = (5.6)

X, Xl <A
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The clipping ratio is defined ag = A;/0. GenerallyA; is either close or identical to the actual PA

saturation level, while the signal pow&? is adjusted by IBO to PA saturation. The clipping noise is
ek:?ck—xk,k:O,...,N—1 (57)

In OFDMA receiver, assuming that a guard interval of sufficient lenglilised at TX and the fre-
guency channel responkle=diagH.,,m=0,...,N—1}is obtained using other methods like preamble

training, the end-to-end equivalent received symbol in frequennyadtois
Ym = HmXm + G, m=0,...,N—1. (5.8)

where G,, are complex white Gaussian noise samples with zero mean and vadé.ndla‘ter Zero-

forcing channel equalization, the output signal in frequency domain is

Zm = Ym/Hm = Xm‘i‘ Gm/Hm

= Xm+Em+Gm/Hp,m=0,...,N—1 (5.9)

whereX = {X,,} is the DFT ofX = {%} andE = {E,,} is the DFT ofe = {ex} which indicates the
distortion in frequency domain due to clipping. The demodulated signal opttheser is estimated
with maximal likelihood as

K = arg min‘zm—xp‘z, me % (5.10)

Xp
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wherey,, denotes the constellation points of ugerlt is noted thatZ,, contains clipping nois& ;.
Clearly better estimates are acquired by substituflngwith Zm=Zm—Enin Equation 5.10. Note
that distortionE due to time-domain clipping noisespreads to all subcarriers. In the absence of other
users’ modulation information, usercan not estimate the whole symbﬁfm,m =0,...,N—1}to

iteratively recovex so as to cancgE,, m € %, } from Zom.

5.3 Hybrid Designof Tone Reservationand Clipping at Transmitter and Signal Recoveryat Receiver

From Equation 5.3 and Equation 5.6, we observe that for a fixed PA satyra lower PAPR of
x allows smaller IBO and thus achieves larger power efficiency. Directly iclippke Equation 5.6
reduces PAPR of, however it incurs not only in-band distortion spreadedsut also out-of-band emis-
sion which needs to be controlled under the standard spectral masko[it]isQlesirable to introduce
other schemes at TX to reduce PAPR first and thus lower out-of-bandiemis some extent; and then
combine a sequential clipping step to further enhance the power effici€heyin-band distortion due
to clipping is left to compensate through signal recovery at RX. Non-dasaing subcarriers inherent
in the system can be divided into two portions, one portion for TX use, ther édh RX use. A joint
TX and RX scheme is thereby proposed to mitigate the PA nonlinear effectdimjously allocat-
ing reserve tones for TR at TX and adequately controlling the clipping ratexpose the number of
clipped samples for FAP at RX. The sparsity in the frequency domain is rexptbrough reserving a
few tones to suppress OOB emission with acceptable complexity, while thétgrathe time domain

is controlled by only clipping a few peaks and thus utilized to make signal eegdgasible at RX.
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5.3.1 Hybrid Tone Reservationand Clipping at TX

Tone Reservation [55] partitions all subcarriers in two separate seétsbdaring se and reserved
setZt with |2| + |%7| = N where|-| denotes the cardinality of a set. Some dummy sigkals=
{XqlXq #0,q € Z1;Xq =0,q € Z} are inserted in the frequency domain thereby addingo alter
the waveform in the time domain so that peak values are optimized at TX. Whiletilevalues are
optimized as Equation 5.5, the signal average power is also changed, affécts the PAPR of the

signal. Alternatively, PAPR can be directly optimized as the objective function
nQinPAPR(Y(T), with Xt =X+xt (5.11)
T

Those dummy signals are ignored at RX and BER is not affected bechilsearthogonality between
2 andZ%r. The achievable PAPR in Equation 5.11 depends on the degree ofifieedd; as|%| and
the indices. When the sé#y is not determined the optimization in Equation 5.11 is NP-hard.
Reexamining Equation 5.1, note that part of non-data-bearing sulysatia practical systems can
be used as the reserved tones in TR. With narrowing the searchingfrang® to |#| for candidate
PAPR reduction tones (PRT), the complexity in resolving Equation 5.4 is aeetde Depending on
limitations on TX, finding the optimal solution in Equation 5.4 may still be undesirabdelally some
iterative algorithm is employed to acquire the near-optimal solution. The algoitdrates between
frequency domain by adjustingr and time domain by searching to make PAPR within a preset

error tolerance with respect to the target PAPR. Empirically using only adeerved tones reduces
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PAPR significantly, such tha®| > |%7|. Xt exhibits a sparse signal in frequency domain which is
utilized to desigrxy.
When high power efficiency is demanded with less stress on distortion, angligtep is further

incorporated after TR to bound peak values to PA saturation.

Xrp =Xt +e=X+x7+€ [X1el, < As (5.12)

whereeis the clipping noise between the signal output from TR and the signal dotpufA. Naturally

e consists of a sequence of pulses in time domain according to Equation 5.6de@leded system

performance due te at TX is neutralized after estimating and compensating the clipping noise at RX.

As %1 C %, frequency distortion due te that spans over the séfr ={Z \ #r} is only introduced

by clipping so it is utilized as known information to infer The size of%r is much smaller than the

dimension ofe, which makes the problem under-determined. However, the sege&ocgains a lot of

zeros, which appears to be a “sparse” signal in time domain. The sparSityeidomain makes solving

the under-determined problem more “feasible” and then it is utilized to re¢bgesignal at RX.
Therefore, the combination of TR and clipping at TX generates a veegtafée PAPR reduction

approach in terms of controlling out-of-band distortion and boosting p@ff@miency. The in-band

distortion reduced by TR is shifted to be further compensated at RX as,i@gP&where CS framework

is applied to recover the clipping noise. However, in order to guarantesptusity, CS framework

only allows thes-maximal samples to be clipped at TX, which implies a relatively high clipping ratio

and limits the space for power efficiency enhancement. When clipping ratiw,isriore samples are
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clipped, the sparsity iris not maintained which makes CS algorithms less effective in finding the good

estimation of clipping noise.

5.3.2 SignalRecoverythrough Frame-basedAlternating Projection at RX

Compressed Sensing [100, 101] tends to minimize the number of samples aremest<E, (less
than Nyquist rate), which are acquired through the sensing matgx to retain the information nec-
essary to recover the original sigr&lthat is,E. = W¢ e with |E.| < |e]. Normally it is impossible
to recover the unknown original signal from the measurements of detldcteension. However, if the

sensing matriZV ¢ satisfies the Restricted Isometry Property (RIP), that is, svith(0, 1),

(1-8) [lel3 < [Woel3 < (1+5) [lel]3 (5.13)

holds for alls-sparse vectorse that have at most non-zeros, the recovery is feasible.
In OFDMA, the estimation oft,,, m € %, } for userp relies on recovery of the entire clipping noise
ein time domain. Taking the measuremehts as the differences between received equalized samples

Z, and a prior known valueX; in Zr (% < N), that is,

Ec, = Z,—Xp,T € %y (5.14)

and taking the sensing mathi¥ ¢ as the sub-matri¥Vr" selected rows it%; from N-DFT matrix W™,
the CS formulation [97] reaches

Ec=Wg" e+ Ge (5.15)
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whereEc = {Ec,,r € Zr} andGc represents the unrecoverable channel noise \¥&h||, < &£ Then

under CS framework the estimation of clipping noése transformed into aiby-minimization problem.
min [&]3, subject to HEc—WFH éHz < (5.16)

Standard convex optimization algorithms can be applied to solve Equation bitlii,the context
of CS, signal recovery algorithms that utiliagorior knowledge of the sparsity level efare normally
employed such as regularized optimization algorithm like least absolute sheiakeal selection opera-
tor(LASSO) [102] or greedy algorithm as ROMP [103]. Note that in thalgerithms the information
of locations of non-zeros (clips) is not pre-determined before the ieraiarching process. Revisiting
Equation 5.6, given a targeted PA output power level, the clipping threghkitbwn or derived at RX,
however such information is not utilized in the CS formation for signal regowve[97].

The noise level of the recovery algorithms is related to the sparsity seart the channel noise
level &, e.g. for ROMP it is proportional tQ/ma [103]. In order to reduce the noise level of the
recovery, smalk is preferred. The sparsity level is controlled at TX by only selecting a smuatiber
of s maximal values ire to be clipped [97], which normally leads to high clipping ratio and thus low
power efficiency. When clipping ratio is high, the CS recovery algorithresine less efficient.

As widely known, the magnitude afi in Equation 5.1 is approximately Rayleigh distributed. The

average up level-crossing rate above some threshgldepends on the clipping ratio approximately

NC:N\/fy e’ (5.17)

as [87]



85

And it required%r| ~ 0 (N, xlogN) measurements in frequency domain to recover the original clipping
noise [104]. For instance, for a typical clipping ratio of 2dB, the avemagmber of clipping pulses in
one OFDM symbol period is abo0t1316 « N and it need$Zr| > 892 measurements out &f = 2048
subcarriers which incurs large data rate lasst8% reserved tones needed). So when severe clipping
occurs, the sparsity level is not guaranteed and thus CS recoveryssfficiently effective.

At the receiver, we design Frame-based Alternating Projections (FAREtwer the clipping noise
in two steps . Firstly the locations of clip candidates are estimated with helgobr knowledge of
the clipping threshold and corresponding phases of clips are predmteddang to Equation 5.6, and
secondly we cast the problem Equation 5.15 with frame theory instead opt@Sization formulation
in Equation 5.16, and then magnitudes of clips are obtained by alternatingtfogeestablished on
frame iterations between the complimentary part of reserved tones and ralijolates.

Under normal circumstances for reliable communications the signal powercis lamger than the
noise power and thus the magnitude of the signal is much larger than thegp@iséhe time instances
where clipping occurs [82]; and the clipping noisegs also much lower than the in-band OFDM signal,
for atypical value of 2dB clipping ratio, the clipping noise is -18dB lower tthemnin-band OFDM signal

(c.f. (27) in [87]). The equalized signal magnitude satisfies from Equ#&ti®

1Zx| > gkl and |Zy| > |ex]. (5.18)

These conditions are exploited to identify the potential clip locations. So thalized time samples

with magnitudes close t8 are selected as clip candidates, that is, sampl&g with the magnitude
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greater tham\; — oy are selected in the set of clip candida@&swherep is a factor chosen to adjust
the number and locations of clip candidates agds standard deviation of noise power.

It is noted that tends to be selected to make the signal contain as many as possible potential clips
while tolerating some falsely reported locations. During the iterative projeciionhe next step to
refine the magnitudes at all possible clip locations, the estimated clipping noisetisikety confined
to the actually clipped locations, while the values at falsely reported locatolhse to zero which do
not significantly affect the final estimate. Depending on system confignsau can be trained offline
to avoid increasing the complexity of iterations because of including too méseg/ltcations.

As clipping in Equation 5.6 indicates, the clipping noise maintains the phase as thddman
signal. Although the noise iter), introduces some disturbance in the received signal, the phase changes
are ignored due to noise magnitude being far smaller than the signal strerigfjnation 5.18. So the

phases of located clips are chosen identical to the equalized signal atéieer.

Zley) = Z(x) = Z(Zy), forke C (5.19)

From Equation 5.15 after locations of clip candidates are identiéielas non-zero values only at

the clip locationsk € C while being zeros at other locations, so

Ec =Wk & +Gc (5.20)

WhereW|:,cH is the|Zk| x |C| sub-matrix takenZr| rows and|C| columns from N-DFT matrixwH.

Note that the matri)dvp,cH actually represents a frame matrix that means the romqu“ are elements
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of a finite frame [88]. Recall the definition of frame, a set of vectdrs- {¢V}X:1in CX is aframe if

there existA, B € R, and0 < A < B such that

\Y%
Alel* <Y ledy)l <Blel*, veeCk, (5.21)

v=1

where(-) denotes inner product in Euclidean spa&eandB are called lower and upper frame bounds.
Clearly, WF,CH has upper and lower bounds because it is a sub-matrix from N-DFT matrithe
boundsA andB are actually determined by the minimal and maximal eigenvalues of the square matrix
WE WE .

Revisiting Equation 5.13 and Equation 5.21, the frame formulation does not éntbes-sparsity
requirements on the unknown sigrevhich is more suitable in presence of severe clipping scenario
when sparsity level is difficult to be maintained due to the requirement of luglepefficiency at TX.

Following the frame-based alternating projection, the iterative process is

& = (B3 1+ L1 WI W T WI WHI ey + 6,1 > 1

(5.22)
& = (1 + gl W WH)IWE o
wherel . denotes a diagon@ x N matrix with diagonal elements equal to 1 only corresponding to
clipping locations and O otherwisé; is also a diagonaN x N matrix with 1’s corresponding to user
data subcarriers and Q’s corresponding to reserved subcarrighs in

The stopping condition is simply selected|as—e;_1)|| < € wheree is a predefined threshold. The

iterative process converges to the Least Square solution if the Gpisdgnored in Equation 5.20. The
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Figure 15. Recovery of clipping noise with TR at TX and CS and FAP at REFDMA (CR=2dB)

energy dispersed on reserved subcarriers in frequency domasttelpe confined to actual clips in time
domain in each iteration to solve Equation 5.20. Although there exist falsayteglclip candidates, the
values at those false clips gradually diminish in each iteration. After the clipidosaare determined,
the coefficient projection matrix in Equation 5.22 can be pre-calculatedtaretidefore iterations, and
thus the actual iterative process only involves matrix multiplication which lowersniplementation
complexity.

The load balance between TX and RX can be jointly designed by selecting dexécated to TR
in |%r| and tones used to recovery |i#x|. For systems with constraints on out-of-band emission, it

is preferable to allocate more tones to TR, while for those with demands of bigargefficiency and
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constraints on TX complexity, simply clipping tends to be used at TX, then thelegitypis shifted to
RX with a larger number of subcarriers being4.

Extensive simulations are conducted to verify the performance and simutasatis validate the
performance of the new proposed method in obtaining more accurate cliplecand the BER perfor-

mance is therefore significantly improved.

5.4 Simulation Resultsand Discussion

The OFDMA system is set up according to the IEEE802.16 WIMAX stand&fd The reserved
subcarriers are 192 pilot and 319 guard band carfi#fs= 512 out of the totalN = 2048 subcarriers.
Total 8 users equally share the other data subcarriers in an interleattedhp The target user uses
64QAM modulation, and other users randomly select modulation scheme8/&i, QPSK, 16QAM
and 64QAM, which is unknown to the target user. Some percentage dfiicarsiers are used for TR,
e.g. 5%1#|. Uncoded OFDM without bit loading is assumed at the transmitter.

As shown in Figure 16, TR at TX reduces PAPR and thus lower out-odbanission while boosting
PA output power level. The larger number of reserved tones dedicaled, tthe larger is the achieved
reduction in PAPR. But the complexity of calculating the additive signallso increases and the PAPR
level with TR only is still high. So clipping is combined with TR to reduce the computatitbpad and
cancel residual peaks. More PAPR reduction is acquired by combirigiih CS type of clipping
(only thes-maximal values being clipped). The sparsity levé$ limited by the number of available
measurements< |%r|/log(N), thus it does not reach the target PAPR level if high power efficiency is
demanded with a low clipping ratip = 2dB, that is, if more clips are generated due to severe clipping,

CS recovery becomes invalid because the number of measurements useificsemt.
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Figure 16. CCDF with different schemes (osimaximal samples clipped in CS)

The performance of different schemes are studied in terms of BERs/8MR curves with practical
range of SNR that is normally up to 32dB. Similar to [97], the CS recovergraetuses 5% tones in the
set of reserved subcarriers to perform TR, and the remaining exbenbcarriers are used to provide
measurements for CS recovery in which LASSO algorithm is used. To maintifaitmess of the
comparison, same allocations of subcarriers for TR are also applied irctleens of FAP recovery
proposed in this section. Meanwhile, a typical clipping ratie 2dB is applied at TX in both schemes
to ensure that the identical TX power efficiency is achieved. The BERmeance of CS recovery
and FAP recovery is compared in Figure 15. It is obvious that FAP mgawtperforms CS recovery

especially in the high SNR regime. When the clipping ratio is low, the insufficiemtpensation of
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clipping noise in CS recovery attributes to the limitation of the sparsity level thar&Sework can

handle when the available number of measurements is limited.



CHAPTER 6

PAPR REDUCTION IN MIMO-OFDM

6.1 Introduction

Multiple Input Multiple Output (MIMO) systems, employing Space Time Coding GHT105]
[106], enable high capacities for wireless links both in theory and in peactiowever, for broadband
frequency-selective fading channels, conventional space-timedishgccequires very complex equal-
ization at the receiver. This drawback can be overcome by using MI&m®s in conjunction with
OFDM, which significantly reduces the complexity of equalizing delay spegdte receiver by par-
titioning the broadband frequency-selective channel into parallebwaband frequency-flat subchan-
nels [26]. MIMO-OFDM is widely accepted in standards as a technologyh®ibroadband wireless
communication systems that provide the high performance needed to meetréfasing demand of
Internet and multimedia services. However, high PAPR of transmitter sigtilalesains an issue in
MIMO-OFDM systems [21].

As discussed in section 2.4.3, multiple representation schemes are caareésmhemes in reduc-
ing PAPR, that is, they lower the probability of occurrences of large peakile not guaranteeing the
peak level is below the PA saturation. Erasure Pattern Selection [1Jhdlo8gs to this category. EPS
scheme introduces redundancy into the transmission by frame expangiahjsaredundancy is used
not only for PAPR reduction but also for error correction. Active @il Extension (ACE) [58] is a

different approach which lowers PAPR by modifying signals in the acthannels, while a dual ap-

92
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proach namely Fourier Projection Algorithm (FPA) inserts dummy signals breimannels to mitigate
PAPR [53]. FPA designs the dummy signals by projecting hard clipping noigerall subcarriers,
while not affecting data bearing subcarriers. The redundant sudxsaintroduced by EPS can be uti-
lized for FPA purpose. A hybrid scheme of combining both achieve bettéorpgance compared with
either of them being used separately, since EPS provides error pratedtie FPA provides fine con-
trol on PAPR reduction.

We examine the use of the EPS scheme developed for SISO for applicatioiM@ Bystems.
Some recent work has addressed PAPR reduction in MIMO signal trasiemiga MIMO-SLM [109]
and MIMO-ACE [110]. High peaks can appear on any antenna. Daglication of PAPR reduction
schemes for SISO to each antenna individually in MIMO requires extergimputations to reach a
final solution for all antennas, thus causing undesirable increase inexity@and redundancy. MIMO
introduces additional spatial operations into systems besides the usual ¢iquericy operations in
SISO. We develop an EPS-based method to reduce the maximal peak powkarseously over all
antennas and utilize spatial diversity from STC [111]. We show that therse is advantageous in
reducing redundancy when compared with directly applying it to individuénnas and it provides

reliable transmission.

6.2 PAPRin MIMO-OFDM SYSTEM

We consider MIMO-OFDM system witW; transmit antennas ard, receive antennas which uses
N subcarriers. A block diagram of MIMO-OFDM systems that uses Spaoe Block Coding (STBC)

is shown as in Figure 17.



94

Data bits 4 Data bits

| OFDTX V ‘

— OFDVRX >
Channel Coder —»{  Modulator - STBC Encoder {— STBC Decoder —» DeModulator

Channel j

Esfimation

Channel
Decoder

i OFDMTX

Trangmiter Receiver

Figure 17. Overall MIMO-OFDM system model

Consider a MIMO frequency-selective Rayleigh fading channel Wwiihdependent propagation
delays between each pair of transmit and receive antennas. Theetirapolse response between the
jth transmit antenng<1,... M) and theith receive antenna<1,...M,) is given byg; ; (1)(1=0,...L —1).

Let M x N data symbols be transmitted over the channel. Denote the sequence jtm tia@smit
antenna to b&; = [X; (0),X; (1),...,X; (N —1)]. Then the sequence is first subjected to IFFT operation
following by appending a cyclic prefix (CP) at the transmitter. At the resretivte CP is removed and

then an FFT operation is performed. The signal received &thhentenna over theth subcarrier is:

1/ ZH L n)+Ui(n) (6.1)
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where./p/M, is the factor that normalizes the power of the received sididh ) is the additive white
Gaussian noise at theth subcarrier with variance? = 1; Hi; (n) is the channel frequency response

for the nth OFDM subcarrier which is given by

L1
2l
Hi; (n) = Z gi,j(Lexp <]N> , n=0,1,.,N—1, (6.2)
1=0

wherel denotes the propagation deldy0,1,.... — 1. For Rayleigh fading channel, the coefficient
gi,j (1) is a zero-mean complex Gaussian random variable with variraaﬁ'ldeis assumed thag; ; (1) for
anyi,;j,l are i.i.d random variables. And the variancgsare normalized and set to equal power profile
for multipath, i.e.Z‘LL;O1 of = ZL’O] 1/L = 1. The signals in Equation 6.1 can be rewritten in the vector

form as
Y(n) =, /MitH (M)X () +U(n) (6.3)

whereY (n) is a column vector witY (n));=Y;(n), U(n) is also a column vector wittJ(n));=U;(n),
andH(n) is anM,. x M matrix with (H(n)){;=H;;(n), @ =1,...,M;). For simplicity, an Orthogonal
STBC (OSTBC) is employed in our approach, e.g. Alamouti scheme Mith= 2 [112]. During
the first OFDM symbol period, two OFDM symbaXs, andX; are transmitted from antenna 1 and 2
respectively; during the next OFDM symbol periedX; andXj are transmitted from antenna 1 and 2,
where(-)* denote element wise conjugate transpose. At the receiver, the Alamtadtide technique

extracts2M, order diversity, which may give an effective input-output relation fonbols as:

Yi:\/EHHH%XhLUi, 21,2 6.4)
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where||-||; denotes the Frobenius norm afi;),,=Yi(n). With the help of OSTBC, ST decoding can
be simplified into a symbol-to-symbol decision. Since MIMO-OFDM channekisothposed into N
parallel flat MIMO channels over each tone, the inageaf each tone is dropped in Equation 6.4. Note
that the channel needs to remain stable over at least two OFDM symbdlpérithe above scheme.
Another point to be noted is that; and £X} (i = 1,2) have the same PAPR properties. PAPR
reduction can therefore be considered only for the first symbol pesibite the same performance can
be achieved in the second period owing to the orthogonality. For OSTBCOwitls 2, PAPR reduction
needs to be applied to some consecutive symbol periods, but it lends itseliht® simplification. For

example, an OSTBC for 3 antennas can be constructed as:

S1 —S2 —S3 —S4 S]] —S; —S3 —S;
S=1s; st s4 —s3 s§ st si —s} (6.5)
$3 —S4 $1 S2 83 —S, s] s5

For this code, the PAPR reduction operations vary from the first to thhfeymbol period, whereas
they remain the same for the first and the fifth symbol periods since symbatsetkigbit similar PAPR
properties. Consequently, the PAPR relationship over these two perigdsenexploited to reduce the
complexity.

6.3 FrameExpansionbasedErasure Pattern Selection(EPS)

A detailed description of frame expansion theory can be found in [118je ke briefly introduce
the major properties that are used in the PAPR reduction framework, angsdithe use of DFT frames

in our approach.
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A set of vectorsD = {gn}T]:j:] in CX is aframeif there existA, B € R,and0 < A < B such that
N
AlxF <Y I gn)l <Bx|)?,  vxecCK, (6.6)
n=1

where||-|| and(-) denote norm and inner product in Euclidean space respectively. Bamd called
lower and upper frame bounds; whan= B, the frame is calledight. The definition implies a necessary
condition for a frame iK < N, and the ratiac = N /K is defined as the redundancy of the frame. Note
that any finite set of vectors that spafi constitutes a frame.

The frame® can be associated with a matrix G by setting the rows of G as the elements of the
frame. A frame operator G is defined to extract the frame coefficients wka &-dimensional vector
X as:

xn = (Gx),, = (gn,x), n=1,2,..,N (6.7)

For tight frameG*G = Alk. So, an overdetermined representation of a K-dimensional vector is etitain
as N frame coefficients by expansion. Corresponding to the fiaptbe canonical dual fram® can
be used to recover the vector from the expansion coefficients. Thdrdoee operator is given as the
conjugate transpose of the pseudo-inverse of the original frérﬁe((G*G)’1 G*)* =G(G*G) . It
minimizes the reconstruction error.

Consider the case that the expanded vector goes through a white rexigseLhT he received vector

is denoted ag =y +1, wherey = Gx is the expanded vector, ands the noise vector witft [n;] =0
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andE [in;] = &;;02, wheres; ; is Kronecker’s delta. When the dual frame is used to recover the original

vectorx, the mean square errdfSE) per element is [114]

K
MSE:%E[HX—QHZ} _sz;k, (6.8)
k=1
where{%k}}f:1 is the set of eigenvalues of the matfX G. It is easy to show that when all eigenvalues
are equalMSE is minimized adMSEy = "72 In this case, the frame G is tight. Among all frames, tight
frames give the best performance in terms of reconstruction error irréisemce of noise.
Overcomplete expansion through frame operation leads to redunddricis, makes the reconstruc-
tion feasible even if some coefficients are erased or missing during trarmmis&ctory, expanded
from vectorx, is split into two partsyr andyg, such thayygr = Ggx, yg = Ggx. When sub vectoye
is erased, only R coefficients are received. Thean still be reconstructed frogk andGg. It can be
shown that ifGg forms a tight frameR > K), the reconstruction MSE is minimized. MSE is affected
by not only the number of erased samples but also their locations.
DFT frame is widely studied due to its good properties in conjunction with DFEsathd also fast

computation using FFT. The DFT frame used in our approach@ iwith an operator matrix:

G= ,/%wﬁz, (6.9)

whereWy is an (N x N) DFT matrix, namely(Wn),,, = ﬁe—jzﬁ"“k and X is an (N x K) matrix,

obtained by selecting from an identity matrix of ordéithe K columns corresponding to the indices of

the used subcarriers. The factdyK is used to normalize the power. Intuitively the DFT frame given
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in Equation 6.9 is tight, withG*G = %IK. As is shown in [114]syndrome decoding is equivalent to
signal space projection reconstruction. The decoding processsfisters the erased sampigsfrom

the received vectayy depicted as:

.
L (WEX(N—K)W(N—K)XE> WE. (N k) WIN-K) xRYR (6.10)

whereWy_x)« is the matrix obtained by selecting the— K rows from the DFT matridVy corre-
sponding to the unused subcarriers and the E columns correspondiegtaded samples. As is shown
in [114], whenE < K, the sub framéy, is not tight; but there are suboptimal sub frames that minimize
MSE which satisfy

K
WE «Wie = NIE. (6.11)

This shows that MSE is minimized when the spacing between any pair of esdaswan integer multiple
of N/K given N is a multiple of K. Accordingly, this selection of erasures simplifiesiSa@mtly the
syndrome decoding process by avoiding time-consuming matrix inversiotodiie fact that:

N-—K
N

WE (neio Win-—k) < = Te = WE Wik = I, (6.12)

SO

N
YE = —mIEWQX(N_K)W(N—K)xRUR- (6.13)

Erasure Pattern Selection [107] utilizes frame expansion to introducadaday. The redundancy

can be used not only for PAPR reduction but also for error correciol-dimensional data block is
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expanded to a N-dimensional data block by inserting zeros at the unuisearser locations followed
by IFFT. Part of the redundancy introduced by frame expansion isvedray erasures. When the spac-
ing between two adjacent erasures is fixed, all the erasure patteetgévalent in terms of minimizing
the reconstruction error. So, multiple representations are generatadliiferent equivalent erasures
on the expanded signal. The representation with lowest PAPR is chossre tBe erasure patterns
cover all elements in the expanded signal, peak values in the signal céimimated by erasure, thus
PAPR is reduced significantly without degrading BER performance. dip fae remained redundancy
introduced by frame expansion can be exploited to provide error pratectidurther reduce PAPR by
incorporating FPA [53]. FPA adopts a certain projection over convexP@CS) algorithm to insert
some dummy symbols at the unused subcarrier locations while not changgngydabols at used sub-
carriers to decrease the PAPR. A faster algorithm for FPA is availableoid #ime-consuming DFT
and IDFT iterations, which reduces the complexity dramatically. In particotamplexity of the EPS
scheme is less than SLM scheme with comparable configurations. In thaaappa shaping function
is defined as the IDFT of a vector with zeros in the used subcarrier losadiath ones in the unused
subcarrier locations; one iteration of FPA is then simplified as finding clipsrthétiplying and adding
a shifted clip-centered shaping function element-wise onto the time domain signtile frequency
domain, only unused subcarrier values are changed, while they aredbatbthe receiver. Hence, FPA

does not affect BER performance.

6.4 Algorithm for EPS-FPAin MIMO systems

PAPR reduction in MIMO systems involves many additional considerations amdpvith SISO

systems. Most schemes developed for SISO systems modify the input synihelfrequency domain
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and then eliminate the peak in the time domain. For MIMO case, besides the timerioyoransfor-
mation, some spatial freedom is included into the framework by employing multifder@as. Hence it
is very advantageous to consider PAPR reduction over all transmit astéogether by utilizing spatial
diversity. A precoding transform [106] is widely used in MIMO systemsdmbat channel fluctuation
and thus increase channel capacity. In this paper, a so called fraooelprg module is introduced into
the system to reduce PAPR based on frame expansion. Unlike the commamptieeading for MIMO,
the precoding introduced here focuses on reducing PAPR. Throagtefexpansion and proper spatial
transform, it provides both error protection and PAPR reduction for HMFDM systems. To balance
the total redundancy used in the system, the conventional channelaaodiee ignored due to the prop-
erties of frame expansion, which reduces the complexity of the whole syjam. Figure Figure 18
shows the block diagram of the scheme:

The frame precoding module basically consists of transforming the signeddnéncy-space do-
main by evaluating PAPR in the time-space domain given a maximum peak conshwaéhttransform
operations may include scrambling, permutation or expansion. Unlike ACE ¥ needs some
unused subbands in an OFDM symbol to reduce PAPR. Frame expamsictty gorovides a way of
identifying those unused subcarriers to facilitate FPA. By combining all anittieg antennas, more
unused subcarriers can be utilized to reduce PAPR thereby outperfpansingle antenna since more
spatial freedom is available in the MIMO case. The EPS scheme provides Ieudiipesentations of
the same information data by selecting different erasure patterns. In Mé\@tter solution to utilize
the spatial freedom is to apply a common erasure pattern over all antarirea&P S-FPA algorithm in

MIMO is derived from the corresponding SISO algorithm , and it consiktke following steps:
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. CodeallX;,i=1,2,..., M by OSTBC encoder, get a block code of sizeMK x T in frequency-

spatial domain (T is the time dimension of STBC); M&p into Xy by frame expansion.

. Apply one erasure pattern from a total of P possible erasure pattersis antennas, and record

the values at the erasure pattern locations as used subcarriers.

. Calculate IFFT for all antennas, then clip the magnitude of all time samples@ixg a constraint

Th.

. Reconstruct the signal in frequency-spatial domain by FFT and katiaform.
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6. Reset the values at used subcarrier locations and the corresp@resure pattern locations,

while preserving values at other locations.

7. Return to step 4 and iterate until the time-domain constraint is satisfied faraples or the

maximum allowed number of iterations is attained.

8. Return to step 3, apply another erasure pattern, repeat the whalesgrontil exhausting all

possible patterns.

9. Select the pattern satisfying the optimal criterion as the one used to redeée

Since there is an equivalent and fast algorithm for FPA, IFFT and R¥€fations above may be
simplified significantly. Here instead of employing the optimal criterion stated i §4&iterion namely
minimax is used, which selects the erasure pattern to minimize the maximal PAPR wakresl|
antennas.

P = arg minycp (arg maxj<i<m, (PAPR(XN;))) (6.14)

whereP is the predefined set of possible erasure patterns. At the receiganvidrse process is em-
ployed to recover the original data symbols. As discussed, either cotistrinethod for frame can be
used in presence of erasures. In the simulation, syndrome decodingpieddnd a similar simplified
receiver structure is used as in [108].

As argued in [109], the side information to specify which erasure pattensad in EPS can be
protected more with STBC utilizing spatial diversity since all antennas shaecommon pattern.
Actually, a better alternative is to use Erasure Pattern Identification (ER8dsin [107], where the

erasure pattern is detected by evaluating the power present in all pomsiblges set. The one with
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lowest power will be selected as the actual pattern. Thus no side infornisiti@eded at the receiver,
which is similar to blind identification, thus avoiding the potential errors of siderin&tion due to the
transmission. Note that the side information is critical since any error in it maigeca burst of bit
errors. Thanks to spatial-temporal diversity in MIMO again, estimation oéthsure pattern from EPI
is similarly more robust since the common pattern is used over all antennas.tHdoi€ OSTBC is
employed, as pointed out before, the same erasure pattern can be afelémt symbol periods in

one block code, that increases the reliability of EPI again by using temghigeakity.

6.5 Simulation Resultsand Discussion

Simulation results are now presented along with a discussion of the propdsehe. In our simu-
lation, QPSK modulation is used and the channel is assumed to be freqedsatyve Rayleigh fading
with AWGN. HereM, = M = 2,N = 128 OFDM subcarriers per antenna. Alamouti orthogonal space
time code is used in the simulation.

Simulation is run to compare the performance with (1) the conventional MINKDI® system
without PAPR reduction; (2) the MIMO-OFDM system using SLM to supptée PAPR. For fairness
in comparison, redundancy for different schemes is required to iesdeyr; the complexity in different
schemes is comparable. With these constraints, a rate of 1/2 convoluti@amadetitoder is used to
add redundancy in both cases which is slightly more than the redundanoguoéd in the EPS-FPA
scheme. Sinc& symbols are expanded d which is twice of K, E erasuref < K) are applied to
reduce the redundancy rate (bl — E)/K which is less than 2. In our simulation, E=9 erasures are
used, thus the redundancy introduced in EPS-FPA is slightly less. In Sliste1/2 convolutional

coder is applied before feeding the data stream into the space time erenodi®l=2 rotation vectors
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are used to produce multiple representations of OFDM symbols, as is sh¢®¥8jn Complexities of
this configuration and the EPS scheme are comparable. The simulation resshean as Figure 19.
Figure 19 shows that EPS provides not only PAPR reduction but alsof&Rction. Compared to
conventional MIMO-OFDM systems without error protection and PAPRicédn, EPS reduces BER
and achieves around 1.5dB PAPR reduction gain with the same clippingljiligbasiven a bit error
rate of 10~*, EPS requires around 2.5dB less SNR than SLM scheme without chade! a&Vhen a
channel coder is applied in SLM, EPS has as good performance as SRERnpfurthermore, it outper-
forms SLM in PAPR reduction by around 0.4dB for the practical value opatig probability of102.
Considering the complexity for each branch, which is mainly determined lgwveltiplications, EPS
needs total around 1664 operations in our configuration, while SLMsaexlind 1930. After adding
complexity of channel coder, SLM requires extra complexity to achievefanpeance comparable to
EPS. Hence EPS performs better than SLM with channel coder in PARRti@dl while with similar

redundancy and less computational complexity.



CHAPTER 7

CONCLUSION AND FUTURE WORK

7.1 Conclusion

In this research PAPR reduction schemes on OFDM link performanceimesigated in the pres-
ence of nonlinear amplification. The emphasis was on power efficiencgrasg-channel interference.
We evaluated the performance regarding the cost introduced by signafdrmations at the transmit-
ter, and we also examined the computational cost of scheme implementation angritter of both
SISO and MIMO systems. We simplified the complexity of the transmitter and thusdliife load to
the receiver or jointly designed schemes to balance the load between thmittanand the receiver.
The performance of bit error rate of data transmission of evaluation is regraith our proposed
algorithms.

In Chapter 3, two novel peak windowing schemes called sequential asyimswgipression peak
windowing and optimally weighted windowing were presented. Both schemeds@ised on handling
consecutive peaks that may cause excessive attenuation or spegitoath thus degrading the system
performance in existing peak windowing schemes. Their RCE and ACPRBrpance is compared
with existing schemes. Extensive simulations show that the proposed schatpesforms existing
schemes in terms of RCE-ACPR trade-off, and in particular, better peafoce is achieved when a

larger window length is applied.

107
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In Chapter 4, a novel and efficient algorithm based on improved clippiraifation through peak
filtering and frame-based alternating projection is proposed to recovealsigonlinearly distorted at
the transmitter due to high PAPR in OFDMA systems. The clipping distorting is cosapesh and
rectified in a way that does not require all subcarriers to be demodubMfitial identifying key factors
characterizing clips with oversampling the time signal sequence, clip locatiomagion through peak
filtering is more accurate and thus in turn facilitate the recovery of clippingakidgtrame-based alter-
nating projection exploits the iterative processing with the help of projecti@n convex sets which
promotes its convergence and reliability. Simulation results show that the ogwgad scheme outper-
forms existing schemes without increasing the complexity, and in particulassytem performance is
improved significantly when SNR is high.

in Chapter 5, a hybrid scheme of joint designing tone reservation with cligtim and exploiting
recovery of clipped signal at RX with frame-based alternating projectipreisented to mitigate the PA
nonlinear effects in OFDMA systems. Only a few tones are needed in TR vethédlp of clipping to
suppress residual peaks, and complexity at TX is therefore redudtlpower efficiency is boost. The
clipping distortion is further estimated and compensated through FAP at RXiwhis not impose any
restrictions on the number of clipped samples at TX. So the proposed methoavéeBER perfor-
mance significantly compared with the existing CS recovery scheme [97] ibbrpower efficiency
is demanded with severe clipping at TX. The freedom of partitioning thedada-bearing subcarriers
available in practical systems promotes the flexibility of shearing computaticexldetween TX and

RX to meet different system requirements.
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In Chapter 6, a method of combining frame-based EPS method with FPA isgepo tackle the
high PAPR problem in MIMO-OFDM systems. The extension utilizes the nevahias introduced
by multiple antennas to provide not only PAPR reduction but also errorgiiatefor MIMO-OFDM
systems. Thanks to space time diversity, the side information for selecteatrenaattern gets more
protection, and its transmission may even be avoided. The complexity is thusecbdnd robustness
of transmission is increased. Simulation results show the advantage of tteppevach which outper-

forms the existing SLM method [109] by providing more PAPR reduction withiced complexity.

7.2  Future Work

In future work, we propose to investigate the following tasks related to @uk W signal design

and processing to combat the PA nonlinear effects in multicarrier systems:

¢ Integrate the PAPR reduction schemes along with predistortion methods aasikeoba joint
design methodology to improve the PA efficiency. The easy adaptability &fyieaowing facil-
itates the joint design to compensate the nonlinearity of PA. And also investigaiel schemes
of combining multiple representations schemes such as interleaver with clipgsegl schemes
such as peak windowing. The combination can utilize the distortionless fa#timerleaver to
improve the RCE performance of peak windowing, while using the fine turongrallability of

peak windowing to improve the ACPR performance thus boosting poweieeitiz

¢ Investigate allocation schemes of non-data-bearing subcarrierddiasehemes between TX
and RX, which provides flexibility and space to optmize system performakiog.also explore

reliable data-bearing subcarriers according to channel conditioncdoeethe clipping noise
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through which less loss of data rate can be achieved because of gpdesénved subcarriers and

thus spectrum efficiency is increased.

e Explore the impact of nonlinear PAs on the system performance in geralatialticarrier sys-
tems. It is expected similar nonlinear distortions would affect multicarrier méidalaHowever,
with the specific formulation of the multi-bands multi-standards signals, newldigmsforma-

tions needs to be investigated to counteract the nonlinear effects in steimsy
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