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Abstract

There is a high demand for ultrafast biosensors for industrial and public
health applications. However, the performance of existing sensors is often
limited by the slow mass transport process in traditional pressure-driven mi-
crofluidic devices. In this paper we show for the first time, that acoustic
microbubbles trapped in prefabricated cavities in a micro-chamber are capa-
ble of enhancing fluid sample mixing that results in faster delivery of target
species to the sensor surface. We demonstrate a drastic reduction of sensor
response time (up to 21.3 fold) for surface-based nanosenors in presence of
resonantly actuated microbubbles. The obtained results are valid in a wide
pH (4-10) range and agree well with previous studies.
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1. Introduction

Effective mass transport has been a major challenge in fluids engineering
at the microscale. For example, mixing has been considered as “the most
fundamental and difficult-to-achieve issue” in microfluidics [1]. On the other
hand, mass transport has also gradually become a major roadblock in the
biosensors community. Nowadays, there is a high demand for ultrasensitive
and cost effective sensors in many pressing situations,varying from biode-
fense and cancer marker detection [2, 3, 4] to environmental monitoring [5]
and food safety control [6]. Since the sensor signal-to-noise ratio increases
with decreasing sensor size, many researchers are expending considerable ef-
fort to fabricate smaller devices [7]. Despite all these efforts, the performance
of current affinity-based sensors seems to have hit a wall around femtomo-
lar resolution. Researchers have started to realize that, in most cases, the
question is no longer whether the sensor would respond to the molecule; it is
actually whether and how fast the molecule could reach the sensor [8, 9]. In-
deed, it will take more than a day for the first molecule (in case of a 20-based
ssDNA) to find a 10 nm sized sensor at 1 fM concentration via diffusion
only [8]. Therefore, convection is often used to help with analyte deliv-
ery. However, in traditional pressure-driven microfluidic devices, molecules
are delivered in one direction, and most of them flow in the middle of the
channel without reaching the sensor due to the no-slip boundary condition.
It inhibits the analyte replenishment rate near a sensor and thus physically
limits its performance. Unfortunately, increasing the flow rate will only dras-
tically increase the pressure in the channel up to the device breakage point.
Therefore, there is a critical need to explore methods that can actively and
effectively transport molecules to sensors without causing a global increase
in pressure.

A variety of microfluidic mixing devices have been extensively developed
in the last two decades. They can generally be classified as passive and active
mixers, both of which have attracted considerable attention in the microflu-
idic community. Comprehensive reviews of different mixing mechanisms were
given by Nguyen [10] and Capretto [11]. Passive micromixers usually rely on
specific geometry designs to cause secondary flows inside a laminar pressure-
driven flow. Passive mixers (such as herringbone grooves [12]) often require
long channel length and rely upon high flow rates, and thus high pressure
drops. Active micromixers, in contrast, employ external energy to introduce
a local turmoil in a liquid to enhance mixing, thus providing better and more
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controllable mixing without global increase in pressure.
As a unique actuation scheme, microscale oscillating bubbles in an acous-

tic field often exhibit bizarre phenomena such as a strong force field near
the bubbles (called the secondary radiation force or Bjerknes force) [13] and
locally-confined microflow (called microstreaming) [14, 15]. If controlled well,
these phenomena can be surprisingly useful for flow control and object ma-
nipulation in a microchannels [16, 17, 18] and microchambers [19]. For exam-
ple, oscillating microbubbles can be used as microfluidic pumps [20], micro
tweezers [21, 22, 23] and micro filters [24]. In this paper we demonstrate
that significant sensing enhancement for graphene-based nanosensors can be
achieved once the diffusion limits were overcome. The reduction of sensor
response time was mainly attributed to microstreaming generated by reso-
nantly actuated microbubbles. In addition, it was shown that the reduction of
sensor response time exhibited resonant behavior with resonant peak when
plotted with respect to frequency. The working range of the frequency is
therefore determined from this peak for sensor operation.

2. Material and methods

2.1. Chemicals

Buffer solutions (Fisher Scientific Buffer solutions) with pH in range from
4 to 10 were used. Water solution of microspheres (DUKE Standards) of var-
ious diameters (1, 5 and 10 µm) were applied for flow visualization. The 3D
printing was supplied with Formlabs resin (Clear Resin). Polydimethylsilox-
ane (PDMS) was fabricated using conventional technique. Silicone elastomer
base and curing agent from SYLGARD were mixed in proportion 10:1 and
cured for 20 minutes.

2.2. Sensing cell

A micromilling machine (Minitech Mini-Mill/3) was used to fabricate mi-
crocavity arrays (cavity diameter 75 µm) on four PMMA plates, and a desk-
top 3D printer (Formlabs 1+) was used to fabricate a fixture box. Specifically,
two sizes of plates 1 × 4.6 × 13.7 mm3 and 1 × 7.4 × 13.7 mm3 were used to
make respectively, with 200 µm center-to-center distance and 150 µm depth.
These plates were then fixed vertically inside the fixture box separated by
1 mm gap and placed above the sensor. A four-plate geometry was chosen
due to the ease of fabrication via milling. Resin polymeric material provided
the deformability of the box[25], necessary to insert the plates and fix them
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securely. The liquid was injected into the box through circular opening (d =
2 mm) in a top wall using a syringe (Monoject 1 mL Insulin Syringe, Per-
manent Needle, 28 G × 1/2′′). The sensing cell was placed in a Petri dish (
Steve Spangler Science) secured with PDMS all around. The scheme of the
sensing cell and complete scheme of experimental setup are given at Fig. 1.

Figure 1: A) PMMA plates with microcavities were fixed vertically inside a 3D-printed box
and placed above a graphene nanosensor. pH buffers were injected into the box from the
top and microbubbles were trapped passively inside the cavities. B) Experimental setup.
Function generator provided square wave (20V p-p) and amplified with High Voltage
Amplifier to 120V p-p. Output signal was recorded with Digital Multimeter.

2.3. Actuation

The microbubbles generated on prefabricated cavities were actuated as
follows. A RIGOL function generator (DG1022A Arbitrary Waveform Func-
tion Generator) provided square wave (20 V peak-to-peak) which was am-
plified with a high voltage power amplifier (Krohn-Hite 7602(M) Wideband
Power Amplifier) up to 120 V peak-to-peak. An amplified signal was ap-
plied to a disc piezo transducer (APC International, d=20 mm, t=2 mm,
fr=99 kHz). The transducer was fixed on the bottom side of Petri dish with
insulating transparent tape and positioned just below sensing cell.
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2.4. Working frequency

Before performing sensing experiments, we need to estimate the working
frequency of the bubbles. However, the classical Minnaert frequency is only
applicable for a free-standing spherical bubble [26]. For bubbles trapped in a
cavity, it is extremely difficult to develop a theory for calculating their reso-
nant frequencies, although some recent attempts were done for square shaped
cavities[27]. On the other hand, extensive experimental characterization of
microbubbles can be found in literature. For instance, second order depen-
dence for voltage vs streaming speed was demonstrated in [28] and bubble
oscillation amplitude was visualized and quantified in [13]. Thus, we deter-
mine the working frequency of the bubbles experimentally in this paper. To
do so, we placed the PMMA-containing box on top of a transparent glass
slide, so that the microstreaming can be observed (traced by 1, 5, 10 µm
polystyrene particles) through the glass slide using an inverted microscope
(Nikon Eclipse Ti-S). A piezo transducer was placed on the edge of the glass
slide (as close as possible to box). The frequency was adjusted in a range
from 1 kHz to 100 kHz with 100 Hz steps. For most of the frequency values
no streaming was observed and particles moved simply due to diffusion with
a very low speed. The particle velocity increased remarkably when approach-
ing the working range and it appeared to maximize f = 23.5 kHz that was
chosen as a working frequency.

2.5. Readout

The resistance of graphene was monitored with Keithley multimeter (2701
Digital Multi-Meter). It provided readout accuracy of 0.1Ω. Data acquisition
was performed with KickStart software (KickStart Instrument Control Soft-
ware). A sampling rate of 250/s was used. Data analysis was accomplished
using OriginPro software (OriginPro 2015).

2.6. Sensor structure and operating principles

The graphene was grown on a copper substrate via chemical vapor deposi-
tion (CVD) and then transferred to SiO2. As reported previously [29, 30, 31, 32]
this transfer introduces additional p-doping in graphene. When placing the
buffer solution on graphene surface, it creates an electrochemical double layer
which is “impermeable” for charged ions, in particular for hydroxonium/H3O

+

and hydroxyl/OH− ions. This double layer acts as a parallel plate capacitor.
An accumulation of ions on the double layer attracts charges with opposite
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signs on the counter layer thus modifying the resistance of the sensor, in this
case, graphene [33].

3. Results and discussion

3.1. Sensor Calibration

The sensor was first calibrated i.e. the resistance saturation value for
each pH buffer was determined. Previous studies showed an increasing trend
for the resistance up to a saturation value (shape similar to a monotonic
crescent function with horizontal asymptote). Tests were made without the
microbubbles actuation. The linear decreasing trend for resistance with in-
creasing pH was demonstrated that agreed with Lei et al. [33]. The fitting
equation was:

R = −2508 × pH + 46405 (1)

with r2 = 0.98. Fitting results are given at Fig. 2A. The resistance was
measured at 10 µA direct current. This dependence can be explained as
follows. In acidic buffers, H3O

+ ions dominate; they accumulate on the
double layer and cannot go directly into the graphene. Instead of the addition
p-doping, the accumulated H3O

+ ions repel holes in graphene, resulting in a
lower p-doping effect. For base buffers, OH− ions accumulate on the double
layer and attract more holes in graphene. This causes a p-doping effect. Since
graphene on SiO2 is p-doping, acidic buffers reduce p-doping and cause a
higher resistance; base buffers increase p-doping and cause a lower resistance.
Fig. 2B demonstrated how saturation was reached.

3.2. Sensor response time reduction

Drastic reduction of sensing times was observed for the case of resonant
bubble actuation. Table 1 summarized reduction achieved for various pH
values. The best possible time reduction was achieved for pH=4. Fig. 3
compared diffusion-induced and actuated-bubbles-induced cases. Fig. 3A
clearly demonstrates sensing time reduction from 780 s to 35 s for pH=4.
Similar trend was observed for other pH values (Fig. 3B,C).

The results in Table 1 show sensor response time for pH from 4-10, and
the time reduction η was determined as:

η =
Twithout − Twith

Twith

, (2)
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Figure 2: Sensor calibration A)Resistance saturation pH dependence. B)Resistance satu-
ration time dependence (the numbers on the graphs represent pH values)

Table 1: Sensor response time T with and without bubbles actuation for every pH value
tested.

pH T w/o bubbles(s) T w/ bubbles (s)
Sensor response time

reduction η (fold)

4 780 35 21.30
5 760 45 15.90
6 740 35 20.15
7 475 35 12.60
8 490 50 8.80
9 270 70 2.85
10 460 55 7.35

here Twith and Twithout stand for sensor response time with and without bub-
ble actuation respectively. From this table, we can see that without bubble
actuation, sensing times are longer in acid, and with bubble actuation, sens-
ing times are longer in alkali, which indicates that diffusion limits were indeed
overcome by bubble actuation. The following explanation can be adopted.
The sensor response time has two contributing factors: mass transfer and
adsorption, or T = Tmass transfer + Tadsorption. Without actuation, the sensing
process is limited by mass transfer (Tmass transfer � Tadsorption); since H3O

+

ions are larger compared to OH− ions and have lower mobility the sensing
time is higher for H3O

+ ions, i.e., in acid buffer. When the bubbles are ac-
tuated, adsorption becomes the limiting step (Tmass transfer � Tadsorption). It
is likely that H3O

+ ions have higher adsorption rate compared to hydroxyl
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Figure 3: Sensor response times for A) pH=4 B) pH=7 C) pH=10: top row, Resistance
as a function of time w/o bubbles actuation; bottom row, Resistance as a function of time
with bubbles actuation.

ions due to the ease of ion rearrangement on graphene [34], and therefore
the sensor response time is shorter in acid.

3.3. Operation optimization

Driving voltage was one of the parameters that required optimization.
The voltage range of 30-150 V was tested.Sensor response time reduction
was demonstrated as the voltage increased(Fig.4 A). However, as 120 V was
achieved no further reduction was observed. In order to avoid significant
heating of piezo transducer that may introduce additional undesirable noises
to the system, an operating voltage of 120 V has been chosen.

Additionally, we also studied the changes in sensor response time as the
piezo actuator was detuned from the working frequency (23.5 kHz) and with
varying voltages. The buffer with pH=4 was used for these tests. It was
shown that sensor response time reduction improves with increasing driving
voltage (up to 4 times) (Figure 4A) and sensor response time reduction η

exhibited resonant behavior (Figure 4B) with a resonant peak (Quality fac-
tor Q=11). Thus, the operating frequency range for this sensing cell was
determined (∆f=2.2 kHz).
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Figure 4: Operation optimization A) Resistance time dependence for various driving volt-
ages. B)Working frequency range for pH=4.

4. Conclusions

We have demonstrated the possibility to overcome the diffusion limits and
reduce the sensor response time with actuated air-liquid bubbles trapped on
prefabricated cavities. We suppose that the reduction in the sensor response
time was caused by the enhanced mass transport near the sensor due to
the microstreaming phenomenon. Finally, sensing enhancement was demon-
strated for wide pH range (4-10). The best performance of the sensor was
achieved for pH=4 (21.3 fold).

The proposed prototype can be useful for biochemical applications such
as detection of large target molecules including glucose, DNA, cancer markers
and proteins.
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Fig.1. A) PMMA plates with microcavities were fixed vertically inside a
3D-printed box and placed above a graphene nanosensor. pH buffers were
injected into the box from the top and microbubbles were trapped passively
inside the cavities. B) Experimental setup. Function generator provided
square wave (20V p-p) and amplified with High Voltage Amplifier to 120V
p-p. Output signal was recorded with Digital Multimeter.

Fig.2. Sensor calibration A)Resistance saturation pH dependence. B)Resistance
saturation time dependence(the numbers on the graphs represent pH values).

Fig.3. Sensor response times for A) pH=4 B) pH=7 C) pH=10:top row, Re-
sistance as a function of time w/o bubbles actuation; bottom row, Resistance
as a function of time with bubbles’ actuation.

Fig.4. Operation optimization A) Resistance time dependence for various
driving voltages. B)Working frequency range for pH=4.
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