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SUMMARY

In recent years, deep learning and neural networks have shown very promising results and

successes in many applications. Generally, deep neural networks need a lot of data to show

their full potential in modeling and solving problems. But there are a handful of real-world

applications where labeling data is expensive or not feasible while abundant unlabeled data is

available. Semi-supervised learning has shown to be a successful solution for such scenarios.

Recently semi-supervised and unsupervised learning for neural networks have attracted a lot of

attention [13,81,106]. Most of these works are focused on traditional classification problems. In

this thesis, we would explore and study semi-supervised learning for neural networks to tackle

other problems and applications. We propose semi-supervised algorithms for three categories

of machine learning problems: (i) verification problem, (ii) multi-view learning, (iii) fairness.

First, we propose two semi-supervised algorithms for verification problem. One of the pro-

posed models benefits from auto-encoders and the other one benefits from adversarial training

to exploit the unlabeled data to improve the accuracy in verification tasks. Then, we present

a multi-view learning algorithm which is capable of benefiting from cross-view correlation be-

tween views to exploit the structural information exists in unlabelled data. In the last work,

we study the effectiveness of semi-supervised learning in exploiting unlabeled data to improve

the fairness of neural network classifiers.

xiii



CHAPTER 1

INTRODUCTION

1.1 Thesis Outline

Over the last recent years, deep learning has shown impressive results in various research

areas including computer vision, speech recognition, natural language processing, and health-

care [5, 25, 59]. However, deep neural networks require a large amount of labeled training data

to work effectively, and such data are not easily acquired for many problems due to its high

costs and unavailability. On the contrary, semi-supervised learning resolves this problem by

exploiting unlabeled data when a small subset of data has labels. In many applications, there

are plenty of unlabeled data available which are usually inexpensive to obtain and can improve

the secrecy of labeled data [19]. Exploiting unlabeled data can be helpful in increasing the

generalization of supervised learning algorithms [81].

Motivated by the impressive performance brought by deep networks to many machine

learning tasks along with their need for large amount of data have lead to the recent in-

crease of the attention toward semi-supervised learning approaches based on deep neural net-

works [7, 13, 23, 46, 72, 81, 99, 100, 106]. However, most of these works are focused on the tradi-

tional single view classification tasks. In this thesis, we attempt to explore other aspects and

applications of semi-supervised learning. We worked on three applications of semi-supervised

1
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learning: (i) Verification Problem; (ii) Multi-view Problems; (iii): Fairness. Four different

research directions are presented in this dissertation to tackle these three group of problems.

1.2 Semi-supervised Learning for Verification Problems

(Part of the section was previously published in [78,79].)

The goal in verification problems is to determine the similarity of two samples or verifies

if they belong to the same category or not. It has important applications in the face and

fingerprint verification, where thousands or millions of categories are present, but each category

has scarce labeled examples, presenting two major challenges for existing deep learning models.

In such applications, it is also necessary to handle new classes without the need to train the

model from scratch. Most of the traditional classification techniques have difficulties to address

these challenges. Motivated by the impressive performance brought by deep networks to many

machine learning tasks, we present two deep learning models to improve the existing verification

models. However, deep networks require a large amount of labeled data for each class, which

are not readily available in verification. Therefore, we propose two semi-supervised algorithms

based on embedding learning for verification problems in Chapters 2 and 3.

In Chapter 2, we introduce a deep semi-supervised model, named SEmi-supervised VErifi-

cation Network (SEVEN), to exploit the unlabeled data for verification tasks [79]. The proposed

model uses autoencoders to benefits from unlabeled data. SEVEN consists of two complementary

components. The autoencoder component addresses the lack of supervision within each cate-

gory by learning general salient structures from a large amount of data across categories. The

discriminative component exploits the learned general features to mitigate the lack of supervi-
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sion within categories, and also directs the autoencoder component to find more informative

structures of the whole data manifold. The two components are tied together in SEVEN to allow

an end-to-end training of the two components.

In Chapter 3, we propose another semi-supervised embedding technique for verification tasks

using deep neural networks [78]. The proposed model, named VerVAT, exploits the unlabeled

data by making the model robust to the perturbation of the input with Virtual Adversarial

Training (VAT) [72]. VAT is inspired by the adversarial training [36] technique originally proposed

for increasing the robustness of neural networks toward adversarial examples. VAT has shown

promising performance for semi-supervised classification tasks [81] where the distributions of

the train and test data are similar. But to the best of our knowledge, it has never been applied

to embedding learning problems where classes of the training and test data can be different. We

are the first to adopt this idea and propose a semi-supervised learning model for verification

tasks through the introduction of an objective function based on adversarial training. The

proposed objective function is a combination of a discriminative part which imposes separation

between various classes and an adversarial part which exploits the underlying structure of the

unlabeled data. Adversarial training part of the model increases the generalization of the

embedding function and prevents overfitting which is crucial for verification tasks.

1.3 Semi-supervised Learning for Multi-view Problems

(Part of the section was previously published in [77].)

In many real-world problems, more than one set of features, referred to as views or modalities

of the data, are available. For example, a web page can be represented by text data, images,
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and meta-data. Multiple views can help to improve the performance of many learning tasks

because each view can provide information complementary to others, and learning using all

views can maximally exploit the information available.

While neural networks for learning representation of multi-view data have been previously

proposed as one of the state-of-the-art multi-view dimension reduction techniques, how to make

the representation discriminative with only a small amount of labeled data is not well-studied.

Most of the representation learning algorithms for multi-view problems ignore the labels of the

data and thus not learn a sufficiently discriminative space for end tasks such as classification.

Discriminative multi-view dimension reductions can help learn representations that can not

only unify different views by dimensionality reduction but also discriminate different classes.

However, as the neural networks become deeper, more parameters need to be learned and a

larger amount of labeled data are required which are not readily available in many applications.

The high cost of obtaining labeled data along with the growing size of unlabeled data has

driven the development of semi-supervised learning that combines labeled and unlabeled data

to mitigate the issue. However, there is still a lack of a semi-supervised deep discriminative

method for multi-view dimension reduction.

In Chapter 4, we introduce a semi-supervised neural network model, named Multi-view

Discriminative Neural Network (MDNN) [77], for multi-view problems. MDNN finds nonlinear

view-specific mappings by projecting samples to a common feature space using multiple coupled

deep networks. It is capable of leveraging both labeled and unlabeled data to project multi-

view data so that samples from different classes are separated and those from the same class are
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clustered together. It also uses the inter-view correlation between views to exploit the available

information in both the labeled and unlabeled data.

To the best of our knowledge, MDNN is the first deep semi-supervised representation learning

method in multi-view problems, which has all of the following properties in a single unified

model: (i) yielding a discriminative feature representation, (ii) using the complementary infor-

mation of other views to exploit the information in unlabeled data, and (iii) achieving the above

properties using a large amount of unlabeled data to help learning with only a small amount

labeled data.

1.4 Semi-supervised Learning for Fairness

In recent years, many decision-makings are being made automated by machine learning

approaches. It has been shown that these models which are designed to help the process of

decision-making are not immune to social biases [10, 22]. Machine learning algorithms are

used currently or going to be used in the future for many sensitive applications like credit

approvals, loan applications, criminal risk assessment, university admissions, or online adver-

tisement. Therefore, it is important to consider other metrics and aspects of a machine learning

algorithm other than just accuracy. Recently fairness in machine learning has become an im-

portant concern to build a socially responsible and inclusive system.

The naive approach of just removing or ignoring protected attributes like sex, gender, age

in building machine learning systems does not work in many real applications [65] because

1) there exists already some degree of bias in the training data, and 2) there can exist some

proxy features or correlation between features and protected attributes which may reveal those
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protected attributes. Many learning algorithms have been proposed to address this problem

and make the predictions of the learning algorithms fairer [2, 16,40,63,111].

Unlabeled data do not contain label information which can be a significant source of bias

in training machine learning systems. Additionally, in some real-world problems, not enough

labeled data is available or labeling is expensive and time-consuming. In such scenarios, semi-

supervised learning has shown to be an effective way of exploiting unlabeled data to increase

accuracy. It has been shown that semi-supervised learning techniques can benefit from unlabeled

data to improve the performance of a classifier in terms of accuracy, but to the best of our

knowledge, there is no study on the effect of unlabeled data on the process of learning a fair

classifier with neural networks. In Chapter 5, we propose a semi-supervised algorithm using

neural networks, called SSFair, which benefits unlabeled data to not just improve the accuracy

but also improving the fairness of the decision-making process. The proposed model exploits

the information in the unlabeled data by using Pseudo-labeling [60] to mitigate the bias in the

training data.

There exist different criteria to measure fairness in machine learning. Our proposed model

is built with neural networks and can support any fairness measurement which can be defined

or approximated as a differentiable function.



CHAPTER 2

AUTOENCODERS FOR SEMI-SUPERVISED VERIFICATION

PROBLEM

(This chapter was previously published as ”SEVEN: Deep Semi-supervised Verifi-

cation Networks”, in the Proceedings of 2017 International Joint Conference on Artificial

Intelligence (IJCAI), 2017 [79].)

2.1 Introduction

Different from traditional classification tasks, the goal of verification tasks is to determine

whether two samples belong to the same class or not, without predicting the class directly [21].

Verification tasks arise from applications where thousands or millions of classes are present

with very few samples within each category (in some cases just one). For example, in face

and signature verification, faces and signatures of a person are considered to belong to a class.

While there can be millions of persons in the database, very few examples for each person are

available. In such applications, it is also necessary to handle new classes without the need to

train the model from the scratch. It is not trivial to address such challenges with traditional

classification techniques.

Motivated by the impressive performance brought by deep networks to many machine learn-

ing tasks [8, 59, 116], we pursue a deep learning model to improve existing verification models.

However, deep networks require a large amount of labeled data for each class, which are not

7



8

readily available in verification. There are semi-supervised training methods for deep network

to tap on the large amount of unlabeled data. These semi-supervised methods usually have

separate learning stages [74, 96]. They first pre-train a model using unlabeled data and then

fine-tune the model with labeled data to fit the target tasks. Such two-phase methods are not

suitable for verification. First, the large number of classes and the lack of data (be it labeled

or unlabeled) within each category prohibit us from any form of within class pre-training and

fine-tuning. Second, if we pool data from all categories for pre-training, the learned features are

general but not specific towards each category, and the later fine-tuning within each category

may not be able to correct such bias due to the lack of labeled data.

To address such challenges, we propose Deep SEmi-supervised VErification Networks

(SEVEN) that consists of a generative and a discriminative component to learn general and

category specific representations from both unlabeled and labeled data simultaneously. We

cross the category barrier and pool unlabeled data from all categories to learn salient struc-

tures of the data manifold. The hope is that by tapping on the large amount of unlabeled data,

the structures that are shared by all categories can be learned for verification.

Additionally, the proposed model adapts the general structures to each category by attaching

the generative component to the discriminative component that uses the labeled data to learn

category-specific features. In this sense, the generative component works as a regularizer for

the discriminative component, and aids in exploiting the information hidden in the unlabeled

data. On the other hand, as the discriminative component depends on the structures learned

by the generative component, it is desirable to inform the generative component about the
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subspace that is beneficial to the final verification tasks. Towards this end, instead of training

the two components separately or sequentially, SEVEN chooses to train the two components

simultaneously and allow the generative component to learn more informative general features.

We evaluate SEVEN on four datasets and compare it to four state-of-the-art semi-supervised

and supervised algorithms. Experimental results demonstrate that SEVEN outperforms all the

baselines in terms of accuracy. Furthermore, it has shown that by using very small amount of

labeled examples, SEVEN reaches competitive performance with the supervised baselines trained

on a significantly larger set of labeled data.

The rest of this chapter is organized as follows. In Section 2.2 we give an overview of the

related works. In Section 2.3 we present SEVEN in detail. Section 2.4 gives the experimental

evaluation and analysis of the proposed model.

2.2 Related Work

SEVEN can serve as a metric learning algorithm that is commonly employed in verification.

The goal of metric learning is to learn a distance metric such that samples in any negative

pair are far away and those in any positive pair are close. Many of the existing approaches

[42, 80, 96, 112] learn a linear or nonlinear transformation that maps the data to a new space

where the distance metric satisfies the above requirements. However, these methods do not

address the large number of categories with scarce supervision information.

One of the earliest works in neural network-based verification is proposed by Bromley et

al. for signature verification [15]. The proposed architecture, named Siamese networks, uses

a contrastive objective function to learn a distance metric with ConvNets. Similar approaches
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are employed for many other tasks such as face verification or re-identification [56, 97, 104]. It

is worthy to mention that all these works are supervised and do not exploit unlabeled data.

Great interest in deep semi-supervised learning has emerged in applications where unlabeled

data are abundant but obtaining labeled data is expensive or not feasible [41, 54, 60, 61, 87].

However, most of such approaches are designed for classification. To the best of our knowledge,

there exists no deep semi-supervised learning to address the above two challenges in verification.

A key difference between SEVEN and most of the previous semi-supervised deep networks

lies in the way that unlabeled and labeled data are exploited. Lee [60] has presented a semi-

supervised approach for classification tasks called Pseudo-Label based on self-training scheme.

It predicts the labels of unlabeled samples by training the model with the available labeled

samples. Then they bootstrap the model with the highly confident labeled samples. This

approach is prone to error because it may reinforce wrong predictions especially in problems

with low confident estimation.

A more common semi-supervised approach is to pre-train a model with unlabeled samples

and then the learned model is fine-tuned using the labeled samples. For example, [74] have pre-

trained a Restricted Boltzmann Machine (RBM) with Noisy Rectified Linear Units (NReLU) in the

hidden layers, then they used the learned weights to initialize and train a Siamese network [21]

in a supervised way. The problem with pre-training based approaches is that the supervised

part of the algorithm can ignore or lose what the model has learned in the unsupervised step.

Another problem with pre-training based approaches is that they still need enough labeled

examples for the fine-tunning step.
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Recently, some works have tried to alleviate such problems by performing the learning

process from all the labeled and unlabeled data in a joint manner for classification tasks [41,

61,66,87]. They make the unsupervised model involved in the learning as a regularizer for the

supervised model. It should be considered that all such techniques are designed for classification

tasks and can not handle the cases mentioned in the introduction such as the few samples per

each class and the high number of classes.

Another line of work that handles a large number of categories is extreme multi-label learning

[107]. The most popular assumption is that all classes have sufficient amount of labeled data,

and this is clearly different from our problem setting. Recently, there are methods focusing on

predicting the tail labels [48], but they are proposed for traditional classification task and can

not handle new classes in the test data.

2.3 Proposed Model

2.3.1 Problem Formulation

The training set is represented as X =
{

(xi1, x
i
2)
}N
i=1

, where (xi1, x
i
2) is a pair of training

samples xij ∈ Rm, N = L+ U is the total number of training pairs consisting of L labeled and

U unlabeled pairs. The label set denoted by Y = {yi|yi ∈ {pos, neg}}Li=1 specifies the relation

between the samples of each pair. A positive relation indicates that two samples of the pair

belong to the same class and a negative relation indicates the opposite. The relations for the

unlabeled pairs are unknown.
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Our goal is to learn a nonlinear function rθe(x1, x2) : Rm ×Rm → {pos, neg} parameterized

by θe that predicts the relation between the two data samples x1 and x2. In other words,

function rθe(x1, x2) verifies if two samples are similar or not.

We define rθe(., .) based on the distance of x1 and x2 estimated by a metric distance function

as:

rθe(x1, x2) =





neg if dθe(x1, x2) > τ

pos if dθe(x1, x2) ≤ τ
(2.1)

where dθe(., .) is the metric distance function and threshold τ specifies the maximum distance

that samples of a class are allowed to have. We define a nonlinear embedding function fθe(.)

that projects data to a new feature space and dθe(x1, x2) = ‖fθe(x1)−fθe(x2)‖2 is the Euclidean

distance between x1 and x2 in the new space. An arbitrary distance function can be also used

instead of the Euclidean distance.

2.3.2 Model Description

Our proposed model consists of discriminative and generative components. The model learns

a non-linear function for each component. For the discriminative component, the nonlinear

embedding function fθe() is learned to yield “discriminative” and “informative” representation.

In a discriminative feature space, similar samples are mapped close to each other while dissimilar

pairs are far from each other. Such property is crucial for a good metric function. The generative

component of the model is designed to exploit the information hidden in the unlabeled data.

The desired representation should keep the salient structures shared by all categories as much
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as possible. We define a probabilistic framework of the problem along with the discriminative

and generative modelings of our algorithm.

The conditional probability distribution of the relation variable y given the ith pair can be

estimated as:

p(yi|xi1, xi2) = 1− tanh(dθe(x1, x2)) (2.2)

which can be written as the following.

p(yi|xi1, xi2) =
2

1 + exp(2dθe(x1, x2))
(2.3)

Here we use a tanh function to map the distance between samples to [0, 1]. However, any

monotonic increasing function u(.) which gives u(0) = 1 and u(inf) = 0 can be also used for

this purpose.

We define p̃ as the ground truth distribution to be approximated by p (in Equation 2.3)

as p̃(yi|xi1, xi2) = 1 if yi = pos, and p̃(yi|xi1, xi2) = 0 otherwise. For the rest of the chapter,

the conditional distributions p(yi|xi1, xi2) and p̃(yi|x1
i , x

2
i ) are denoted by pi and p̃i, respectively.

Due to the probabilistic nature of such distributions, we approximate p̃ with p by minimizing

the Kullback-Leibler divergence between them and introduce the following discriminative loss

function LD(X ,Y; θe) defined over all the labeled pairs as:

LD(X ,Y; θe) =
L∑

i=1

ld(x
i
1, x

i
2; θe) =

L∑

i=1

KL(p̃i‖pi) (2.4)
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where ld(x
i
1, x

i
2; θe) denotes the discriminative loss for the ith pair, and KL(p̃i‖pi) denotes the

KL-divergence between p̃i and pi. KL(p̃i‖pi) can be substituted by H(pi, p̃i) −H(p̃i) where

H(pi) specifies the entropy of pi, and H(pi, p̃i) defines the cross entropy between pi and p̃i.

Considering that the loss function is optimized with a gradient based optimization approach

and H(p̃i) is a constant with respect to the the parameters, we simplify the discriminative loss

function as:

ld(x
i
1, x

i
2; θe) = −I{yi = pos}log(pi)− I{yi = neg}log(1− pi) (2.5)

where I{.} is the identity function. The loss function becomes equivalent to the the cross

entropy over pi and p̃i. It penalizes large distance (similarity) between samples from the same

(different) class to make the new space discriminative. LD attains its minimum when pi = p̃i

over all the labeled pairs.

To alleviate the insufficiency of the unlabeled data for verification task, through generative

modeling, we encourage the embedding function fθe(.) to learn the salient structures shared by

all categories. We define a nonlinear function gθd(.) parametrized by θd to project back the

samples from new representation obtained from fθe(.) to the original feature space.

The generative loss for the ith pair (xi1, x
i
2) is defined as the reconstruction error between

the original input and the corresponding reconstructed output as:

lg(x
i
1, x

i
2; θe, θd) = ‖gθd(fθe(x

i
1))− xi1‖2 + ‖gθd(fθe(x

i
2))− xi2‖2 (2.6)
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where gθd(fθe(x
i
j)) indicates the reconstruction of the input of the xij and is denoted by x̂ij . The

generative loss function LG , over all pairs including labeled and unlabeled, is defined as:

LG(X ; θe, θd) =

L+U∑

i=1

lg(x
i
1, x

i
2; θe, θd) (2.7)

We combine the generative and discriminative components into a unified objective function

and write the optimization problem of SEVEN as:

L(X ,Y; θe, θd) =
L∑

i=1

ld(x
i
1, x

i
2; θe) + α

L+U∑

i=1

lg(x
i
1, x

i
2; θe, θd) + β(‖θe‖2 + ‖θd‖2) (2.8)

where ‖θe‖ and ‖θd‖ are the regularization terms on the parameters of the functions fθe(.) and

gθd(.). The parameter β controls the effect of this regularization, parameter α controls the trade

off between the discriminative and generative objectives.

2.3.3 Model Architecture and Optimization

We choose deep neural networks for modeling fθe(.) and gθd(.). The schematic representation

of SEVEN is illustrated in Figure 1. The input pair is given to two neural networks denoted by F1

and F2 with shared parameters θe. They represent the discriminative component of the SEVEN

(nonlinear embedding function fθe(.)). They project the input samples to the discriminative

feature space. A layer, denoted by d, is added on top of the networks F1 and F2 that estimates

the distance between the two samples of the input pair in the discriminative space.
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3.2 Model Description
The deep SEmi-supervised VErification Network (SEVEN)
consists of discriminative and generative components. The
model learns a non-linear function for each component. For
the discriminative component, the nonlinear embedding func-
tion f✓e

() is learned to yield “discriminative” and “informa-
tive” representation. In a discriminative feature space, similar
samples are mapped close to each other while dissimilar pairs
are far from each other. Such property is crucial for a good
metric function. The generative component of the model is
designed to exploit the information hidden in the unlabeled
data. The desired representation should keep the salient struc-
tures shared by all categories as much as possible. We define
a probabilistic framework of the problem along with the dis-
criminative and generative modelings of our algorithm.

The conditional probability distribution of the relation vari-
able y given the ith pair can be estimated as:

p(yi|xi
1, x

i
2) =

1

1 + exp(�kf✓e(x1)� f✓e(x2)k2)
(2)

Here we use a sigmoid function to map the distance between
samples in the new space to the probability space. However,
any monotonic increasing function u(.) which gives u(0) = 1
and u(inf) = 0 can be also used for this purpose.

We define p̃ as the ground truth distribution to be ap-
proximated by p in (2) as p̃(yi|xi

1, x
i
2) = 1 if yi = pos,

and p̃(yi|xi
1, x

i
2) = 0 otherwise. In the rest of the paper,

the conditional distributions p(yi|xi
1, x

i
2) and p̃(yi|x1

i , x
2
i )

are denoted by pi and p̃i, respectively. Due to the proba-
bilistic nature of such distributions, we approximate p̃ with
p by minimizing the KullbackLeibler divergence between
them and introduce the following discriminative loss function
LD(X , Y; ✓e) defined over all the labeled pairs as:

LD(X , Y; ✓e) =
LX

i=1

KL(p̃ikpi) =
LX

i=1

ld(xi
1, x

i
2; ✓e) (3)

where KL(p̃ikpi) denotes the KL-divergence between p̃i

and pi, and ld(x
i
1, x

i
2; ✓e) denotes the discriminative loss for

the ith pair. KL(p̃ikpi) can be substituted by H(pi, p̃i) �
H(p̃i) where H(pi) specifies the entropy of pi, and H(pi, p̃i)
defines the cross entropy between pi and p̃i. Considering that
the loss function is optimized with a gradient based optimiza-
tion approach and H(p̃i) is a constant with respect to the the
parameters, we simplify the discriminative loss function as:

ld(xi
1, x

i
2; ✓e) =

� {yi = 1}log(pi) � {yi = 0}log(1 � pi) (4)

where (.) is the identity function. The loss function be-
comes equivalent to the the cross entropy over pi and p̃i. It
penalizes the distance between positive samples and also the
similarity between negative ones to make the new space dis-
criminative. LD attains its minimum when pi = p̃i over all
the labeled pairs.

To alleviate the insufficiency of the unlabeled data for ver-
ification task, through generative modeling, we encourage
the embedding function f✓e

(.) to learn the salient structures
shared by all categories. We define a nonlinear function
g✓d

(.) parametrized by ✓d to project back the samples from
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3.2 Model Description
The deep SEmi-supervised VErification Network (SEVEN)
is consisted of discriminative and generative components.
The model learns a highly non-linear function for each com-
ponent. For the discriminative component, the nonlinear em-
bedding function g(x; ✓e) is learned to yield “discriminative”
and “informative” representation. In a discriminative feature
space, similar samples are mapped close to each other while
dissimilar pairs are far from each other. Such property is cru-
cial for a good metric function. The generative component of
the model is designed to exploit the information hidden in the
unlabeled data. The desired representation should keep the
information exists in the inputs as much as possible to make
the new space as “informative” as the original space. We de-
fine a probabilistic framework of the problem along with the
discriminative and generative modelings of our algorithm.

The conditional probability distribution of the relation vari-
able y given the ith pair can be estimated as:

p(y|xi
1, x

i
2) =

1

1 + exp(�kf✓e
(x1)� f✓e

(x2)k2)
(2)

Here we use a sigmoid function to map the distance between
samples in the new space to the probability space. However,
any monotonic increasing function u(d) which gives u(0) =
1 and u(inf) = 0 can be also used for this purpose.

We define p̃ as the desired distribution to be estimated by
p in (2) as p̃(y|xi

1, x
i
2) = 1 if yi = pos, and p̃(y|xi

1, x
i
2) = 0

otherwise. In the rest of the paper, the conditional distribu-
tions p(y|xi

1, x
i
2) and p̃(y|x1

i , x
2
i ) are denoted by pi and p̃i,

respectively. Due to the probabilistic nature of such distribu-
tions, we approximate p̃ with p by minimizing the Kullback-
Leibler divergence between them and introduce the following
discriminative loss function LD(X , Y; ✓e) defined over all the
labeled pairs as:

LD(X , Y; ✓e) =
LX

i=1

KL(p̃ikpi) =
LX

i=1

ld(xi
1, x

i
2; ✓e) (3)

where KL(p̃ikpi) denotes the KL-divergence between p̃i

and pi, and ld(x
i
1, x

i
2; ✓e) denotes the discriminative loss for

the ith pair. KL(p̃ikpi) can be substituted by H(pi, p̃i) �
H(p̃i) where H(pi) specifies the entropy of pi, and H(pi, p̃i)
defines the cross entropy between pi and p̃i. Considering that
the loss function is optimized with a gradient based optimiza-
tion approach and H(p̃i) is a constant with respect to the the
parameters, we simplify the discriminative loss function as:

ld(xi
1, x

i
2; ✓e) =

� {yi = 1}log(pi) � {yi = 0}log(1 � pi) (4)

which is equivalent to the the cross entropy over pi and p̃i.
It penalizes the distance between positive samples and also
the similarity between negative ones to make the new space
discriminative. LD attains its minimum when pi = p̃i over
all the labeled pairs.

To alleviate the insufficiency of the unlabeled data for
verification task, through generative modeling, we encour-
age the embedding function f✓e

(.) to keep the informative
part of feature space. We define a nonlinear function g✓d

(.)
parametrized by ✓d to project back the samples from new rep-
resentation obtained from f✓e

(.) to the original feature space.
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Figure 1: The overall architecture of SEVEN.

The generative loss for the ith pair (xi
1, x

i
2) is defined as the

cross entropy between the original input and the correspond-
ing reconstructed outputs as:

lg(x
i
1, x

i
2; ✓e, ✓d) = H(xi

1, g✓d
(f✓e

(xi
1)))

+ H(xi
2, g✓d

(f✓e
(xi

2))) (5)

where H(., .) indicates the cross entropy function, and
g✓d

(f✓e
(xi

j)) indicates the reconstruction of the input of the
xi

j . The cross entropy function is simplified as:

H(xi
j , g✓d

(f✓e
(xi

j))) =
mX

k=1

�xi
j(k)log(pi)� (1� xi

j(k))log(1� pi) (6)

where xi
j(k) indicates the kth element of sample xi

j .
The generative loss function LG , over all pairs including

labeled and unlabeled, is defined as:

LG(X ; ✓e, ✓d) =

L+UX

i=1

lg(x
i
1, x

i
2; ✓e, ✓d) (7)

Combining both generative and discriminative components
into a unified objective function, the optimization problem of
SEVEN is written as:

L(X , Y; ✓e, ✓d) =
LX

i=1

ld(xi
1, x

i
2; ✓e)+

↵

L+UX

i=1

lg(xi
1, x

i
2; ✓e, ✓d) + �(k✓ek2 + k✓dk2) (8)

where k✓ek and k✓dk are the regularization terms on the pa-
rameters of the functions f✓e

(.) and g✓d
(.). The parameter �

controls the effect of this regularization. ↵ controls the trade
off between the discriminative and generative objectives.

3.3 Model Architecture
We choose deep neural networks for parameterizing f✓e

(.)
and g✓d

(.) because of their theoretical function approximation
properties and feature learning abilities [Bengio et al., 2015].
The schematic representation of SEVEN is illustrated in Fig-
ure 1. The input pair is given to two neural networks denoted
as F1 and F2 with shared parameters ✓e. They represent the
discriminative component of the SEVEN (the nonlinear em-
bedding function f✓e

(.)) and project the input samples to the
discriminative feature space. A computation layer is added
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(the nonlinear embedding function f✓e
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tive” representation. In a discriminative feature space, similar
samples are mapped close to each other while dissimilar pairs
are far from each other. Such property is crucial for a good
metric function. The generative component of the model is
designed to exploit the information hidden in the unlabeled
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3.2 Model Description
The deep SEmi-supervised VErification Network (SEVEN)
is consisted of discriminative and generative components.
The model learns a highly non-linear function for each com-
ponent. For the discriminative component, the nonlinear em-
bedding function g(x; ✓e) is learned to yield “discriminative”
and “informative” representation. In a discriminative feature
space, similar samples are mapped close to each other while
dissimilar pairs are far from each other. Such property is cru-
cial for a good metric function. The generative component of
the model is designed to exploit the information hidden in the
unlabeled data. The desired representation should keep the
information exists in the inputs as much as possible to make
the new space as “informative” as the original space. We de-
fine a probabilistic framework of the problem along with the
discriminative and generative modelings of our algorithm.
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controls the effect of this regularization. ↵ controls the trade
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3.3 Model Architecture
We choose deep neural networks for parameterizing f✓e

(.)
and g✓d

(.) because of their theoretical function approximation
properties and feature learning abilities [Bengio et al., 2015].
The schematic representation of SEVEN is illustrated in Fig-
ure 1. The input pair is given to two neural networks denoted
as F1 and F2 with shared parameters ✓e. They represent the
discriminative component of the SEVEN (the nonlinear em-
bedding function f✓e

(.)) and project the input samples to the
discriminative feature space. A computation layer is added
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It can be considered as the metric distance function dθe(., .) which networks F1 and F2 are

supposed to learn. The final layers of F1 and F2 are connected to two other subnetworks denoted

by G1 and G2 in Figure 3 with shared parameters θd. They model the generative component

of SEVEN (gθd(.)). They project back the samples to the original space. In other words, they

can be considered as decoders for the encoders F1 and F2. The outputs of G1 and G2 shown

as x̂1 and x̂2 are the reconstructions of the corresponding inputs x1 and x2.

Subnetworks F1 and F2 are ConvNets built with convolutional and max-pooling layers.

G1 and G2 are made with transposed convolutional and upsampling layers which perform the

reverse operations of convolutional and max-pooling layers, respectively. More detail of the

transposed convolutional layer can be found in [29]. The complete specifications of the models

for all the datasets are presented in Table I and Table II.
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The whole model is trained using backpropagation with respect to the objective function in

Equation 2.8. Given a set of N pairs, we optimize the model through an adaptive version of

gradient descent called RMSProp [24] over shuffled mini-batches.

We employ l2-regularization and dropout [92] strategy to the convolutional and fully con-

nected layers of the subnetworks to prevent overfitting. Batch normalization [45] technique is

also applied after each convolutional layer to normalize the output of each layer. It can improve

the performance in some cases. The training procedure of SEVEN is illustrated in Algorithm 1.

2.4 Experiments

2.4.1 Datasets

We evaluate the proposed algorithm on the following four datasets.

MNIST [26]: It is a dataset of 70000 grayscale images of handwritten digits from 0 to 9.

We use the original split of 60000/10000 for the training and test sets. A uniform random noise

of [0, 1] is added to each pixel to make it noisy and more challenging.

US Postal Service (USPS) [44]: It is a dataset of 9298 handwritten digits automatically

scanned from envelopes by the US Postal Service. All images are normalized to 16×16 grayscale

images. We selected randomly 85% of the images for the training set.

Labeled Faces in the Wild (LFW) [43]: It is a database of face images that contains 1100

positive and 1100 negative pairs in the training set, and 500 positive and 500 negative pairs in

the test set. All images are resized to 64× 48.

BiosecurID-SONOF (SONOF) [34]: We use a subset of this dataset comprising signatures

collected from 132 users, each user has 16 signatures. Signature images are normalized and
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Procedure 1: Training procedure of SEVEN

Input: Training set: X =
{

(xi1, x
i
2)
}N
i=1

, label set Y = {yi}Li=1, number of iterations T ,
and batch size m.

Output: Model’s parameters: Θ
B = |X |

m ;
// number of batches

Randomly split the training set X into B batches;
for t = 1, 2, · · · , T do

for b = 1, 2, · · · , B do
Feedforward propagation of the bth batch;

Calculate Lb according to Equation 2.8;

Estimate gradients ∂Lb
∂Θt

by backpropagation;

Calculate Θt+1 using RMSProp;

end

end
return ΘT ;

converted to 80 × 80 grayscale images. We divided the users randomly into 100/32 for the

training and test purposes.

In SONOF and LFW datasets, classes in the training and test samples are disjoint, while in

MNIST and USPS classes are common between test and train sets. The samples of LFW are

already in the form of pairs. For other datasets, we create the pairs by first splitting samples

into two distinct sets for the training and test. We split the train set randomly into labeled

and unlabeled samples. Then, each sample gets paired with two other samples randomly. One

sample is selected from the same class to form a positive pair, and another one from a different

class to form a negative pair.
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2.4.2 Baselines

We compare the performance of SEVEN with the following baselines. It should be considered

that we can not compare SEVEN with classification techniques because they are not usually

designed to handle new classes in the test data which happens in verification applications. Since

there are no other deep semi-supervised works for verification tasks, we adopt the common deep

semi-supervised techniques to verification networks as our baselines.

Discriminative Deep Metric Learning (DDML) [42]: They developed a deep neural

network that learns a set of hierarchical transformations to project pairs into a common space

by using a contrastive loss function. It is a supervised approach and can not use unlabeled

data.

Pseudo-Label [60]: It is a semi-supervised approach for training deep neural networks.

It initially trains a supervised model with the labeled samples. Then it labels the unlabeled

samples with the current trained model before each iteration, and use the high confidence ones

along with the labeled samples for training in the next iteration. We followed the same approach

for training a Siamese network [11] to extend their approach to the verification tasks.

Convolutional Autoencoder + Siamese Network (PreConvSia): We pre-train a

Siamese network [11, 21] with an convolutional autoencoder model [70]. Then we fine-tune

the network with labeled pairs. The network uses ConvNets as the underlying network for the

modeling.
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Autoencoder + Siamese Network (PreAutoSia): It is similar to PreConvSia, but uses

MLP as the underlying network for the modeling. It is significantly faster in training compared

to PreConvSia.

Principle Component Analysis (PCA): We use PCA as an unsupervised feature learning

technique. The distance between samples in the new space learned by PCA indicates their

relations. The threshold on the distance is selected for each dataset separately based on the

performance on the training data.

2.4.3 Experimental Settings

The architectures of SEVEN for all datasets are presented in Table I and Table II. All the

parameters of SEVEN and also other baselines are selected based on a validation on a randomly

selected 20% subset of the training data. The l2-regularization parameter β is selected from

{0.0001, 0.001, 0.01, 0.1} for each dataset separately. The parameter α that controls the trade-

off between generative and discriminative objectives is selected from {0.01, 0.05, 0.1, 0.2, 0.5,

1.0, 2.0, 5.0}. It is set to 0.05, 0.1, 0.05, and 0.2 for MNIST, LFW, USPS and SONOF, respectively.

Parameter τ is set to 0.5 for all the four datasets.

All the neural network models are trained for 150 epochs. The pre-training is also performed

for 150 epochs for the baselines which require pre-training. RMSProp optimizer is used for the

training of all the neural networks with the default value λ = 0.001 recommended in the original

paper.
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TABLE I: Specifications of the Neural Networks for MNIST and USPS. BN: batch normalization, ReLU:
Rectified Linear Unit, Conv: convolutional layer, TransConv: transposed convolutional layer, Upsam-
pling: Upsampling layer, Dense Layer: fully connected layer, and Max-pooling: max-pooling layer.

MNIST and USPS

Network Fi Network Gi

MNIST: 28× 28
USPS: 16× 16

Input 128× 1

3× 3 Conv (8) Dense Layer
ReLU ReLU
2× 2 Max-pooling Reshape layer
Dropout (0.5) 2× 2 Upsampling
5× 5 Conv (8) 5× 5 TransConv (8)
ReLU ReLU
2× 2 Max-pooling Dropout (0.5)
Dropout (0.5) 2× 2 Upsampling
Dense Layer (128× 1) 3× 3 TransConv (1)
ReLU Sigmoid

Dropout (0.5)

TABLE II: Specifications of the Neural Networks for LFW and SONOF. BN: batch normalization, ReLU:
Rectified Linear Unit, Conv: convolutional layer, TransConv: transposed convolutional layer, Upsam-
pling: Upsampling layer, Dense Layer: fully connected layer, and Max-pooling: max-pooling layer.

LFW and SONOF

Network Fi Network Gi

LFW: 64× 48
SONOF: 100× 100

Input 128× 1

4× 4 Conv (32) Dense Layer
BN-ReLU ReLU
Dropout (0.5) Reshape layer
2× 2 Max-pooling 3× 3 TransConv (64)
Dropout (0.5) BN-ReLU
3× 3 Conv (64) Dropout (0.5)
BN-ReLU 2× 2 Upsampling
2× 2 Max-pooling 3× 3 TransConv (32)
Dropout (0.5) BN-ReLU
3× 3 Conv (128) Dropout (0.5)
BN-ReLU 2× 2 Upsampling
Dropout (0.5) 3× 3 TransConv (1)
Dense Layer (128× 1) BN-Sigmoid
ReLU Dropout (0.5)
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TABLE III: Performance of different methods on LFW and SONOF in terms of accuracy.

Dataset LFW SONOF

# of labeled pairs 110 440 880 1320 1760 All 160 320 640 960 1280 All

SEVEN 61.2 64.1 65.7 66.3 67.0 68.7 72.7 74.6 79.3 83.1 84.1 85.3
PCA - - - - - 64.5 - - - - - 67.61
DDML 51.5 54.2 61.9 63.8 64.8 71.1 58.5 67.7 72.5 78.4 82.9 86.1
Pseudo-Label 52.0 52.2 53.9 57.4 57.9 70.1 53.8 59.9 63.2 71.0 80.5 84.5
PreConvSia 55.1 62.3 63.5 63.2 64.2 66.0 61.9 67.1 70.4 71.5 78.8 82.1
PreAutoSia 51.1 62.9 63.0 63.5 64.2 66.1 57.2 62.7 66.4 70.1 73.1 79.0

TABLE IV: Performance of different methods on MNIST and USPS in terms of accuracy.

Dataset MNIST USPS

# of labeled pairs 30 60 120 600 2400 All 40 80 160 300 800 All
SEVEN 75.5 76.9 79.8 84.8 90.7 96.8 76.2 77.3 80.2 80.7 82.8 93.1
PCA - - - - - 65.84 - - - - - 70.96
DDML 61.1 65.9 75.7 84.0 90.4 96.8 69.0 71.8 75.7 75.9 80.8 92.7
Pseudo-Label 59.8 67.9 76.8 83.2 89.3 95.2 70.1 57.4 57.9 77.2 78.3 93.3
PreConvSia 64.4 73.0 77.2 82.7 90.8 97.2 72.2 78.2 77.6 78.1 82.9 93.0
PreAutoSia 61.5 68.0 71.9 78.9 84.7 93.1 70.6 73.9 69.0 75.0 82.0 90.2

2.4.4 Performance Evaluation

We report the performance in terms of accuracy which is the number of pairs in the test

set verified correctly divided by the total number of pairs in the test set. The performance

of SEVEN and all baselines are presented in Table III and Table IV. The results are reported

for different number of labeled pairs and the best accuracy for each case is depicted in bold.

The last column indicates the case where all labeled training pairs are used. PCA is a fully

unsupervised method, thus one performance is reported for each dataset.
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As can be seen from the tables, SEVEN outperforms other baselines in cases where a limited

number of labeled pairs are used and the differences in performance are more significant where

the number of labeled pairs is lower, and thus SEVEN can address the scarcity of labeled data

better.

Algorithm DDML can give good performance when we have enough labeled data but its

performance is significantly lower compared to SEVEN in cases with few labeled samples. DDML

does not use the unlabeled data while other baselines benefit from the information hidden in the

unlabeled data. By increasing the number of labeled pairs, the difference in accuracy decreases.

SEVEN outperforms all the semi-supervised baselines. One of the main advantages of SEVEN

over other semi-supervised methods is that they perform supervised step after pre-training with

unlabeled data is finished. This may cancel out some of the learned information from unlabeled

data through a supervised process. There is no guarantee that the supervised process can

benefit from the unsupervised learning [87]. Among the semi-supervised baselines, Pseudo-

Label not only gives worse results compared to SEVEN, but also it shows lower performance

than PreConvSia and PreAutoSia in many cases. It can be related to the noise and error in

estimating the labels for unlabeled pairs.

2.4.5 Model Analysis

We perform some experiments to analyze the effect of the different components of SEVEN.

The performances of different variants of SEVEN are given in Table V. The number of labeled

pairs for each dataset is indicated in front of the name of the dataset. DisSEVEN indicates SEVEN

with α = 0 in Equation 2.8 which disables the Gi networks and the generative aspect of the
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TABLE V: Performance of the variants of SEVEN.

Method MNIST (120) LFW (440) USPS (80) SONOF (320)

DisSEVEN 75.7 54.2 73.9 70.3
GenSEVEN 73.0 58.2 60.0 62.5
MLPSEVEN 73.1 60.0 77.3 70.9
SEVEN 79.8 64.1 77.3 74.6

model. This variant does not consider the unlabeled data during the learning. GenGenSEVEN

corresponds to a model that does not have the discriminate component. In other words, it does

not have the contrastive layer and does not use the label information. SEVEN indicates the full

variant of SEVEN with both generative and discriminative components. The variant MLPSEVEN is

similar to the regular SEVEN, except that it uses fully connected layers instead of convolutional

and transposed convolutional layers.

Among all the different variants, full SEVEN gives the best performance. It shows the effec-

tiveness of both the generative and discriminative components. It also verifies the effectiveness

of using the information hidden in the unlabeled data. The results show that the discrimi-

native component has the broader impact compared to the generative component. MLPSEVEN

gives weaker performance compared to SEVEN. It is mainly because of the capabilities of convolu-

tional layers in modeling image data as it has also been shown by ConvNets in image processing

applications.
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2.4.6 Parameter Sensitivity

We analyze the effect of the parameter α in Equation 2.8 on the performance of SEVEN on

all the four datasets. Parameter α of SEVEN controls the trade-off between the generative and

discriminative aspects of the model. In Figure 2 the performance of SEVEN for different values

of α is plotted. For each dataset, the performance is plotted for three different values of L

(number of labeled pairs).

There exists a trade-off between the two generative and discriminative aspects of SEVEN on

all of the four datasets. As it can be seen, the optimum value of this parameter is dependent

to the dataset and also to the ratio of labeled data to some extent.
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Figure 2: The accuracy of SEVEN for different values of parameter α for (a) MNIST, (b) LFW, (c) USPS

and (d) SONOF.



CHAPTER 3

VIRTUAL ADVERSARIAL TRAINING FOR SEMI-SUPERVISED

VERIFICATION PROBLEM

(This chapter was previously published as ”Virtual Adversarial Training for

Semi-supervised Verification Tasks”, in the Proceedings of the 27th European Signal Pro-

cessing Conference (EUSIPCO), 2019, IEEE [78].)

3.1 Introduction

The task of estimating the similarity of two objects is called verification task. It has impor-

tant applications such as face verification [42], signature verification [15], and learning sentence

similarity [73]. Most of the suggested models for verification tasks are based on embedding

learning techniques. It makes them applicable for some other tasks such as classification prob-

lems in scenarios with a large number of classes and limited or skewed number of samples for

each class [73,75].

Deep learning models have shown great and promising performance in many applications

recently [84] but most of the successes are in supervised tasks where a large amount of labeled

data is available. Labeling data can be very expensive or not feasible in some cases while

unlabeled data are abundant for many problems. In such applications, semi-supervised learning

can be an effective solution. While some works have been done on training neural networks

in semi-supervised setting for classification problems, to the best of our knowledge, limited

27
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works have been done on deep semi-supervised verification tasks. In [79], a semi-supervised

model, called SEVEN, is proposed which combines a supervised loss with an unsupervised one

to handle unlabeled data. It showed promising results compared to the baselines. However the

unsupervised part of SEVEN is based on auto-encoders. One of the drawbacks of auto-encoding

approach is that the decoder part doubles the size of the network.

In this work, we propose a semi-supervised embedding model for verification tasks. The

proposed algorithm, named VerVAT, benefits from Virtual Adversarial Training (VAT) [72] to

exploit the unlabeled data. Adversarial training may refer to different categories of machine

learning algorithms. These algorithms are used for a variety of problems such as Generative Ad-

versarial Networks (GAN) [35], adversarial examples [36], and adversarial loss optimization [32].

VAT is adopted from the adversarial training [36] technique originally proposed for increasing

the robustness of neural networks toward adversarial examples. VAT has shown promising per-

formance for semi-supervised classification tasks [81] where the distributions of train and test

data are similar. But to the best of our knowledge, it has never been applied to embedding

learning problems where classes of the training and test data can be different. We are the first

to adopt this idea and propose a semi-supervised learning model for verification tasks through

the introduction of an objective function based on Virtual Adversarial Training. The proposed

objective function is a combination of a discriminative part which imposes separation between

various classes and a VAT based part which exploits the underlying structure of the unlabeled

data. Virtual adversarial loss also helps the model to avoid overfitting and to have a smoother

embedding function.
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The proposed model can also be used in other tasks such as extreme classification where

there exists a large number of classes in the order of thousands or millions. One common

example of such tasks is face recognition where there may exist millions of classes with few

samples for each class. In such settings, traditional neural networks for classification suffer

from long tail problem and overfitting [89].

We have evaluated VerVAT on three different verification tasks. In two of them, the training

and test samples are drawn from disjoint classes which can not be handled easily by most of the

traditional classification techniques for neural networks. In all of the experiments, the proposed

algorithm achieves better results in terms of accuracy compared to the baselines. It shows the

effectiveness of Virtual Adversarial Training for semi-supervised embedding learning.

3.2 Problem Formulation

We define the training data as a set of pairs consisting of two samples. The items of a

pair can belong to the same class to form a positive pair or belong to different classes to from

a negative pair. If the class information for at least one of the items of a pair is missing or

not available, the pair’s label is considered as unknown. The training set is represented as

D =
{

(xi1, x
i
2)
}N
i=1

, where (xi1, x
i
2) is a pair of training samples. xi1 ∈ Rm is the first item of the

ith pair and xi2 ∈ Rm is the second item. The total number of pairs is indicated by N . The

label set is defined as L = {yi|yi ∈ {p, n, u}}Li=1 where p, n, and u denote the positive, negative

and unknown label, respectively.

We want to learn a parametric and highly nonlinear function that can verify whether two

samples are similar or not. To be more specific, the goal of the model is to learn function
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v(x1, x2; Θ) to predict the relation between x1 and x2. It is defined based on the distance of x1

and x2 as

v(x1, x2; Θ) =





p if d(f(x1; Θ), f(x2; Θ)) ≤ τ

n if d(f(x1; Θ), f(x2; Θ)) > τ

(3.1)

where d(., .) is an arbitrary distance function. Function f(x; Θ) is a highly nonlinear function

parameterized by Θ which maps a sample to a new space where distances can get estimated

by a simple distance function like Euclidean or cosine distance. The threshold τ specifies the

maximum distance that samples of a positive pair are allowed to have from each other. Samples

farther than this threshold are considered to be from different classes with negative relation.

3.3 Proposed Algorithm

3.3.1 Model Architecture

The overall architecture of the proposed model is illustrated in Figure 3. The input pair

is given to two neural networks denoted as F1 and F2 with shared weights and parameters Θ

like Siamese networks [15]. Siamese networks are widely used in similarity learning [11,73,75],

embedding learning [3, 9], verification [15,21,56], and retrieval [85].

They should project the input samples to a new discriminative space where samples with

positive relation are close to each other and samples with negative relation are far from each

other. As the weights of F1 and F2 are shared, both subnetworks define the same nonlinear

mapping function, denoted by f(.; Θ). To make the new representation to have such a dis-

criminative property, a layer is added at the top of the networks F1 and F2 that calculates the

distance between the two input samples in the new space denoted by d(., .). Function d can be
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Figure 3: The schematic representation of VerVAT. F1 and F2 are the neural networks with shared
weights, and the circle shapes denote the loss functions.

an arbitrary distance metric such as Euclidean or cosine distance in the new subspace. This

function can be considered as a metric distance function which networks F1 and F2 are supposed

to learn it. These networks are ConvNets built with convolutional layers, max-pooling, and a

fully connected layer as the last layer.

3.3.2 Loss Function

We propose to impose two main characteristics on the new subspace to be learned by

networks F1 and F2. First of all, the new subspace obtained from these two networks should

be discriminative so that samples from different classes are separable easily. Samples from

the same class should be close to each other, and samples from different classes should be far

from each other. This property makes the similarity prediction performed by function d(., .)

easier. However, the discriminative property is not enough for semi-supervised settings where

the relation of some pairs are not available.
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To fully exploit the information of all data, we impose the unsupervised constraint. Another

challenge in training neural networks is overfitting especially when the distribution of the classes

in the test and train are different [81]. To address this problem, we propose to adopt the idea

of Virtual Adversarial Training (VAT) to regularize the training process (will be explained in

detail in Section 3.3.2.2). Both properties are imposed by a unified loss function as

J (X,Y ; Θ) = (1− α)JD(X,Y ; Θ) + αJV(X; Θ) + β ‖Θ‖2 (3.2)

where JD(X,Y ; Θ) indicates the supervised loss for labeled data, and JV(X; Θ) is the unsu-

pervised loss for all data which imposes the adversarial training loss on the learned function.

Parameter β controls the regularization term ‖Θ‖ which is imposed on all the weight parame-

ters of the network. Regularization to prevent overfitting is important especially in cases where

the distribution of train and test data are not similar. Parameter α is the weighting parameter

that controls the trade-off between the supervised and unsupervised part of the loss.

3.3.2.1 Discriminative Space

The discriminative part of the loss function, JD(X,Y ; Θ) is estimated for the L labeled

pairs as:

JD(X,Y ; Θ) =
∑

1≤i≤L
jd(x

i
1, x

i
2; Θ) (3.3)

where jd(x1, x2) indicates the discriminative loss for the pair (x1, x2) in the new subspace. It

can be defined with a contrastive loss function as:
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jd(x
i
1, x

i
2; Θ) = I{yi = p}d(f(x1; Θ), f(x2; Θ))2 + I{yi = n}max{0,m− d(f(x1; Θ), f(x2; Θ))}2

(3.4)

where I{.} is the identity function. Function d measures the distance of two samples in the new

space. We used Euclidean distance as the distance function. It penalizes the distance between

positive samples and also the similarity between negative ones. This loss pushes the positive

samples close to each other in the space while pushes negative samples far from each other.

It makes the new representation space discriminative. Parameter m specifies a margin which

prevents the loss function to push negative pairs further than m.

3.3.2.2 Virtual Adversarial Training

In order to exploit the information in the unlabeled data we adopt Virtual Adversarial

Training (VAT) [72] to our embedding learning model. VAT is inspired by the defense techniques

which are used to increase the robustness of neural networks toward adversarial attacks. It tries

to minimize the change in the output of a neural network when its input is perturbed locally. It

regularizes the embedding space and increases the generalization of the learned subspace while

there exists limited labeled data. VAT has shown to be effective for semi-supervised learning [81].

The loss J (X,Y ; Θ) for all the pairs including unlabeled and labeled samples is defined as:

Jv(X; θ) =
∑

1≤i≤N

2∑

j=1

jv(x
i
j ; θ) (3.5)
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where jv(x
i
j ; θ) estimates the VAT loss for sample xij . It is defined as the following to minimize

the greatest change in the embedding space for sample xij .

jv(x
i
j ; θ) = g(f(xij ; θ), f(xij + radv; θ))

radv = arg max g(
r;‖r‖2<ε

f(xij ; θ), f(xij + r; θ)) (3.6)

where g is a non-negative function which measures the distance between its two inputs, and ε

is a small positive number. We selected Euclidean distance function as the distance function g.

Vector radv is the adversarial perturbation which specifies the direction in the input space which

produces the maximum difference in the embedding space. By minimizing this loss function,

the sensitivity of the output embedding space to the input perturbation is minimized. There

exists no closed form to calculate the vector radv, but it can get approximated by

radv = ε
g

‖g‖ (3.7)

where

g = ∇rd(f(xij ; θ), f(xij + r; θ))

r ∼ N(0,
ε√
Dx

I) (3.8)
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Vector r is a random noise vector added to the input of the neural networks to create the

perturbation. It is drawn from a normal distribution N . Dx is the dimension size of the inputs,

and I is an identity matrix with the dimension of Dx. The gradient vector g can get computed

by back-propagation on the network. More details on this approximation can be found in [72].

The whole model is trained using backpropagation with respect to the loss function in

Equation 3.2. Given a set of N pairs, we optimize the model by Adam [53] optimization tech-

nique over shuffled mini-batches. Batch normalization [45] technique is also applied after each

convolutional layer to normalize the output of each layer.

3.4 Experiments

3.4.1 Datasets

We evaluate the proposed algorithm on the following datasets:

Labeled Faces in the Wild (LFW) [43]: It is a database of face photographs designed for

evaluating face verification or recognition tasks. It contains 2200 pairs of face images consisting

of 1100 positive and 1100 negative pairs for verification tasks. Positive pairs are images from

the same person, while negative pairs are from different persons. There are 500 positive and

500 negative pairs in the test set. Due to the small size of the training data, we use 5-fold

validation in the validation process for estimating the best parameters.

BiosecurID-SONOF (SONOF) [34]: We use a subset of this dataset comprising signatures

collected from 132 users. It contains 16 signatures for each user. All images are normalized and

resized to 80× 80. Users are randomly divided into two groups of 100 and 32 for the training

and test purposes.
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US Postal Service (USPS) [44]: This dataset contains 9298 handwritten digits automat-

ically scanned from envelopes by the US Postal Service. It has 10 classes. All images are

normalized 16 x 16 grayscale. We divided the samples randomly into 7900/1398 for training

and test. After the pairing process, we will have 7900 and 1398 pairs for training, and test. We

used 5-fold cross-validation for estimating the best values for the parameters. All images are

resized to 64× 48.

Dataset LFW is originally built for verification tasks, and its train and test samples are already

in the form of positive and negative pairs, but the rest are mostly used for image classification

tasks. We make these datasets in pairs so that they can be used for verification. The pairing

process is as follows. First, we split the training data randomly into labeled and unlabeled

sets with the specified ratio. Then, each sample gets paired with another sample randomly.

The other sample is selected from the same class with the probability of 0.5, otherwise from a

different class to have equal number of positive and negative pairs. The pairs are selected from

their own corresponding set, labeled or unlabeled. Test or validation samples are not divided

into labeled and unlabeled sets like training set, but they just get paired with a similar process.

The classes in the training and test samples are disjoint in SONOF and LFW datasets, while in

USPS dataset, classes are common between the test and train.

3.4.2 Baselines

Handling new classes in the test data is a common case in verification tasks, while it is a

great challenge for most of the traditional classification techniques based on neural networks.
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Therefore, we adopted some of the deep semi-supervised techniques to verification networks to

be used as our baselines.

Principle Component Analysis (PCA): It as an unsupervised feature learning technique

which does not need any label information. The distance between samples after applying the

PCA transformation is considered as the similarity of two samples. A threshold is selected for

each dataset based on the performance on the training data to find the relation between two

samples.

Pseudo-Label [60]: It is a semi-supervised approach for training deep neural networks.

It initially trains a supervised model with the labeled data. Then in each epoch, it predicts

the labels of the unlabeled samples with the trained model, and then adds the ones with high

confidence to the labeled samples to continue training. The model was proposed and evaluated

for classification tasks. We followed the same approach to train a Siamese network [15].

Discriminative Deep Metric Learning (DDML) [42]: It uses the architecture of Siamese

networks [15] with a modified version of the contrastive loss function. It is a supervised approach

and does not use unlabeled pairs.

Autoencoder-Siamese: It pre-trains an autoencoder in an unsupervised manner. Then,

its encoder part is fine-tuned with labeled pairs in a Siamese network [15] structure.

SEVEN [79]: It is a model based on neural networks specifically proposed for semi-

supervised verification tasks. This model used auto-encoding and generative models to handle

unlabeled data and prevent overfitting problem while our algorithm benefits Virtual Adversarial

Training to exploit the information in the unlabeled data.
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TABLE VI: Performance of different methods on LFW, SONOF, and USPS in terms of accuracy.

Dataset LFW SONOF USPS

# of labeled pairs 110 880 1760 All 160 640 1280 All 40 160 800 All

PCA - - - 64.5 - - - 67.6 - - - 70.9
DDML [42] 51.5 61.9 64.8 71.1 58.5 72.5 82.9 86.1 69.0 75.7 80.8 92.7
Pseudo-Label [60] 52.0 53.9 57.9 70.1 53.8 63.2 80.5 84.5 70.1 57.9 78.3 93.3
Autoencoder-Siamese 55.1 63.5 64.2 66.0 61.9 70.4 78.8 82.1 72.2 77.6 82.9 93.0
SEVEN [79] 61.2 65.7 67.0 68.7 72.7 79.3 84.1 85.3 76.2 80.2 82.8 93.1
VerVAT 61.6 68.6 72.6 73.5 82.9 83.45 85.6 87.7 78.2 84.5 84.9 93.0

3.4.3 Performance Evaluation

The performance of VerVAT and all baselines are presented in Table VI. The results are

reported for a different number of labeled pairs and the best accuracy for each case is depicted

in bold. The performance is reported in terms of accuracy which is the number of pairs in

the test set verified correctly divided by the total number of pairs in the test data. The last

column of each section indicates the case where all the training pairs have label information.

As PCA is a fully unsupervised method, no label information is used for this baseline, and just

one performance is reported for each dataset.

Most of the parameters of baselines are selected based on the accuracy metric using cross-

validation. USPS is divided into training and validation sets because is has enough samples, but

LFW and SONOF are validated with 5-fold validation. After finding the best values for parameters

with 5-fold validation, the whole training data is used for training.

All the neural networks are trained for 250 epochs with Adam [53] optimizer and the best

model with the lowest loss is selected as the final model. The pre-training phase of training for
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both Pseudo-Label and Autoencoder-Siamese is performed for 150 epochs. The batch size is

set to 512 for all the experiments. Margin parameter m is set to 1.0.

As can be seen, VerVAT outperforms other baselines in terms of accuracy in cases with

limited number of labeled pairs. The difference in performance compared to other baselines is

more significant for the lower number of labeled pairs. It verifies empirically the effectiveness

of the proposed approach of addressing the problem of limited labeled data.

One of the drawbacks of SEVEN and Autoencoder-Siamese is that they use autoencoders.

Their encoders should incorporate most of the unnecessary detail of the image data into the

hidden representations so that the decoder can reconstruct the original input. Such represen-

tations contain unnecessary information for the goal task and can affect the performance of the

verification task while VerVAT benefits VAT to exploit the unlabeled data and does not have this

limitation.



CHAPTER 4

SEMI-SUPERVISED DEEP REPRESENTATION LEARNING FOR

MULTI-VIEW PROBLEMS

(This chapter was previously published as ”Semi-supervised Deep Representation

Learning for Multi-View Problems”, in the Proceedings of the 2018 IEEE International

Conference on Big Data (Big Data), 2018, IEEE [78].)

4.1 Introduction

In many real-world problems, more than one set of features, referred to as views of the

data, are available. For example, a web page can be represented by text data, images, and

meta-data. Multiple views can help improve the performance of many learning tasks because

each view can provide information complementary to others, and learning using all views can

maximally exploit the information available. In particular, multi-view dimension reduction has

been proven effective for learning from high dimensional multi-view data [109] such as image

and text in image processing [20], speech and video in speech processing [6], and multilingual

texts in language processing [31].

Compared to traditional multi-view dimension reduction, multi-view dimension reduction

using deep networks has shown the state-of-the-art results. Projections are learned to map all

views to a common feature space where view information is retained and fused. The new space

can enable or improve learning algorithms that are not applicable or inferior in multiple high-

40
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dimensional spaces. Low-dimensional representations learned in such a way are without labeled

data and thus not sufficiently discriminative for end tasks such as classification. Discrimina-

tive multi-view dimension reductions based on CCA [102], topic models [117], and information

bottleneck [108] can help learn representations that can not only unify different views by dimen-

sionality reduction but also discriminate different classes. However, as the networks become

deeper, more parameters need to be learned and a larger amount of labeled data are required

which are not readily available in many applications. The high cost of obtaining labeled data

along with the growing size of unlabeled data has driven the development of semi-supervised

learning that combines labeled and unlabeled data to mitigate the issue. However, there is still

a lack of a semi-supervised deep discriminative method for multi-view dimension reduction.

We propose MDNN (Multi-view Discriminative Neural Network) for the above purpose, using

only a small amount of labeled data and a large amount of unlabeled data. MDNN maximizes

between-class separations and minimizes within-class variations while leveraging label informa-

tion for discriminativeness. MDNN consists of a pair of parallel neural networks coupled by a

shared layer on the top of the last layers (see Figure 4). The model is trained in a joint manner

to find view-specific nonlinear transformations. The learned transformations are further used

to project samples to the common space. MDNN not only projects paired instances from different

views to the same space (maximal correlation) but also projects instances from different classes

far from each other (inter-class separation) while instances with the same class label are close

to each other (intra-class variation).
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To the best of our knowledge, MDNN is the first deep semi-supervised representation learning

method in multi-view problems, which has all of the following properties in a single unified

model: (i) yielding a discriminative feature representation, (ii) using the complementary infor-

mation of other views to exploit the information in unlabeled data, and (iii) achieving the above

properties using a large amount of unlabeled data to help learning with only a small amount

labeled data. We evaluate MDNN on four multi-view datasets, namely Noisy MNIST, WebKB, FOX,

and CNN, and compare it to the state-of-the-art baselines. Experimental results demonstrate

that the proposed algorithm outperforms all the baselines in terms of accuracy especially when

a limited number of labeled samples are available. The reminder of this chapter is organized

as follows. In Section 4.2, an overview of the related previous works is given. The proposed

algorithm is discussed in detail in Section 4.3 and experiments are presented in Section 4.4.

4.2 Previous Works

In Table VII, capabilities of different multi-view dimension reduction models are compared.

The proposed algorithm (MDNN) is the only one that enjoys all the capabilities. CCA is a well-

known dimension reduction technique for data with two views [6,20,27,33,39]. It finds two linear

transformations to project the views to a common feature space, so that correlation between

views is maximized. However, CCA suffers from the lack of nonlinearity in its transformations

to model nonlinear data. Kernel CCA (KCCA) extends CCA to find nonlinear projections [71]

for both views. KCCA requires training data during testing and does not easily scale to large

datasets.
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Figure 4: The schematic structure of MDNN for two views. In the left side of the figure, instances are
shown in their original input space for both views. After passing them through MDNN, the common feature
space is obtained. It is depicted on the right side of the figure. In this example, samples belong to three
classes. The color indicates the class of an instance. Corresponding views are marked with small shapes
at the corner of each instance.

More recently, several deep neural network (DNN)-based algorithms have been proposed for

nonlinear feature representation learning on multi-view problems [76,88]. A deep model for CCA

estimation, referred to as Deep CCA (DCCA), has also been proposed [4, 12]. Like CCA, DCCA is a

parametric approach and is scalable to large datasets, and like KCCA, it can model nonlinearity

in the data.

Nonetheless, Linear CCA, KCCA and Deep CCA are unsupervised feature learning techniques.

They cannot exploit labels available (if any) during feature representation learning. The learned

low-dimensional representations thus lack class discriminativeness that is critical to the success
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of end tasks such as classification and clustering. While discriminative representation learning

from one-view using deep network or topic model has also been explored in [108,117]. Learning a

discriminative representation from multi-view data can require more labeled data as the number

of views and network layers increase. While semi-supervised techniques for deep learning has

been explored in [82,115] to use a large amount of unlabeled data to mitigate the lack of labeled

data, semi-supervised discriminative multi-view learning has not been studied and is the focus

of this work.

Maximizing between-class separations while minimizing within-class variations have been

widely used in many learning algorithms, such as Fisher’s Linear Discriminant Analysis (FLDA)

[95]. However, FLDA is a linear technique and although kernel-based versions of LDA have been

proposed (KLDA) [71], they suffer from similar drawbacks of CCA and KCCA, such as scalability

and fixed kernels. Recently, a deep version of LDA has been introduced [28]. However, all these

studies work with only a single view and do not benefit from the noise-robustness of CCA-based

techniques, which is the result of maximizing the correlation between views.

They are some scattered works in multi-view learning such as [17, 90] but they are clearly

different from our problem setting.

4.3 The Proposed Algorithm

The schematic representation of the proposed model for two views is shown in Figure 4.

The MDNN comprises of two deep neural networks (one for each view) coupled in a shared layer

(interview-layer). More networks can get coupled to handle more views. Both networks are

trained jointly to find view-specific nonlinear transformations to map the input views to a
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TABLE VII: Comparison of different techniques with MDNN on various aspects.

Method Nonlinearity Scalability Discriminativity Multi-view

CCA X
KCCA X (limited) X
DCCA X X X
LDA X X
KLDA X (limited) X
Deep LDA X X X
MDNN X X X X

common feature space. The inter-view layer encourages inter-view correlation between views

and is responsible for exploiting the information in both views of both labeled and unlabeled.

All views of a single instance are projected as near as possible to each other. Moreover, two

objectives are imposed on the output layer of each view independently to make the new space

discriminative. It is achieved by maximizing intra-view discrimination using the labeled data:

instances of the same class in one view are mapped closed together, whereas instances of different

classes are mapped distant apart. Such properties make all the views of each instance to be

highly correlated, and instances of different classes are easily separable.

These two parts of the model work in a joint manner to learn the desired representation from

all the labeled and unlabeled data, and each can be considered as a regularizer for the other

during the subspace learning. We train our model with backpropagation to learn two nonlinear

transformations through optimizing the introduced objective functions. After training, the

network is employed to map multiple views of data to a common low-dimensional space, where

classifiers can be trained.
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The purpose of using an independent network for each view is to learn low-level view-specific

representations according to the properties of each view. Thus, the architecture of each network,

such as the type or number of layers, can get adjusted according to the view’s properties. In

addition, representations obtained from higher levels of the networks are more likely to reveal

the views’ statistical properties compared to the original inputs [93].

4.3.1 Deep Model Definition

For a two-view problem, the training set is represented as X =
{

(xi1, x
i
2)|xi1 ∈ X1, x

i
2 ∈

X2, 1 < i < N
}

, where (xi1, x
i
2) is a training sample with views xi1 ∈ Rp and xi2 ∈ Rq with

dimension p and q, respectively. N = L+ U is the total number of training pairs consisting of

L labeled and U unlabeled pairs. The label set for labeled samples is denoted by Y = {yi|1 ≤

i ≤ L}.

We aim to learn two nonlinear view-specific functions f1(x; Θ1) : X1 → Z1 and f2(x; Θ2) :

X2 → Z2 that map the given paired views to the embedding spaces Z1 and Z2. Slightly abusing

the notation, inputs to the first layers of the networks for the two views are batches of samples

denoted by X1 and X2, and the hidden representations output by the last layers right before

the shared layer are denoted by Z1 and Z2. Parameters Θ1 and Θ2 are the parameters of the

two networks, respectively (see Figure 5).
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Figure 5: The overall model of MDNN. A batch of instances are denoted for view one and two with X1 and
X2, respectively. They are passed through non-linear view-specific functions f1 and f2. Discriminativity
is imposed through the objective function G(.) over the outputs Z1 and Z2. The maximization of
inter-view correlation is imposed through the objective C(Z1, Z2).

4.3.2 Objective Function

To learn a discriminative representation for more effective classification, we define the ob-

jective function

L(Z1, Z2; θ1, θ2) = C(Z1, Z2) + λ(G(Z1) +G(Z2))− α(‖θ1‖2 + ‖θ2‖2) (4.1)

where the function C (Z1, Z2) maximizes the inter-view correlation between the samples in the

new space, and functions G(Zi) encourages discriminative subspaces. The term ‖Θ1‖2 + ‖Θ2‖2

with regularization parameter α is added to regularize the networks. Parameter λ specifies the

trade-off between the importance of the inter-view correlation and intra-view discrimination

properties in the new space.

We define the function C based on CCA by following the approach that is proposed in Deep

CCA [4] for neural networks. CCA maps multiple views of samples into a new space where paired
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views of each sample are highly correlated using a linear transformation matrix. It has been

shown that the orthogonality of the learned dimensions is critical to effective representations

of the multi-views [102].

Considering the outputs of the two branches of MDNN as two sets of variables, also denoted

by Z1 and Z2, CCA maximizes their correlation

(v∗1, v
∗
2) = arg max

v1,v2
corr(vT1 Z1, v

T
2 Z2) = arg max

v1,v2

vT1 1Σ12v2√
vT1 Σ11v1vT2 Σ22v2

(4.2)

where Σij is the covariance matrix of Zi and Zj :

Σij =
1

N − 1
Z̄iZ̄

T
j , (4.3)

where Z̄i and Z̄j are the centered matrices of Zi and Zj , respectively.

Vectors v∗1 and v∗2 are the two linear transformation vectors that map Z1 and Z2 to a

maximally correlated new space. Since such correlation function is invariant to scaling of trans-

formation vectors v1 and v2, the objective function can be written as a constraint optimization

problem as follows:

(v∗1, v
∗
2) = arg max

vT1 Σ11v1=vT2 Σ22v2=1

vT1 Σ12v
T
2 (4.4)
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We need to find other transformation vectors which produce projections uncorrelated with

previous ones. The constrained problem to find all transformation vectors is

(V ∗1 , V
∗

2 ) = arg max
V T
1 Σ11V1=V T

2 Σ22V2=I

trace(V T
1 Σ12V2) (4.5)

where matrices V1 and V2 contain transformation vectors as columns. Note that there are

several ways to solve such optimization problems. It is shown in [38] that the sum of the

largest singular values of R = Σ
− 1

2
11 Σ12Σ

− 1
2

22 gives the maximal value of (Equation 4.5), and the

corresponding eigenvectors are the optimal projection directions. The sum of all singular values

can be estimated by the Frobenius matrix norm of R

C(Z1, Z2) = ‖R‖F =
√
trace(RTR) (4.6)

All covariance matrices in (Equation 4.5) are regularized by a small positive number r to ensure

that the matrices are positive definite

Σij =
1

N − 1
Z̄iZ̄

T
j + rI. (4.7)

We define the function G based on the two criteria of inter-class separation and intra-

class variation to learn transformations that lead to a discriminative feature space. Inter-class

separation measures how close instances from different classes are to each other. Intra-class

variation measures how close instances from the same class are to each other. Generally, intra-
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class variation should be minimized while inter-class separation should be maximized to obtain

a discriminative feature space.

The intra-class criterion SW (also referred to as a within-class scatter matrix) for a set of

L labelled samples from view v, Zv = {z1
v , z

2
v , ..., z

L
v }, is defined as

SW (Zv) =
1

L

|C|∑

i=1

∑

zjv∈Ci

(zjv −mi
v)(z

j
v −mi

v)
T

(4.8)

where |C| is the number of classes, and zjv = f(djv) is the jth instance of view v in the new

space. Variable mi
v denotes the mean of the samples from class i for view v.

The inter-class criterion SB (also referred to as the between-class scatter matrix) for the

same set of samples Zv can be defined as follows

SB(Zv) =
1

2L2

|C|∑

i,j=1

LiLj(m
i
v −mj

v)(m
i
v −mj

v)
T

where Li is the number of labelled samples from class i. These two criteria can be merged into

a single optimization problem as:

G(Zv) = Tr{(SW (Zv) + SB(Zv) + rI)−1SB(Zv)}

where G(Zv) measures the discriminiveness of the learned space for labelled samples of view

v. The parameter r is a regularization parameter to increase the stability of the inverse op-
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eration. Maximizing the function G(Zv) leads to maximizing SB(Zv) and minimizing SW (Zv)

simultaneously to obtain a discriminative feature space.

4.3.3 Optimization

To optimize the objective function L, we find the optimal values of all parameters for both

networks (Θ1 and Θ2) using Stochastic Gradient Descent (SGD). To use SGD, we split the samples

into some labeled and unlabeled mini-batches. In labeled batches, labeled samples from each

class are present proportional to their ratio in the whole data.

We estimate the gradient of L with respect to the outputs of networks Z1 and Z2 to use

the backpropagation technique. The backpropagation algorithm estimates other gradients to

update the networks’ parameters Θ1 and Θ2.

If the singular value decomposition of matrix R in function C is R = UDV , then the

gradient of function C with respect to Z1 can be estimated as follows:

∂C(Z1, Z2)

∂Z1
=

1

N − 1
(2∇11Z̄1 +∇12Z̄2) (4.9)

where

∇12 = Σ
− 1

2
11 UV

TΣ
− 1

2
22

∇11 =
−1

2
Σ
− 1

2
11 UU

TΣ
− 1

2
11

N denotes the total number of samples in the batch. Similar expressions hold for the gradient

with respect to Z2. More detail on calculating this gradient can be found in [4].

Calculating the gradient of the G(Zi) is not trivial. Similar variants of G(Zi) have been

already investigated in other works [28, 105], but in most cases they tackled them by formu-
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lating the optimization problem as a general eigen decomposition problem. We avoided such

reformulation as we found out in our experiments that it increases the training instability of

the neural networks. Therefore, we optimize G(Zi) without any reformulation by following [94].

We denote SW (Zv) and SB(Zv) as SvW and SvB respectively in the following derivations.

If sample znv ∈ Ck, then gradient of scatter matrices SvW and SvB for view v are defined as

(Equation 4.10) and (Equation 4.11).

∂SvW [i, j]

∂Zv[n, p]
=

1

L





0

Zv[j, p]−mk
v [j]

Zv[i, p]−mk
v [i]

2(Zv[n, p]−mk
v [n])

if i 6= n and j 6= n

if i = n and j 6= n

if i 6= n and j = n

if i = n and j = n

(4.10)

∂SvB[i, j]

∂Zv[n, p]
=

1

L2

|C|∑

s=1

Ls





0

mk[j]−ms
v[j]

mk[i]−ms
v[i]

2(mk[n]−ms
v[n])

if i 6= n and j 6= n

if i = n and j 6= n

if i 6= n and j = n

if i = n and j = n

(4.11)

Defining ST = SB + SW , then the gradient of the discriminative objective function G(Zv)

is estimated as

∂G(Zv)

∂Zv[n, p]
= Tr{(SvT )−1SvB} (4.12)

=

d∑

s=1

∂(SvT )−1[s, s]

∂Zv[n, p]
SvB[s, s] + (SvT )−1[s, s]

∂SvB[s, s]

∂Zv[n, p]
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As we can have the following:

∂(SvT )−1SvB
∂Zv

= −(SvT )−1∂S
v
B

∂Zv
(SvT )−1 (4.13)

We rewrite the gradient ∂G(Zv)
∂Zv

by using (Equation 4.10) and (Equation 4.11) as

∂G(Zv)

∂Zv
=

2

L2
[S−1
T (Zv)SB(Zv)− I]S−1

T (Zv)(

|C|∑

j=1

M j
v )

− 2

L
S−1
T (Zv)SB(Zv)S

−1
T (Zv)(Zv −Mv)

(4.14)

where

Mv =(mq
v.1

T )1≤q≤|C|

M j
v =(Lj .(m

j
v −mq

v).1
T )1≤q≤|C|

(4.15)

The detail of the gradients for the discriminative loss function can be found in [94]. The

gradient of the total objective function is used to train both the networks simultaneously with

the backpropagation algorithm. It is necessary to train the model with mini-batches because

the objective function is defined on the properties of whole space, not just a single instance.

Therefore at each step, we need a batch of sample to optimize the objective function.

4.4 Experiments

In this section, we present the experimental evaluation and analysis of MDNN. All experiments

are performed in cross-view classification setting, however, it can be extended to other tasks

such as cross-modal image and text retrieval [50].



54

4.4.1 Datasets

We evaluate the proposed algorithm on the following four datasets. A summary of the

datasets is presented in Table VIII.

Noisy MNIST: It is a noisy version of the well-known MNIST dataset that contains images

of handwritten digits. Following [102], a two-view version of MNIST for evaluating multi-view

problem has been created. This was accomplished by rotating and adding random noise to the

images of the dataset. Each image was rotated by a randomly sampled angle from a uniform

distribution between −pi/2 and +pi/2. The resulting images were used as the first view. For

each image, another image from the same class was selected randomly as the second view.

Uniform noise samples in the range [0, 1] were also added to each pixel of the images in the

second view. The Noisy MNIST dataset contains 70K grayscale images of digits 0 to 9. The split

of 50, 000/10, 000/10, 000 is used in the experiments for train/validation/test. Two examples

of this dataset are shown in Figure 6.

Web Knowledge Base (WebKB)1: It is a collection of 1,051 web documents crawled from

four universities [91]. The data has two classes: course or non-course web pages. Each document

has two views: 1) the textual content of the web page and 2) the anchor text on the links pointing

to the web page.

CNN and FOX: These two datasets were crawled from CNN and FOX web news [86]. The

category information extracted from their RSS feeds are considered as their class label. Each

1http://vikas.sindhwani.org/manifoldregularization.html
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TABLE VIII: Summary of the datasets: Noisy MNIST, WebKB, FOX, CNN.

Dataset # Instance # Feature # Class

Noisy MNIST 70000 784 + 784 10
WebKB 1051 3000 + 1840 2
FOX 1523 1143 + 996 4
CNN 2707 7989 + 996 7

instance is represented in two views: the text view and image view. Titles, abstracts, and text

body contents are considered as the text view data (view 1), and the image associated with the

article is the image view (view 2). All text is stemmed by Porter stemmer, and l2-normalized

TF-IDF is used as text features. Processed data samples in CNN and FOX datasets have 1, 143

and 7, 980 features respectively. Also, seven groups of color features and five textural features

are used for image features [86], which results in 996 features for both datasets.

4.4.2 Baselines

We compare the performance of MDNN with the state-of-the-art of multi-view representation

learning techniques. We use the same cross-view classification setting as [102, 103]. From

methods that do not use deep neural network, we compare MDNN to linear Canonical Correlation

Analysis (CCA) and Kernel CCA (KCCA) as the most commonly used techniques for representation

learning in multi-view problems [102,109]. Although CCA finds linear transformations, it is still

widely used because of its speed and simplicity. As traditional Kernel CCA is not scalable, we

use FKCCA [62] method which is an approximation of the real Kernel CCA definition.
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Figure 6: Two examples from the multi-view Noisy MNIST. Left images are from view one, and right
images are their corresponding samples from the second view.

Among all the DNN based approaches, Deep CCA (DCCA) [4] is used in the experiments

because of the better performance than other DNN-based algorithms [102]. None of these CCA

based techniques use the label information, and all are categorized as unsupervised feature

reduction techniques.

Also, two approaches which consider label information are also selected as baselines, Lin-

ear Discriminant Analysis (LDA) [47] and its neural network variant: Deep LDA [28]. These

approaches are not designed for multi-view problems, but they are selected because they use

labeled data to learn the new representation. Therefore they are applied on each view indepen-

dently, and cannot use inter-view relation between views.



57

4.4.3 Experimental Settings

We perform all the experiments in cross-view learning, that is used in [102,109] for evaluating

representation learning techniques in multi-view problems. In this setting, all views are available

during the representation learning but one is missing during the testing process. All the methods

in the experiments use both primary and complementary views in the training process to learn

a common feature space. After learning representation, primary view is mapped to the new

learned space. Then a linear Support Vector Machine (SVM) classifier [98] is trained on the new

representation to evaluate it in a classification task. We would like to emphasize that the aim

of this work is to present a new representation for multi-view setting. Therefore, we selected

linear SVM as the classifier instead of a more complicated method for classification. In this

way, we can evaluate the effectiveness of the representation learning more accurately.

All the parameters are selected to obtain the best performance in cross-validation process.

All neural network based models are trained for 150 epochs. All samples are distributed ran-

domly over the batches proportionally to their class size.

Regularization parameter α is selected from {10−1, 10−2, 10−3, 10−4, 10−5} for all datasets.

Trade-off parameter λ is selected from {10−1, 1, 102, 103, 104} for each dataset separately. Reg-

ularization r is set to 10−4. Representation size are selected as the number of classes for each

dataset except for WebKB which is 10. These sizes may not give the best performance possible

for MDNN, but they are set as the number of classes for all models to have a fair comparison

among all techniques. Parameter C of the SVM is also selected from {10, 1, 10−1, 10−2, 10−3} by

cross-validation.
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Networks with the same architecture consisting of 3 hidden layers with the same number

of hidden nodes are used for both views. The only exception is the network for WebKB which

has 2 hidden layers instead of 3. Number of hidden nodes is selected as 1024, 128, 512, 512

for Noisy MNIST, WebKB, FOX, and CNN datasets, respectively. We use a variant of SGD, called

Adam [53], to optimize the neural networks. All the parameters of Adam are set as the its

paper recommends. The architecture of the networks for all the neural network based models

including Deep CCA, Deep LDA, and MDNN are defined the same to have fair comparisons.

4.4.4 Performance Evaluation

We evaluate the effectiveness of the new representations learned by MDNN on cross-view

classification tasks. All the results are reported for the primary view which is the only available

view during the test.

The classification accuracy of different baselines on datasets Noisy MNIST, WebKB, FOX, and

CNN are reported in Tables Table IX and Table X. Results are reported for different numbers of

labeled samples to show the effectiveness of the proposed algorithm in semi-supervised settings.

The column labeled as ‘All’ indicates the case where the label information for all samples is

available. The best performance for each case is shown in bold. As it can be observed, MDNN

outperforms all the other baselines in most cases.

The differences of MDNN’s accuracies are more significant comparing to others in cases with

fewer labeled samples. It shows the effectiveness of the proposed algorithm in exploiting labeled

information which helps the model in semi-supervised settings. It should be considered that

none of the current approaches can exploit both the labeled and unlabeled data together.



59

TABLE IX: Performance of different methods trained with various number of labeled examples on Noisy

MNIST and WebKB in terms of accuracy.

Dataset Noisy MNIST WebKB

# of labeled samples 200 400 600 All 50 100 150 All

MDNN 75.00 79.64 80.32 97.34 86.58 93.29 94.46 96.50
Deep CCA 80.17 85.85 77.91 84.83 80.17 80.46 93.00 81.92
Deep LDA 61.42 73.29 78.61 96.83 83.38 86.88 93.00 95.62
Linear CCA 69.02 72.70 73.99 76.13 70.17 71.62 77.35 83.50
LDA 40.05 40.27 25.65 76.79 57.43 61.51 62.23 94.75
Kernel CCA 75.81 87.25 93.78 94.21 77.46 79.59 80.17 82.79

TABLE X: Performance of different methods trained with various number of labeled examples on FOX

and CNN in terms of accuracy.

Dataset FOX CNN

# of labeled samples 125 250 375 All 250 500 750 All

MDNN 73.62 84.25 90.94 97.63 77.07 81.02 81.94 82.34
Deep CCA 72.73 79.03 80.67 88.82 41.47 45.73 57.50 59.30
Deep LDA 74.42 80.07 84.73 93.07 50.57 63.49 71.54 70.48
Linear CCA 71.75 77.16 78.34 82.57 37.02 41.23 40.18 45.45
LDA 70.66 78.74 81.69 87.09 67.85 69.43 73.91 75.86
Kernel CCA 71.25 72.63 71.06 78.13 38.20 39.92 40.84 49.84

The experiments also demonstrate that MDNN can also show superior results even for su-

pervised settings where all data are labeled. It shows that the idea of combining inter-view

correlation and intra-view discrimination can be effective even when label information is avail-

able for all samples.

MDNN demonstrates better accuracy compared to Deep CCA because it considers both label

information and cross-view correlation when finding the projections; while deep CCA ignores
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the available label information. The proposed MDNN attempts to produce more discriminative

feature sets by leveraging label information into the mapping learning process. Simultaneous

optimization of inter-class separation, intra-class variation, and cross-view correlation make the

new representations more discriminative; therefore, prediction is easier.

Kernel CCA shows better results than MDNN in some cases of Noisy MNIST. It can be due

to the simplicity of Noisy MNIST dataset. As it can be seen, just a few labeled samples are

enough to get good results on this dataset.

4.4.5 Model Analysis

We investigate and explore the influence of the main parameter of MDNN, the size of new

representation, on the classification task. In Figure 7, the accuracies of MDNN on all datasets

are plotted for various sizes of space. As it can be seen, good results can get achieved with

a small size of representation, and there is no need to learn a high dimensional space. A

simple classification algorithm such as linear SVM can classify the samples in the new space

efficiently. It shows the representation learning power of MDNN. Representation learning can

make it feasible to work on high dimensional data for the algorithms which are not able to

handle high dimensional data efficiently.

Additionally, it can be seen that having unnecessary large sizes for the output dimension

can affect the performance. For most datasets, hidden output size close to the number of classes

can be a good choice. Unnecessary large embedding size may reduce the performance. It can

be the result of producing noisy information in higher dimensional space.
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Figure 7: Accuracy of MDNN trained with two different numbers of labeled samples and various feature
space size on (a) Noisy MNIST, (b) WebKW, (c) FOX and (d) CNN.
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Raw Features MDNN

Figure 8: Visualization of randomly selected instances from Noisy MNIST dataset in a 2-dimensional
space using t-SNE. They are mapped to the new space learned by MDNN. Color of the instances shows
their class.

4.4.6 Subspace Analysis

In this section, the new subspace learned by MDNN is investigated and compared with the

original feature space. 4000 instances of the training samples with new representation are

selected randomly and visualized in 2-dimensional space in Figure 8. They are visualized using a

dimensionality reduction algorithm called t-Distributed Stochastic Neighbor Embedding (t-SNE

algorithm [67]. It is an unsupervised representation learning that is mostly used for visualizing

features in a low-dimensional space. It learns mappings from the given feature space to a new

space in which similarity of samples is preserved as much as possible. In other words, samples

which are close or similar in the source feature space are likely to be close to each other in the

new space. It is evident that MDNN produces a more discriminative space comparing to original

feature space. It learns better representation that is owed to exploiting the label information.



CHAPTER 5

LEVERAGING SEMI-SUPERVISED LEARNING FOR FAIRNESS

5.1 Introduction

The rapid increase in automation of decision-making systems using machine learning ap-

proaches has raised significant concerns about the fairness of such models. Different studies have

shown that these machine learning models which are designed to help the process of decision-

making are not immune to social biases [10,22]. There is a significant shift towards employing

machine learning techniques in many sensitive real-world applications such as credit approval,

loan applications, criminal risk assessment, university admissions, and online advertisement.

With this new trend, it becomes crucial to consider other aspects and metrics for assessing a

model beyond their accuracy. Among those aspects, fairness has gathered close attention in

the community as we hope for building a socially responsible and inclusive system. Recently

many machine learning algorithms have been proposed to address this problem and make the

predictions of the learning algorithms fairer [2, 16,40,63,111].

The naive approach for addressing the fairness problem in machine learning could be to

remove or ignore the protected attributes such as sex, gender and age. However, this approach

is not practical in many real-world applications [65] mainly because of the two following reasons:

1) there can exist some proxy features or correlation between other features and the sensitive

attributes which may reveal them, and 2) there already exists some degree of bias in the labels

63
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of the training data. On the other hand, in many applications, unlabeled data is abundant, and

if appropriately leveraged, they also hold less bias compared to labeled data since models are

not strongly affected by the labels of the labeled samples. In the same way, other paradigms like

unsupervised learning or semi-supervised learning could be to lower degree sensitive to these

biases in the data. Additionally, the lack of adequate labeled data poses a major challenge to

many machine learning based applications and in some applications, creating a labeled dataset

for training such models is expensive and time-consuming. Therefore, leveraging unlabelled

data could be a potential solution to the lack of labeled data as well as fairness problems.

Semi-supervised learning approaches have shown promising results in tackling the aforemen-

tioned challenges by exploiting the unlabeled data to improve the performance of a classifier in

terms of the accuracy [81]. The unlabeled data do not carry label information which can be a

significant source of bias in training machine learning systems. The success of semi-supervised

approaches in the improvement of model’s performance through exploiting the unlabeled data,

inspired us to study the effect of unlabeled data on the process of learning a fair classifier.

In this paper, we propose a semi-supervised classification algorithm based on neural networks

to tackle the fairness in machine learning. To the best of our knowledge, we are the first to

propose and study the effect of semi-supervised learning on the fairness of a classifier using

neural networks. Our proposed model, called SSFair, utilizes Pseudo-Labeling [60] approach

to exploit unlabeled data to increase the accuracy and fairness of a classifier. Pseudo-labeling

is one of the most common techniques for handling semi-supervised learning.
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The proposed model is built with neural networks and can support any fairness measure-

ment which can be defined or approximated as a differentiable function. Different criteria exist

to measure fairness in machine learning. We have incorporated three of the most common mea-

surements Demographic Parity, Equalized Opportunity, and Equalized Odds [40] into SSFair.

We have evaluated SSFair on different measurements of fairness in semi-supervised settings

and showed the effectiveness of the proposed algorithm to exploit the unlabeled data. We show

experimentally that SSFair can benefit from unlabeled data to not just improve the accuracy

but also improve the fairness of the classifier.

In the next section, an overview of the related works is given. In Section 5.3 definitions

of fairness and related measurements are introduced . The proposed approach is presented in

detail in Section 5.4. Experimental settings and results are given in Section 5.5.

5.2 Related Works

There are three main approaches proposed to tackle the fairness problem in machine learn-

ing, 1) pre-processing, 2) in-processing, and 3) post-processing approach.

In pre-processing approach, the goal is to learn a new representation of the data which is

uncorrelated with the protected attributes [1,16,37,63,113]. This new representation can be used

for any downstream task such as classification or ranking and any machine learning technique

of choice. The main advantage of pre-processing approach is that it eliminates the need for

making changes to the machine learning algorithms and therefore is very straightforward to

use.
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The second approach, in-processing, consists of the techniques that incorporate the fairness

constraints into the training process. Most of the works on fairness in machine learning belong

to this category [2, 51, 110, 111]. The in-processing algorithms usually address the problem by

adding the fairness criterion to the learning algorithm’s main objective function as a regularizer.

This category is more flexible to optimize different fairness constraints, and the solutions using

this approach are considered the most robust ones. Moreover, these category of approaches

have shown promising results in terms of both accuracy and fairness.

The third approach is post-processing which aims to make changes on the output of the

classifiers in order to satisfy the fairness constraint. One simple form of it is to find a threshold

specific for each protected group and use it to control the fairness objective. Although this

approach does not need any changes in the classifier, it is not very flexible in optimizing the

trade-off between fairness and accuracy.

Our proposed model formulated as a semi-supervised learning based on neural network,

falls under the second category, in-processing approaches. It aims at optimizing the fairness

constraint during training the classifier. To the best of our knowledge, SSFair is the first semi-

supervised algorithm based on neural networks introduced for tackling the fairness problem.

There are a few works that employ neural networks to optimize the trade-off between fairness

and accuracy. Most of these approaches employ adversarial optimization inspired by Generative

Adversarial Networks (GAN) [35] to train a model for producing a fair representation or an output

which is indistinguishable among all of the protected groups [18,64,68,101,114]. However, these

methods are not capable of optimizing an arbitrary fairness constraint, at least not explicitly.
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Alternatively, in [69] fairness problem is addressed by incorporating the fairness constraints

explicitly into the optimization of the neural network during the training. The authors have

added several fairness constraints into the loss function of the neural network as a regularization

term. This algorithm only handles fully supervised learning setting and thus can not benefit

from unlabeled data.

5.3 Fairness Measurements

Defining and measuring the concept of fairness for a machine learning algorithm is not trivial,

and a variety of definitions exist to measure and quantify fairness. [40, 52]. These definitions

are categorized into two main groups of individual fairness [30,49] and group fairness [40].

The term of individual fairness is first introduced in [30] to refer to a fairness constraint

which is focused on treating similar individuals as similar as possible. The fairness measurement

or metrics defined in this category are based on the expectation that similar individuals should

get treated similarly and the output of the machine learning algorithm should be close for

similar inputs [52,113]. The main drawback of such constraints is the difficulty of defining their

similarly metric function. An appropriate similarity function should be capable of ignoring the

proxy features which may reveal individual’s sensitive information. For this reason, individual

fairness cannot be applied widely in real-world problems.

The second group, called group fairness or statistical fairness, is most commonly used in

the literature. They divide the individuals or samples into sets of unprotected and protected

(or privileged and unprivileged) based on sensitive attributes like race, gender, or age. Then

they try to make some statistical measures (e.g. classification error, true positive rate, or false
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positive rate) of the performance of the classifier or any other machine learning algorithm equal

for both the protected and unprotected groups. The three most common definitions in this

category are Demographic Parity, Equalized Opportunity, and Equalized Odds. Our SSFair

approach can optimize for all of these three fairness objectives. These measurements are defined

in Section 5.4 in detail.

There is no consensus on the best definition of fairness, and it is very task-dependent to

decide which one to use. In some cases, there exists a trade-off between some of these fairness

constraints. It is shown that some of these fairness constraints cannot get satisfied at the same

time except in some degenerate or highly constrained special cases [55,83].

5.4 Proposed Model

In semi-supervised settings, training data consists of a collection of labeled and unlabeled

samples. Assume D =
{

(Xi, ai, yi)
}N
i=1

is the training set consisting of N samples. For each

sample i, Xi denotes the feature set, yi ∈ {0, 1, u} denotes the label, and ai ∈ {p, n} is the

protected attribute which shows whether that sample belongs to the protected set (p) or not

(n). Assume the valid values for labels are 0 for non-advantaged outcome, 1 for the advantaged

outcome, or u for the unknown labels.

Our goal is to learn a binary classifier function f(X; Θ) : X −→ Y parameterized by Θ to

optimize two main objectives, the classification accuracy, and fairness. We would model the

function f(.) by a neural network. To achieve this goal we define the loss function of the model

as:

J (D; Θ) = αJC(D; Θ) + (1− α)JF (D; Θ) + β ‖Θ‖2 (5.1)
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where JC(D; Θ) indicates the classification loss, and JF (D; Θ) is the fairness loss which

imposes fairness on the output of the model. Parameter α controls the trade-off between fairness

and accuracy losses. Parameter β controls the regularization term ‖Θ‖ which is imposed on all

of the networks’ weights. Regularization is very important to prevent overfitting specially since

limited labeled samples are available.

5.4.1 Classification Loss

The first part of the loss function, the classification accuracy loss JC(D; Θ), is defined over

the training samples as:

JC(D; Θ) =
∑

1≤i≤N
jc(Xi; Θ) (5.2)

where jc(Xi) indicates the classification loss for sample Xi and is defined as the cross-entropy

between the output of the learned function and the target label:

jc(Xi; Θ) = 1{vi = T}(qi log ŷi + (qi − 1) log(1− ŷi)) (5.3)

where ŷi = f(Xi; Θ), 0 < ŷi < 1 indicates the output of the learned function for sample Xi

and qi is Xi’s corresponding target label. Target label qi is defined as the ground truth label

yi if Xi is labeled, while it is defined as qi = 1{ŷ ≥ 0.5} for unlabeled samples. vi ∈ {T, F}

indicates whether sample Xi should be considered in the learning process or not and will be

defined below. 1 is an indicator function which zero-outs the samples whose vi is not T .

We follow the Pseudo-Label approach [60] to handle the unlabeled samples. For all labeled

samples, vi is set to T . For unlabeled samples, only the ones with high confidence output should
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get their vi set to T and remain in the learning process. With a binary classifier, the output

value ŷ can be utilized to obtain the confidence of the prediction for sample Xi. Therefore vi

is defined as:

vi =





T if yi = 0 or 1

T if yi = u and (ŷi < (1− λ) or ŷi > λ)

F if otherwise

(5.4)

where 0 ≤ λ ≤ 1 defines a threshold which controls the degree of confidence which is needed to

consider a predicted label in the learning process.

5.4.2 Fairness Loss

The second term in the loss imposes fairness on the learned function. As discussed in

Section 5.3, there is a variety of definitions for fairness and there is no consensus on which one

is the best. Our approach is quite flexible in that it can work with any fairness objective as far

as it is a differentiable function. This capacity to handle and optimize different definitions is

considered a huge advantage for a fairness algorithm since it enables adapting the appropriate

fairness definition based on the application. In this paper, the following three most common

objectives in group fairness are studied with the proposed model.

5.4.2.1 Demographic Parity

Demographic Parity, also referred to as Statistical Parity, is one of the most common criteria

for fairness [10,40]. It measures the difference between the probabilities of predicting advantaged

output for the protected and unprotected groups and requires the decision of a classifier to be
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independent of the protected attribute a. Its corresponding loss function denoted by J DPF (D; Θ)

is defined as:

J DPF (D; Θ) = |E[f(X; Θ|a = p)]− E[f(X; Θ|a = n)]| (5.5)

with:

E[f(X; Θ|a = z) =

∑
Xi∈Da=z

f(Xi; Θ)

|Da=z|
(5.6)

where Da=z defines the subset of D where their protected attribute a = z.

Demographic parity is backed up by the ”four-fifth rule” which recommends that the se-

lection rate for the protected group should not be less than 80% of the unprotected group

unless there exists some business necessity [14]. A selection rate of less than 80% can have

an adverse impact on the unprotected group. One of the flaws of this measurement is that

by selecting qualified samples from the unprotected group while randomly selecting from the

protected group, we may achieve high fairness by this measurement [40]. Moreover, it ignores

any correlation between the protected attribute a and output prediction y.

5.4.2.2 Equalized Opportunity

This measurement is focused on the fairness for the advantaged outcome. It measures

the difference between the probabilities of predicting advantaged output for the protected and

unprotected groups while focusing on the individuals with advantaged ground truth [40]. Its

corresponding loss function denoted by J ODDF (D; Θ, k) is defined as the following with k = 1:
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J OPPF (D; Θ, k) = |E[f(X; Θ|a = p, y = k)]− E[f(X; Θ|a = n, y = k)]| (5.7)

with:

E[f(X; Θ|a = z, y = k)] =

∑
Xi∈Da=z∩Dy=k

f(Xi; Θ)

|Da=z ∩Dy=k|
(5.8)

where Dy=k defines the subset of D with label attribute y = k.

5.4.2.3 Equalized Odds

This constraint is a more strict version of Equalized Opportunity which focuses on both the

groups with advantaged ground truth and non-advantaged ground truth [40]. It can be defined

as the following:

J ODDF (D; Θ) = J OPPF (D; Θ, k = 0) + J OPPF (D; Θ, k = 1) (5.9)

It is considered a more strict criterion than Equalized Opportunity as it requires for both

y = 1 and y = 0. It enforces the accuracy to be equally high for all of the outcomes while

Equalized Opportunity focuses on the advantaged outcome.

5.4.3 Model and Training

The classifier function f(.) is modelled by a multi-layer perception (MLP) neural network.

The whole model is trained using backpropagation with respect to the loss function in Equa-

tion 5.4. Given a set of N samples, we optimize the model using Adam [53] optimization
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Procedure 2: Training Procedure of SSFair

Input: Training set: N Samples

D =
{

(Xi, ai, yi)| yi ∈ {0, 1, u} and ai ∈ {p, n}
}N
i=1

Number of epochs: E
Batch size: m.
Confidence degree: λ

Output: Model’s parameters: Θ

B = |D|
m ; // number of batches

for t = 1, 2, · · · , T do
Shuffle all the samples;
Partition the training data D into B batches;
for b = 1, 2, · · · , B do

Feedforward propagation of the bth batch through the network;
Calculate v for all samples in the batch by Equation 5.4 with confidence degree λ;
Calculate the classification loss JC t according to Equation 5.2;
Calculate the fairness loss JF t according to one of the losses in Equation 5.5,
Equation 5.7 or Equation 5.9;
Estimate the total loss J t according to Equation 5.1 over the batch b;
Calculate the gradients by backpropagation;
Update all the parameters of the neural network (Θ) using Adam;

end

end
return Θ;

technique over shuffled mini-batches from the data. The overall training procedure of SSFair

is illustrated in Algorithm 2.

5.5 Experiments

In this section, we evaluate and study our proposed model for the fairness problem. We

provide experimental results to support our claim that employing our semi-supervised approach

based on neural networks improves the accuracy and fairness for classification task.



74

5.5.1 Dataset

We evaluate our proposed model on UCI Adult Income Dataset (ADULT) [57, 58] and study

the task of predicting whether a person makes more than 50K or not. This is one of the

most commonly used benchmarks for evaluating classification approaches for fairness. The

proportion of high income individuals across the two groups of men and women are not equal,

and therefore there is no demographic parity in the dataset.

The dataset has 12 features including categorical and continuous features. The detailed

list of the features is presented in Table XI. Categorical features are encoded using one-hot

encoding. The age feature is bucketized at the boundaries [18, 25, 30, 35, 40, 45, 50, 55, 60, 65].

The ”Sex” feature is considered as a protected feature. We have also filtered out the samples

with missing values. The post-processed dataset contains 45222 samples with 112 features. We

randomly chose 70% of the samples for the train set and left the rest for the test set.

5.5.2 Experimental Setting

The hyperparameters of our proposed algorithm are tuned with validation on a randomly

selected 20% of the training data. After setting the hyperparameters, the model is trained on

the full training set. Eventually, the results on the test data are reported in the experiments.

In the experiments, for SSFair and the baseline (Manisha et al. [69]), a Multilayer Per-

ceptron (MLP) neural network with 1 hidden layer of size 32 is used to model the function

f(X). Rectified Linear Unit (ReLU) activation is used for the outputs of the hidden layer.

Since the task is binary classification, we use sigmoid function as the activation function on

the last layer and get the final output as the result of that. A dropout layer with a dropout
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TABLE XI: The list of the features of ADULT dataset with their descriptions.

Attribute Name Category Comment

Annual Income Categorical Target variable - whether income> 50K$ or not
Sex Categorical Protected feature

Age Continuous The age of the person
Work Class Categorical Type of the person’s work
Final Weight Continuous Weight of the demographic which the person belongs to
Education Categorical Maximum level of the education the person earned
Education Number Continuous Number of years the person spent for education
Marital Status Categorical Marital situation of the person
Occupation Categorical Job of the person
Race Categorical Race of the person
Capital Gain Continuous Gain though investing
Capital Loss Continuous Loss though investing
Hours per Week Continuous Number of hours the person works in a week
Native Country Categorical Originality of the person

rate of 20% is used after the hidden layer. The regularization parameter β is selected from

{10−5, 10−4, 10−3, 10−2, 10−1, 1.0} for each experiment based on the results of the validation

process. Finally, the confident degree parameter λ is set to 0.99 for SSFair.

We use the Adam optimizer [53] to train the models. We choose the learning rate of 10−3

and use the default values recommended in [53] for the other parameters of the optimizer.

Training the neural networks is done by running Adam over 1000 epochs of training data, when

using shuffled mini-batches of size 512.

5.5.3 Experimental Results

In this section, we present the results of our experiments on the ADULT dataset to demon-

strate the effectiveness of our semi-supervised learning approach for the fairness problem.
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5.5.3.1 The Effect of Unlabeled Data on Accuracy and Fairness

We would like to verify that using unlabeled data can help our algorithm to improve on

both aspects of accuracy and fairness. We performed experiments by increasing the number

of unlabeled samples while keeping the number of labeled samples fixed to 100 to investigate

the effect of adding unlabelled data. We have experimented with three different values of

{0.001, 0.0025, 0.005} for parameter α.

The plot of fairness loss versus the number of unlabeled samples is illustrated in Figure 9.

For calculating the fairness loss, the output of the classifier (ŷ) is binarized with the threshold

of 0.5 to provide a binary outcome. Demographic Parity is selected as the fairness loss in this

part. As these plots suggest, fairness loss improves as we increase the size of the unlabeled set

(note that higher fairness is achieved with fairness loss is lower). This experiment verifies that

fairness in our model can benefit from unlabeled data and therefore our approach has been

successful in utilizing unlabeled data to improve fairness.

Moreover, we paid special attention to the existing trade-off between accuracy and fairness

as well. Particularly, we were interested in understanding whether the improvement in fairness

by increasing the size of unlabeled data could be a result of potential losses on the accuracy.

To understand this effect, the plot of accuracy versus the number of unlabeled samples is also

illustrated in Figure 10. As it is clear from the plots, the accuracy of the classifier increases

as we grow the number of unlabeled samples as well. This result validates that our approach

provides a solution for using additional unlabeled data to improve both factors of accuracy and

fairness.
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Figure 9: The effect of the number of the unlabeled samples on fairness loss (Demographic Parity).

5.5.3.2 Comparison Against Fully Supervised Approach

In this part, we demonstrate the benefit of our semi-supervised learning approach for the

fairness problem versus a fully supervised model. We compare the results of our work with the

model proposed by Manisha et al. [69] which is a model based on neural networks to address

the fairness problem. To the best of our knowledge, it is the only work done on the trade-off

between fairness and accuracy using neural networks. This model [69] is fully supervised and

is only trained on the labeled samples. The experiments are performed with all of the three

fairness objectives introduced in Section 5.4. Moreover, we experimented with a varying number

of labeled samples (100, 200, and 300). For experiment with n labeled samples, we randomly

chose n samples from the training set and kept their ground truth label while we changed the

label of the other samples to u.
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Figure 10: The effect of the number of the unlabeled samples on accuracy.

The results for Demographic Parity, Equalized Opportunity, and Equalized Odd losses are

illustrated in Figure 11, Figure 12 and Figure 13 respectively. Different points on the curves are

obtained by using different values for parameter α which is varied from 10−7 to 104 to impose

different levels of fairness on the classifier. Generally, there exists a trade-off between accuracy

and fairness and parameter α controls this trade-off: increasing α would result in decreasing

the accuracy while increasing the fairness. For each value of α, the experiment is repeated five

times and the averaged results are reported.

Comparing two algorithms, one which can produce higher accuracy while maintaining the

same level of fairness loss is considered the superior one. As it is evident from the results,

SSFair provides higher accuracy for the same level of fairness loss compared to the approach

of Manisha et al. This conclusion is consistent for all of the three fairness measurements,
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(a) 100 labeled samples (b) 200 labeled samples (c) 300 labeled samples

Figure 11: The trade-off between the Demographic Parity loss and the accuracy of SSFair compared to
Manisha et al. The number of labeled samples is 100, 200, and 300 in 11a, 11b, and 11c, respectively.

(a) 100 labeled samples (b) 200 labeled samples (c) 300 labeled samples

Figure 12: The trade-off between the Equalized Opportunity loss and the accuracy of SSFair compared
to Manisha et al. The number of labeled samples is 100, 200, and 300 in 12a, 12b, and 12c, respectively.

suggesting the effectiveness of exploiting unlabeled data by using semi-supervised learning for

the fairness problem. It is worth noting that the effect of using unlabeled data is more evident in

cases with fewer labeled samples, which indicates that this approach is most helpful in scenarios

with scarce labeled data. Our understanding of this behavior is that since unlabeled data does

not include any label information, they do not hold biased information for the labels either.

Therefore, they can be beneficial not only to the accuracy but also to the fairness of the classifier.
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(a) 100 labeled samples (b) 200 labeled samples (c) 300 labeled samples

Figure 13: The trade-off between the Equalized Odds loss and the accuracy of SSFair compared to
Manisha et al. The number of labeled samples is 100, 200, and 300 in 13a, 13b, and 13c, respectively.

Our experiments show that SSFair is capable of exploiting the structure and information of

unlabeled data to increase the accuracy and fairness compared to a fully supervised model.



CHAPTER 6

CONCLUSION

(Part of the chapter was previously published in [77–79].)

In this thesis, we explored semi-supervised learning using deep neural networks to tackle

a variety of problems. We studied and proposed solutions for three research problems: (i)

verification problem, (ii) multi-view learning, and (iii) fairness. The effectiveness of the proposed

algorithms got evaluated by extensive experiments on various datasets. The main contributions

are summarized as follows:

1. Benefiting from the salient structures hidden in the unlabeled data and the ability of

deep neural networks in nonlinear function approximation, we proposed semi-supervised deep

SEmi-supervised VErification Network (SEVEN) for verification tasks. It benefits from two

learning components of an autoencoder and a discriminative one in a unified model. These

two components are simultaneously trained which lead them to closely interact and influence

each other. Experiments demonstrated that SEVEN outperforms other state-of-the-art deep

semi-supervised techniques in a wide spectrum of verification tasks.

2. We presented a semi-supervised learning model, named VerVAT, that learns a distance

metric for verification tasks whose training samples consists of negative, positive or unknown

pairs. It exploits the unlabeled and labeled data in a joint manner to learn a discriminative

feature space. The proposed model is the first verification model for semi-supervised setting

which benefits from Virtual Adversarial Training to learn a robust and smooth embedding

81
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space. The experiments demonstrated the effectiveness of the proposed algorithm. It outper-

formed state-of-the-art deep semi-supervised learning approaches for verification tasks on all

the experimented datasets.

3. We introduced a semi-supervised deep neural network model, called MDNN, to learn dis-

criminative representations for multi-view problems when labels for some instances are not

available. To achieve this, the proposed model maximizes between-class separation and min-

imizes within-class variation to make the new space discriminative. It benefits the inter-view

correlation to exploit the information in unlabeled data. Our model is capable of exploiting

the information in both the labeled and unlabeled data in a unified learning process. To the

best of our knowledge, the proposed MDNN is the first deep network model that learns a common

subspace with such properties for semi-supervised multi-view problems. The experimental re-

sults demonstrated the effectiveness of MDNN in learning discriminative feature spaces and also

benefiting from the unlabeled data.

4. We proposed a classifier based on neural networks for semi-supervised learning to tackle

the fairness problem. The proposed model, named SSFair, benefits Pseudo-labeling approach

to exploit the information in the unlabeled data. We evaluated and studied the effect of un-

labelled data on learning a fair classifier, and showed experimentally that unlabelled data can

be beneficial not just for accuracy but also for fairness. SSFair is evaluated on three fairness

measurements Demographic Disparity, Equalized Opportunity, and Equalized Odds. In the

experiments, it is shown that semi-supervised learning can achieve higher fairness and accuracy

compared to the one which uses just the labeled data.
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70. Masci, J., Meier, U., Cireşan, D., and Schmidhuber, J.: Stacked convolutional
auto-encoders for hierarchical feature extraction. Artificial Neural Networks and
Machine Learning (ICANN), pages 52–59, 2011.

71. Mika, S., Rätsch, G., Weston, J., Schölkopf, B., Müller, K., Hu, Y.-H., Larsen, J., Wilson,
E., and Douglas, S.: Fisher discriminant analysis with kernels. In Neural Networks
for Signal Processing, pages 41–48, 1999.

72. Miyato, T., Maeda, S.-i., Ishii, S., and Koyama, M.: Virtual adversarial training: a regu-
larization method for supervised and semi-supervised learning. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 2018.

73. Mueller, J. and Thyagarajan, A.: Siamese recurrent architectures for learning sentence
similarity. In Thirtieth AAAI Conference on Artificial Intelligence, 2016.

74. Nair, V. and Hinton, G. E.: Rectified linear units improve restricted boltzmann machines.
In International Conference on Machine Learning (ICML), pages 807–814, 2010.

75. Neculoiu, P., Versteegh, M., and Rotaru, M.: Learning text similarity with siamese
recurrent networks. In 1st Workshop on Representation Learning for NLP, pages
148–157, 2016.



94

76. Ngiam, J., Khosla, A., Kim, M., Nam, J., Lee, H., and Ng, A. Y.: Multimodal deep
learning. In International Conference on Machine Learning (ICML), pages 689–
696, 2011.

77. Noroozi, V., Bahaadini, S., Zheng, L., Xie, S., Shao, W., and Philip, S. Y.: Semi-
supervised deep representation learning for multi-view problems. In IEEE
International Conference on Big Data (Big Data), pages 56–64. IEEE, 2018.

78. Noroozi, V., Bahaadini, S., Zheng, L., Xie, S., and Yu, P. S.: Virtual adversarial training
for semi-supervised verification tasks. In European Signal Processing Conference
(EUSIPCO), pages 972–976. IEEE, 2018.

79. Noroozi, V., Zheng, L., Bahaadini, S., Xie, S., and Yu, P. S.: Seven: deep semi-supervised
verification networks. In International Joint Conference on Artificial Intelligence
(IJCAI), pages 2571–2577. AAAI Press, 2017.

80. Oh Song, H., Xiang, Y., Jegelka, S., and Savarese, S.: Deep metric learning via lifted struc-
tured feature embedding. In IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pages 4004–4012, 2016.

81. Oliver, A., Odena, A., Raffel, C. A., Cubuk, E. D., and Goodfellow, I.: Realistic evaluation
of deep semi-supervised learning algorithms. In Advances in Neural Information
Processing Systems (NIPS), pages 3235–3246, 2018.

82. Ororbia II, A., Giles, C. L., and Reitter, D.: Learning a deep hybrid model for semi-
supervised text classification. In Conference on Empirical Methods in Natural
Language Processing, 2015.

83. Pleiss, G., Raghavan, M., Wu, F., Kleinberg, J., and Weinberger, K. Q.: On fairness
and calibration. In Advances in Neural Information Processing Systems (NIPS),
pages 5680–5689, 2017.

84. Pouyanfar, S., Sadiq, S., Yan, Y., Tian, H., Tao, Y., Reyes, M. P., Shyu, M.-L., Chen,
S.-C., and Iyengar, S.: A survey on deep learning: Algorithms, techniques, and
applications. ACM Computing Surveys (CSUR), 51(5):92, 2018.

85. Qi, Y., Song, Y.-Z., Zhang, H., and Liu, J.: Sketch-based image retrieval via siamese con-
volutional neural network. In IEEE International Conference on Image Processing
(ICIP), pages 2460–2464. IEEE, 2016.



95

86. Qian, M. and Zhai, C.: Unsupervised feature selection for multi-view clustering on
text-image web news data. In ACM International Conference on Information and
Knowledge Management (ICKM), pages 1963–1966. ACM, 2014.

87. Rasmus, A., Berglund, M., Honkala, M., Valpola, H., and Raiko, T.: Semi-supervised
learning with ladder networks. In Advances in Neural Information Processing
Systems (NIPS), pages 3546–3554, 2015.

88. Schmidhuber, J.: Deep learning in neural networks: An overview. Neural Networks,
61:85–117, 2015.

89. Shah, K., Kopru, S., and Ruvini, J. D.: Neural network based extreme classification and
similarity models for product matching. In Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language

Technologies (Industry Papers), volume 3, pages 8–15, 2018.

90. Sharma, A., Kumar, A., Daume, H., and Jacobs, D. W.: Generalized multiview analysis:
A discriminative latent space. In IEEE Computer Vision and Pattern Recognition
(CVPR), pages 2160–2167. IEEE, 2012.

91. Sindhwani, V., Niyogi, P., and Belkin, M.: Beyond the point cloud: from transduc-
tive to semi-supervised learning. In International Conference on Machine Learning
(ICML), pages 824–831. ACM, 2005.

92. Srivastava, N., Hinton, G. E., Krizhevsky, A., Sutskever, I., and Salakhutdinov, R.:
Dropout: a simple way to prevent neural networks from overfitting. Journal of
Machine Learning Research, 15(1):1929–1958, 2014.

93. Srivastava, N. and Salakhutdinov, R.: Learning representations for multimodal data
with deep belief nets. In International Conference on Machine Learning Workshop
(ICML), 2012.

94. Stuhlsatz, A., Lippel, J., and Zielke, T.: Feature extraction with deep neural networks by
a generalized discriminant analysis. IEEE Transactions on Neural Networks and
Learning Systems, 23(4):596–608, 2012.

95. Sugiyama, M.: Local fisher discriminant analysis for supervised dimensionality reduction.
In International Conference on Machine Learning (ICML), pages 905–912, 2006.



96

96. Sun, Y., Ren, L., Wei, Z., Liu, B., Zhai, Y., and Liu, S.: A weakly-supervised method for
makeup-invariant face verification. Pattern Recognition, 2017.

97. Sun, Y., Chen, Y., Wang, X., and Tang, X.: Deep learning face representation by joint
identification-verification. In Advances in Neural Information Processing Systems
(NIPS), pages 1988–1996, 2014.

98. Suykens, J. A. and Vandewalle, J.: Least squares support vector machine classifiers.
Neural Processing Letters, 9(3):293–300, 1999.

99. Verma, V., Lamb, A., Beckham, C., Najafi, A., Mitliagkas, I., Courville, A., Lopez-Paz,
D., and Bengio, Y.: Manifold mixup: Better representations by interpolating
hidden states. arXiv preprint arXiv:1806.05236, 2018.

100. Verma, V., Lamb, A., Kannala, J., Bengio, Y., and Lopez-Paz, D.: Interpolation con-
sistency training for semi-supervised learning. arXiv preprint arXiv:1903.03825,
2019.

101. Wadsworth, C., Vera, F., and Piech, C.: Achieving fairness through adversarial learning:
an application to recidivism prediction. arXiv preprint arXiv:1807.00199, 2018.

102. Wang, W., Arora, R., Livescu, K., and Bilmes, J.: On deep multi-view representation
learning. In International Conference on Machine Learning (ICML), pages 1083–
1092, 2015.

103. Wang, W. and Livescu, K.: Large-scale approximate kernel canonical correlation analysis.
CoRR, abs/1511.04773, 2015.

104. Wolf, L.: Deepface: Closing the gap to human-level performance in face verification. In
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2014.

105. Wu, L., Shen, C., and van den Hengel, A.: Deep linear discriminant analysis on fisher
networks: A hybrid architecture for person re-identification. Pattern Recognition,
65:238–250, 2017.

106. Xie, Q., Dai, Z., Hovy, E., Luong, M.-T., and Le, Q. V.: Unsupervised data augmentation.
arXiv preprint arXiv:1904.12848, 2019.



97

107. Xie, S. and Philip, S. Y.: Active zero-shot learning: a novel approach to extreme multi-
labeled classification. International Journal of Data Science and Analytics, pages
1–10, 2017.

108. Xu, C., Tao, D., and Xu, C.: Large-margin multi-viewinformation bottleneck. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 2014.

109. Xu, C., Tao, D., and Xu, C.: A survey on multi-view learning. arXiv preprint
arXiv:1304.5634, 2013.

110. Zafar, M. B., Valera, I., Gomez Rodriguez, M., and Gummadi, K. P.: Fairness beyond
disparate treatment & disparate impact: Learning classification without disparate
mistreatment. In International Conference on World Wide Web (WWW), pages
1171–1180. International World Wide Web Conferences Steering Committee, 2017.

111. Zafar, M. B., Valera, I., Rogriguez, M. G., and Gummadi, K. P.: Fairness constraints:
Mechanisms for fair classification. In Artificial Intelligence and Statistics, pages
962–970, 2017.

112. Zagoruyko, S. and Komodakis, N.: Learning to compare image patches via convo-
lutional neural networks. In IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pages 4353–4361, 2015.

113. Zemel, R., Wu, Y., Swersky, K., Pitassi, T., and Dwork, C.: Learning fair representations.
In International Conference on Machine Learning (ICML), pages 325–333, 2013.

114. Zhang, B. H., Lemoine, B., and Mitchell, M.: Mitigating unwanted biases with adversarial
learning. In 2018 AAAI/ACM Conference on AI, Ethics, and Society, pages 335–
340. ACM, 2018.

115. Zhang, J., Tian, G., Mu, Y., and Fan, W.: Supervised deep learning with auxiliary
networks. In ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining (KDD), 2014.

116. Zheng, L., Noroozi, V., and Yu, P. S.: Joint deep modeling of users and items using reviews
for recommendation. In 10th ACM International Conference on Web Search and
Data Mining (WSDM), pages 425–434. ACM, 2017.



98

117. Zhu, J., Ahmed, A., and Xing, E. P.: Medlda: Maximum margin supervised topic models
for regression and classification. In International Conference on Machine Learning
(ICML), 2009.



VITA

NAME Vahid Noroozi

EDUCATION Ph.D., Computer Science, 2019

University of Illinois at Chicago, Chicago, Illinois.

M.Sc., Artificial Intelligence, 2011

Amirkabir University of Technology, Tehran, Iran.

B.Sc., Computer Engineering, 2008

Shiraz University, Shiraz, Iran.

99


	to1 introduction
	 Thesis Outline
	 Semi-supervised Learning for Verification Problems
	 Semi-supervised Learning for Multi-view Problems
	 Semi-supervised Learning for Fairness

	to2 Autoencoders for Semi-supervised Verification Problem
	 Introduction
	 Related Work
	 Proposed Model
	 Problem Formulation
	 Model Description
	 Model Architecture and Optimization

	 Experiments
	 Datasets
	 Baselines
	 Experimental Settings
	 Performance Evaluation
	 Model Analysis
	 Parameter Sensitivity


	to3 Virtual Adversarial Training for Semi-supervised Verification Problem
	 Introduction
	 Problem Formulation
	 Proposed Algorithm
	 Model Architecture
	 Loss Function
	 Discriminative Space
	 Virtual Adversarial Training


	 Experiments
	 Datasets
	 Baselines
	 Performance Evaluation


	to4 Semi-supervised Deep Representation Learning for Multi-view Problems
	 Introduction
	 Previous Works
	 The Proposed Algorithm
	 Deep Model Definition
	 Objective Function
	 Optimization

	 Experiments
	 Datasets
	 Baselines
	 Experimental Settings
	 Performance Evaluation
	 Model Analysis
	 Subspace Analysis


	to5 Leveraging Semi-supervised Learning for Fairness
	 Introduction
	 Related Works
	 Fairness Measurements
	 Proposed Model
	 Classification Loss
	 Fairness Loss
	 Demographic Parity
	 Equalized Opportunity
	 Equalized Odds

	 Model and Training

	 Experiments
	 Dataset
	 Experimental Setting
	 Experimental Results
	 The Effect of Unlabeled Data on Accuracy and Fairness
	 Comparison Against Fully Supervised Approach



	to6 Conclusion
	to APPENDICES
	to CITED LITERATURE
	to VITA

