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SUMMARY

Electronic cigarettes have witnessed a growing market in the last few years. While they been ad-

vertised as a healthier alternative to combustible cigarettes, they can lead to nicotine addiction and

weakening of the immune system. The most popular e-cigarette brand in the United States, Juul, was

subject to a lot of public scrutiny due to its marketing practices targeted towards adolescents. There is

a growing body of research in the usage of tobacco, cannabis, and illicit drugs, with studies suggesting

that the usage of one drug leading to an increase in the likelihood of another drug, commonly referred to

as a ”gateway drug.” However, little is known about whether we can predict the escalation from tobacco

use to other drugs and whether e-cigarettes are contributing to such escalation.

In this work, we collect data from Twitter for users who use Juul hashtags and look for temporal

patterns that can predict the escalation from tobacco to cannabis. After filtering out the commercial

and promoter users out from the data, we look for changes from first e-cigarette to first cannabis use.

We reduce the problem to a supervised classification problem that can detect this escalation. We make

predictions for different time intervals using several classifiers which consider lexical features from the

tweets, together with user features, such as status count. Our findings have implications for making

adequate public policies in the area of health and education.

xi



CHAPTER 1

INTRODUCTION

Electronic cigarettes have witnessed a growing market in the last few years. They provide a physical

sensation similar to inhaling traditional cigarette through the usage of aerosol to its users [2; 3] with

some products also containing nicotine. Some of the studies indicate e-cigarette as a new smoking

cessation tool [4; 3]. Although some studies suggest that e-cigarettes reduce the health risk by 95%

in comparison to traditional cigarettes, they pose yet another danger. They can increase the likelihood

of traditional cigarette consumption either due to nicotine addiction or due to social normalization of

smoking behaviour[5].

Among the e-cigarette brands, Juul has become the most popular brand with 75% market share at

the end of July 2018 [6]. Juul products contain addictive nicotine. It is most trending in the social

network, especially among teens. It became a coveted teen status symbol and a growing problem for

high school middle school students [7] (referred to as ”Juul Phenomenon” afterward). It was introduced

by Pax Labs in June 2015 which split into a separate entity as Juul Labs in 2017. It is claimed to

have been targetted towards adults as a healthier alternative to traditional cigarettes but some of the

initial marketing strategies were targeted towards the youth [8]. Juul came under a lot of public heat

in the middle of 2018 due to its alleged marketing towards teenagers and high school students. This

led to an intervention by the FDA and further leading to the suspension of its social media accounts

including Facebook and Instagram except Twitter. It also forced Juul labs to tighten its sale of e-cigarette

exclusively online [8].

1
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Alcohol, tobacco, and cannabis are the most common drugs affecting adolescents in the U.S. [9; 10].

Substance use related to the above drugs have been studied quite extensively and substance use disorder

has been associated with a variety of adverse health, social and economic outcomes [11], specifically

affecting adolescents. Various studies have looked at substance use and its correlation with health and

socioeconomic factors. Some of the studies have suggested a correlation of drug use with a measure of

low self-esteem, aggressiveness, crime, and anti-social behavior [10; 12; 13; 14]. There has been quite

a lot of research that looked at the early use of drugs among adolescents and their future dependence.

Some of the studies have suggested that early adolescent smoking leads to increased risk of future

nicotine dependence substantially [15; 16; 17; 18; 19; 10]. Further there has been growing research

suggesting early cannabis use also leading to risk of cannabis use disorder [20; 21; 22; 23; 24]. There

also have been studies to look at the substance use of one drug leading to an increase in the likelihood of

another drug and different school of thoughts have looked at the problem with different ideas. One idea

of thought is relating to acquisition of substance use behaviour, referred to as ”gateway drug” from the

field of psychology that suggest that use of psychoactive drug can be coupled to increase probability of

other drugs [25; 23; 26; 27; 28; 29; 30; 31]. The second idea in which it is studied is the idea of addiction-

prone predisposition associated with behavioral dis-inhibition and conduct deviancy [32; 33; 34; 31],

but little is known on how can we predict the escalation of behavior to other drugs among the users. So

in this thesis, we utilize the data of e-cigarette use from Twitter to study the shift of user behavior from

tobacco smoking to cannabis use. It makes an important area of research to make accurate health policy

in the area of education and law.
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Social media gives a unique platform for users to describe and explain their emotions. Juul phe-

nomenon has been quite popular in Twitter with over 1.69M tweets from more than 800K users since

the inception of Juul from June 2015 to 2018, including but not limited to tweets from commercial users

like Juul Labs, teens expressing their sentiment related to Juul e-cigarette on Twitter and various news

or research tweet being published against the growing concern of Juul. Younger generation represents

a large base on Twitter (Studies conducted in 2014 indicates that 37% of all users on Twitter lie be-

tween the age of 18 and 29 [35]) and they also seem to be most active in expressing sentiment related to

Juul. With such a fast creation of content by users on a public domain, Twitter gives a great platform to

understand their behavior.

In our study, we utilize data from Twitter which contain rich information about various users con-

nected to Juul which could be commercial users marketing Juul product (e.g. Juul Labs), regular users

expressing their sentiment or research related tweets being published about the growing concern of Juul.

Twitter gives a great platform to understand the Juul phenomenon for mainly two reasons; it has a col-

lection of a lot of tweets relating to Juul from users since the inception of Juul (2015)) and secondly

Twitter has been extensively studied by other researchers to either to understand user sentiments [36],

social behavior or influence [37].

In this thesis, we intend to look at the escalation in the behavior of users from smoking e-cigarette to

cannabis substance. We have collected the data for all users associated with the Juul phenomenon from

the year 2015 to 2018. As we require data for cannabis use, we collect the data for the above users who

also mention cannabis drug use in their Twitter timeline. The users in the data include commercial users

including Juul labs, third-party vendors like vape shops in addition to regular users expressing their
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sentiment about Juul. We then filter out those commercial and research-related users from the data. To

accurately predict the switch of e-cigarette use to cannabis among the regular users we utilize statistical

approach from machine learning. We divide the data within different interval spans by year and month,

to make an accurate prediction of a switch in behavior. We organize our thesis by first presenting related

work in the field, the second section explains initial data exploration phase of Twitter data, next sections

explain the methodology and experimental setup, and we finally conclude with the main takeaways and

future scope.

Specifically, the main contributions of the thesis are the following:

• We present new dataset containing all of the tweets of users and their features (e.g. followers

count, following count, etc.) related to Juul phenomenon which also contains cannabis tweets of

same users from 2014 to 2018 from Twitter.

• We also perform sentiment and retweet cascade analysis on the data.

• We perform classification prediction with different intervals to accurately predict the switch of

users from smoking e-cigarettes to cannabis.



CHAPTER 2

RELATED WORK

In our quest to understand the escalation in the behavior of users from smoking e-cigarette to

cannabis, we build upon the prior work in the field. Social media gives a unique platform for the

user to describe and explain their emotions, which provides an interesting area for researchers to un-

derstand their behavior. Some of the prior work in the domain of mining substance use through so-

cial media have looked to understand smoking behaviors, and other substance like cannabis, cocaine

and alcohol [38; 39; 40]. With some of the studies also related to poly-substance use in teenagers

[25; 23; 26; 27; 28; 29; 30; 31]. Studies in relation to specifically e-cigarette have also looked at mar-

keting of e-cigarette on Twitter [41; 42] and sentiment or polarity analysis of e-cigarette on Twitter data

[43]. As data is transmitted among users in the social network we can see the development of reshare

networks or more popularly studied as ”Cascades”. Extensive research has been carried out in under-

stating their growth, structural properties and virality [1; 44]. In the following sections, we explain the

prior work in the above domains in a bit more detail. We also explain the prior work in utilizing deep

neural network employed in context social networks for text classification.

2.1 Data mining for substance use

There have been studies on mining data related to smoking and including other substances (cannabis,

cocaine, alcohol) to understand the user behavior [38; 45; 39; 40]. The paper Valente et al. have used

social network data to understand and prevent substance abuse [38]. Similar studies have been carried

5
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out to study alcohol, smoking, cocaine, and cannabis substance abuse [46; 47; 48]. Paper by Zhang et

al. [46] utilizes a rule-based approach to predict the recovery and relapse of alcohol use disorder in AA

(Alcoholics Anonymous group) Twitter data. They combine linguistic and psycho-linguistic features

using a structured approach to accurately predict the recovery and relapse of AA attending users. Paper

by Hu et al. looked at the correlation between teenage performance and smoking [47]. Jimenez et al.

[48] utilized various data mining techniques to understand the usage of alcohol, cannabis, and cocaine

among students. They collected drug motives data for each user using survey questionnaire and further

utilized classifiers like the artificial neural network, decision tree, nave Bayes, k-nearest and logistic

regression [49] to classify the user as a drug or non-drug user based on drug motives and explained the

predictive features that separated those users. We also explain the models utilized by us in our work in

the following chapters.

There have been studies to understand the pattern of the poly-substance use of alcohol, marijuana

and cigarette usage among young adults (Moss et al. [10]) as explained in the previous chapter. Previous

work have suggested substance use of one drug affecting the likelihood of usage of another drug among

users, specifically in the case of nicotine and cannabis [15; 16; 17; 18; 19; 10], with other studies

approaching the idea of ”gateway drug” [25; 23; 26; 27; 28; 29; 30; 31] mentioned in introduction

chapter. There has been little work to predict the escalation of behavior to another drug among the users.

In this thesis, we utilize the data of e-cigarette use from Twitter to study the escalation of user behavior

from e-cigarette smoking to cannabis use. It makes an important area of research for understanding it to

make accurate health policy in the area of education and law.
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2.2 Sentiment and polarity analysis

Social media has been extensively researched to either understand the sentiment or opinions of the

user. Dai et al. mined social media data to understand public opinion related to e-cigarette [43]. They

separated the organic tweets from commercial Tweets to evaluate the general public attitude towards

e-cigarette. In the Organic tweets, they consider research study or news that express sentiment towards

e-cigarette which is in contrast to the category of users which we choose to assign in our study, in which

we consider them as a separate category from organic users. For our case, we consider organic users as

individuals who express their sentiment related to Juul and label them as regular users. Dai et al. utilized

a Nave Bayes classifier to classify users as support, against, neutral, commercial or irrelevant categories.

Their study is motivated to prevent non-smokers youth from consuming e-cigarette. Studies by Martinez

et al. [50] also looked at the sentiment of user-related to e-cigarette and indicating e-cigarette as not

being a health hazard and a larger collection of positive sentiment as opposed to negative sentiment for

the e-cigarette. Further Lazard et al. looked at the public reactions to the regulation of e-cigarette by

FDA. Social network data has also been used on understanding user behavior in the context of smoking,

Fetta et al. utilized the social network for understanding the cessation of smoking in secondary school

adolescents [39]. We provide a brief of change in user sentiments for our data in exploratory data

analysis chapter.

2.3 Text classification with machine learning and recurrent models

Various statistical machine learning and neural models have been applied in various domains in-

cluding the language domain. Support vector machine(SVM) is a discriminative classifier that classifies
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data based on an optimal hyper-plane [51]. It has been extensively used in regression problems [52; 53],

applied in various domains including sentiment analysis [54], spam identification [55].

Combination of ML models to improve generalization has studied as Ensemble learning. It is a

form of learning in which multiple learners (referred to as base learners) are combined to solve the

same problem, hence increasing its ability for generalization. It has proven quite successful in the

domain of supervised learning [56; 57; 58; 59]. Random forest represent a form of ensemble learning

methods that work by training decision trees on sub-sample of data. They represent bagging which

is a common ensemble way of learning which reduces the variance in the data. They are better in

comparison to vanilla decision trees [60] which are prone to over-fitting. They are applied in various

such as spam identification [61], bioinformatics[62], and extensively in language modelling task [63].

XGBoost is an optimized, scalable gradient tree boosting [64] implementation of gradient boosting

that works on boosting of decision trees [65]. Tree boosting has been a highly effective approach

in predictive modeling [64], which has given the state-of-the-art performance in various classification

benchmarks [66].

Apart from machine learning models, deep neural networks have been quite successful in differ-

ent machine learning tasks like image recognition, speech processing, and language processing. RNN

models are a type of neural network that can model information in time. RNN uses cells that persist

information over time which makes them excellent for text classification task [67]. The problem with

RNN is the inability to learn long-dependency in the text due to vanishing gradient problem. LSTM net-

works [68], (a type of RNN network) avoid this problem by regulating the information in the cell state

using the input, forget and output gates, which makes them perform better as opposed to traditional
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BOW (Bag of words) models[69] which assumes independent assumption among the words. Unlike

other deep neural models, LSTM’s share the same weights across all of the steps, which greatly reduces

the number of parameters needed by the network to learn. LSTM’s has been successfully utilized in

various area of bio-informatics, speech recognition and specifically language modelling tasks like entity

extraction [70] , document classification [71], sentiment analysis [72], emotional recognition [73] and

also in the domain of social media for fake news detection [74]. We utilize LSTM networks for tweet

and user classification.

2.4 Information diffusion via cascades in social networks

Online social networks like Twitter, Facebook and LinkedIn have witnessed growth at an unprece-

dented level in the last decade where millions of people can interact at any given time. In such OSN

(online social network) the rate at which the information spreads is quite fast. Social networks have

become so pervasive that they can influence the behavior of individuals or groups which has led to

research in many areas including information diffusion [75] (referred as ”influence maximization” in

literature), information cascade (Leskovec et al. [76]) with application in areas including but not limited

to viral marketing [76], rumor control [77] and social recommendation [78]. Some of the work has also

been concentrated to understand the diffusion trajectories. Understanding the spread of information is

crucial for businesses to promote their product and governments to regulate public opinion. As data is

transmitted among users in the social network we can see the development of reshare networks or more

popularly studied as ”Cascades”. More generally these Cascades can be represented by a tree, where

the root is the source node that initiates the information and each edge would represent the information

being transmitted between users. There has been quite extensive research on how these cascades grow,
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analyzing their structural properties, virality, and properties contributing to its growth over time [1].

These cascades are more generally tend to be burst information in a short amount of time, often termed

as a broadcast network. In some cases, they have also been represented by a branching process infect-

ing only a few users and forming a long chain as shown by Anderson et al. [1] for LinkedIn sign-up

cascades. The average path length of a cascade tree also referred to as structural virality (also termed

as ”Weiner index”), concerning the structure of tree indicates how deep or shallow a tree can get. In

addition to discrimination of cascades based on the structural properties, they have been also classified

based on social mechanism specifically social and individual participation cost that govern the growth

of these cascades (Cheng et al. [44]). In this paper, we try to look at the properties of retweet cascades

on Twitter concerning our data presented in data analysis chapter.



CHAPTER 3

DATASET EXTRACTION

As of 2019, Twitter has about 326M active users [79] with over 1.3 billion accounts (end of second

quarter of 2015 [80]) which generates 500 million tweets each day [81]. In our study, we extract data

from Twitter which contain rich information about commercial users like Juul Labs, third-party vendors

like vape shops and also organic users which are individual users expressing their sentiment about Juul.

Twitter gives a great platform to understand the Juul phenomenon for mainly two reasons; there exists a

lot of tweets related to user sentiment concerning Juul from its inception (with start of the first tweet by

Juul Labs in 21st April 2015)

and secondly, Twitter has been extensively studied by other researchers to understand user senti-

ments [36], target marketing or modeling social behavior and influence [37]. In this section, we explain

how the data was collected for users mentioning tweets related to the e-cigarette Juul from Twitter.

Twitter provides public access to its data through Twitter public API 1 but it also poses a limitation

on the number of tweets we can gather and also the rate at which we can capture the data. We can only

gather 3200 tweets from user timeline and further it is rate-limited by 15 requests per 15 min interval

2, which is the main reason for using Crimson hexagon in conjunction. Crimson Hexagon (now called

1twitter.com

2https://developer.twitter.com/en/docs/basics/rate-limits

11
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Brand Watch 1) also has a limit on extracting only 10k tweets for any time range. Also using Crimson,

we don’t get the full range of user features (e.g. following count, followers count, etc.) in comparison to

Twitter API 2. To resolve these limitations we use Crimson Hexagon in combination with Twitter API.

We use Crimson Hexagon to gather all tweet Ids (which is a unique identifier for any tweet on Twitter)

and all of the user and text features (e.g. tweet-text, followers-count, following count, etc.) are extracted

using Twitter API. Further, to resolve the 10k count limitation of hexagon, we extract data by each day.

We also utilized Tweepy 3 for our extraction process which is a python library for Twitter API.

The meta-data extracted from twitter contains information like tweet text, followers count, following

count, when the tweet was created, if it is re-tweeted and geographical information of tweet, etc. In

our study, we extract the data for users mentioning Juul on Twitter by crawling the data using the

two-step process mentioned above. We first extract the data for all users mentioning Juul on Twitter

using Juul related hashtags (#juul, #juulvapor, #juulnation, #doit4juul) from Jan 2015 - Dec 2018. Juul

hashtags were based on marketing trend, used by both by commercial (Juul Labs, third party vendors)

and individual users [8]. We set the start date as Jan 2015 which is the inception date for E-cigarette

Juul (Pax labs introduced Juul e-cigarette on June 1- 2015) [82]. We extract a total of 1.69M tweets

and 887k users and these users form the basis for the second extraction process. We plot the growth of

1https://www.brandwatch.com/

2https://developer.twitter.com/en/docs.html

3http://docs.tweepy.org/en/latest/
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tweets containing Juul hashtags and users mentioning Juul hashtags by year in Figure 3, illustrates the

growth of tweets by year in comparison to the number of users.

To understand the sentiment of users related to consumption of other substances, we look at the

tweets of the extracted users mentioning other substances, specifically cannabis. The main reason for

using cannabis is that there have been studies suggesting tobacco use leading to consumption of other

illicit drugs, in the context of the gateway drug and addiction-prone predisposition among adolescents.

Also, cannabis and tobacco are two of the most common form of drugs among teenagers. To predict the

escalation in the sentiment from consumption of e-cigarette to cannabis use, we extracted the data for

the same users above that also mention cannabis use. We perform a second extraction in which we select

the tweets of the selected users from Jan 2014 - Dec 2018 mentioning cannabis using the synonyms for

cannabis, the full list is mentioned in (Table I). Some words like green, grass, and joint which could

be ambiguous were excluded from the list. We gather 10.42M tweets from 554k users mentioning

cannabis-related substance. Out of 887k users we gather tweets from 554k users, the rest of the users

we assume are the ones who don’t mention cannabis at all in that interval span (termed as mono in the

following sections). We finally combine both the initial Juul data and cannabis data collected above to

form a final dataset (mentioned as dataset afterward). Our final dataset contains almost 12M tweets

with 887k users. Final distribution of users and tweets are shown in Table II, including the count of

tweets in Juul dataset, cannabis dataset, and our final dataset.

3.1 Filtering out commercial users

Our goal is to understand the behavior of individual users who express their sentiment or experience

with Juul products. Therefore, we want to exclude commercial users like JUUL labs, and third-party
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cannabis words
’weed’,’ganja’,’marijuana’, ’cannabis’, ’mary jane’,
’marihuana’, ’hash’, ’reefer’, ’hashish’, ’bhang’
’green goddess’, ’locoweed’, ’maryjane’, ’spliff’,
’wacky baccy’,’sinsemilla’, ’doobie’, ’CBD’
’acapulco gold’, ’THC’ , ’hemp’

TABLE I: Top Key words for substance tweets. We use the list to Capture poly-type user from mono-
type users. Reference : powerthesaurus.org

vendors like vape shops. In the dataset, we find that not all of the tweets are related to sentiments of

regular users. As Twitter is extensively used for news, or to promote brands some of the users in the

dataset had to be filtered out to isolate the tweets of regular users. By regular user expressed tweet

we mean the individual users who mention their experiences or sentiments related to Juul rather than

promoters, or tweets related to research about the growing concern for Juul. In our data we identify

three main categories of tweets, news or research study related tweets that represent the tweets from

news or research channels on Twitter, tweets intended to promote Juul related products like vape shops,

etc. and finally some of the tweets that contain information related to individual users which we intend

to capture from Twitter. Based on the tweet categories we classify the users into three categories namely

• News or research users

• Promotional users

• Regular users
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Dataset Tweets Users
Juul data 1,692,201 887,180
cannabis data 10,420,444 554,815
Final data 12,088,584 887,180

TABLE II: Distribution of users and tweets extracted by each extraction process. Final data results
combining both of the Juul and cannabis data, which would contain users consuming single subtstance
Juul and users who consume cannabis in addition to Juul.

To filter promoters and news users (termed as commercial users afterward) out from the dataset we

create a manually annotated dataset which contains 200 samples for each of the category mentioned

above. A sample of tweets from each category is shown in Table III. To predict tweets among three

categories we used a bag-of-words approach. We use tf-idf approach to reduce it to n * V matrix, where

n is the no of words and V is the vocabulary. We further use Truncated SVD to reduce the dimensions of

the tf-idf matrix to n* 100 dimensions. We train a linear SVM to train the classifier to predict the three

categories. We tested with other classifiers like LSTM [83] which preserves the long term dependency

of text and random forest but best results were obtained from the SVM model as shown in Table IV.

Note that we predict the category of the tweet for each user instead of predicting the user directly. This

decision was based primarily because it would be easier to classify each tweet instead of the user which

could be harder to predict if all of the tweets are not consistent by the user.

We preprocess each tweet text by removing the URLs, hashtags (#) and re-tweet symbols (’RT’),

removing the stop words(using NLTK [84]), tokenizing and performing stemming to reduce each of the

words to their base form. We perform 10-fold cross-validation. We get the accuracy of 71.34% on the

test set( Table V). Using the trained classifier we predict each of the tweets in the data. In our case,
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Category Example

News or research

”Current Issues Surrounding the Role of Medical Marijuana in
Nursing Homes By #expertwitness Dr. John Fullerton” ||

”In 1 minute learn everything you need to know about why we’re
investigating JUUL. https://t.co/r2rhJjmznW”

Promotional

”$25 OFF CannabisDelivery promo code: GreenRush420
at #420 #420delivery #weedmaps #weed” ||

”The #1 accessory for your Juul Coming
soon to https://t.co/Pygk93PXGH RT to win a

free case! https://t.co/vKtYC9AbV3”

Regular user

”Some people like to bake pies. I like to bake myself...
#stoned #weed #cannabis” ||

”You thinned out the liquid in your new pods. It’s a scam
now. RIP juul. #juulvapors JUULvapor #juul #juulpods

and they’re $25-30 in Cali..”

TABLE III: Tweet type examples for each category (ie. news, promotional and regular) in the annotation
data. It contains multiple examples with each tweet separated by ”||”.

we use 200 manually annotated data for each of the three tweet categories but more annotation would

provide better accuracy.

The SVM classifier predicts the tweets for each of the user. A distribution of tweet percentage on a

subset of 4k is shown in Figure 1. To finally classify each user, we assign the category for the user based

on the maximum number of tweets for the category mentioned by the user. e.g. if the user mentions

more tweets related to promotion based on the prediction of the classifier, we label it as a promoter. We

obtain the distribution explained in Table VI.
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model precision recall F1-score accuracy
LSTM 0.71 0.69 0.69 0.686
SVM 0.72 0.71 0.71 0.7134
random forest 0.60 0.60 0.60 0.60
majority classifier (majority regular user) 1.00 0.28 0.44 0.27

TABLE IV: Classification metrics (on test set) by different classifier to predict tweets in three categories
of news, promoter and regular users

category precision recall F1-score support
news 0.68 0.76 0.72 51
promoter 0.70 0.76 0.73 51
regular 0.78 0.60 0.68 48

TABLE V: Classification report of the SVM classifier (mentioned above) on test for each of the category,
(ie. news, promotional and user expressed tweets) with 71.34% accuracy

3.2 Categorization of mono and poly-type users

In this study, we want to differentiate the users who consume only e-cigarette substance as opposed

to users who consume cannabis in addition to the e-cigarette. With our final dataset of regular users can

be further classified based on their behavior among two broad categories as mono-type and poly-type

users. Each of the specific categories is time-sensitive, meaning their label is based on the tweets they

mention in a specific time interval.

• Mono User: User who mention tweets about Juul related hashtags at least once but have not to

mention Cannabis tweets at all in a specific time interval.
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Figure 1: Represent the percentage of tweet categorized in each category for each of the unique user.
Blue signify the regular user, green are news users and bars labelled as red are the promoters

• Poly User: User who in addition to Juul also mention Cannabis at least once in a specific time

interval on their Twitter timeline

In this study, we are only looking at Cannabis as another drug which users consume in addition to

the e-cigarette. We restrain illicit drugs such as cocaine and others from our study. Classification in

the above two categories helps us to understand the behavior of the user who consumes only a single

substance as opposed to other users who consume more than one substance. Any user who mentions

cannabis-related tweet at least once in their Twitter timeline are termed as poly-user and the rest of

the users are termed as mono-users (users consuming only Juul e-cigarettes ). All of the users in our

cannabis data represent the users who consume cannabis in addition to Juul and hence they form poly-
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category # of users
Promoter 91,130

News users 122,326
Regular user 673,724

TABLE VI: Breakdown of the user in each category. We choose the category for each user based on the
maximum number of tweets among the three categories mentioned by the user. (e.g. if the user mentions
more tweets related to promotion based on the prediction of the classifier, we label it as a promoter).
Note: we predict on the category of the tweet for each user and instead of predicting the user directly,
as it would be easier to classify each tweet instead of the user if all of the tweets are not consistent by
the user.

user category # of user total # tweets
Mono-user 241,408 (36%) 374,761
Poly-user 432,316 (64%) 651,2011

TABLE VII: Distribution of tweets in poly and mono category

substance user and the remaining users are termed as mono-users (representing single substance users).

(shown in Table VII)

We can see that in terms of count we have a higher number of poly users in comparison to mono

users and correspondingly they have a higher number of tweets. In Figure 4 we can see that the poly

users almost remain constant with a higher number in the initial years in comparison to mono which are

growing exponentially. In the next chapters, we aim to understand if any of the mono users escalate to

become poly-user in next year or month and whether can we accurately predict the escalation.
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Figure 2: Top 30 most frequent words for each category

Figure 3: Growth of tweets by year
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user category # of user
Juul-before 52,702 (12.2%)
Juul-after 379,614 (87.8%)

TABLE VIII: Distribution of tweets for Juul-before and Juul-after users

3.3 Further classification of bi-substance users

We are interested in the underlying question whether the poly-user started consuming cannabis

before they mentioned Juul or was it after mentioning Juul motivated them to mention cannabis. To

understand this question we categorize users based on the occurrence of cannabis or Juul tweet on their

Twitter timeline. We sort all of the tweets for each user containing mention of Juul and cannabis on

their timeline and check for the first occurrence of their cannabis and Juul tweet. If the Juul tweet was

mentioned before the first occurrence of cannabis tweet then we categorize them as Juul-before and on

the other hand if cannabis tweet was the first tweet mentioned before any tweet related to Juul they are

termed as Juul-after.

• Juul-before: User who first mention Juul before any cannabis tweet

• Juul-after: Users who mention first Juul tweet after their tweets related to cannabis

We obtain the final count for each category as shown in Table VIII.

We see that there are considerable (12%) of the mono users who escalate their sentiment after con-

suming Juul. These are the users who after using Juul started consuming cannabis substance which

form the main users we are trying to predict. In the next chapters we explore when do they escalate

from mono to poly-substance and how can we accurately predict the escalation for those users.
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Figure 4: Illustrates the growth of poly and mono users



CHAPTER 4

EXPLORATORY DATA ANALYSIS

In this section we explore the data to form a preliminary data analysis. We present the sentiment

change for users for Juul form 2015 (inception) - 2018. We also look at the re-tweet cascades of the

users to understand the structural virality and diffusion rate.

4.1 Sentiment analysis

From the start of Juul product the sentiment towards it has changed a lot based on the events that

happened in the press like FDA issuing warning to Juul labs regarding its alleged marketing towards

youth and suspension of its social account from Facebook and Instagram due to growing concerns. We

try to understand the change of sentiment over the period of 2018 which had lot of press events and

larger amount of data. We have utilized LICW (Linguistic Inquiry and word count) which have been the

popular among traditionally psychology based approach [85]. It is a dictionary based approach, which is

based on frequency count for 64 manually different categories constructed in psychology theory. These

include categories related to part-of-speech and emotions. In this study we only look at the change of

positive and negative emotion over a period of a year.

Furthermore, we utilize NLTK Vader analyzer [86] which is capable to detect positive and negative

emotions. The analyzer contains three categories of positive, negative and compound. Compound is the

resultant emotion which can be positive and negative. In the Figure 6 we plot the change positive and

negative emotion in the JUUL data (data containing Juul hashtags) for the 2018 year. We look at the

23
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data of regular users filtered from promoters and news. We finally map the change of sentiments to the

actual events in the 2018 year. We can see that April 2018 mentions about the FDA warning and we

see the negative emotion spike in May 2018. We have a sort of a delayed effect of sentiments after the

event.

4.2 Cascade analysis

In this section, we look at the reshare network of users mentioning Juul related Hash-tags(#juul,

#juulvapor, #juulnation, #doit4juul). So as we discussed in [1] paper we try to create a cascade retweet

network for out dataset. As the Twitter API does not return us the cascade or network of users involved

the retweet in any chronological order, we had to build the cascades based on the following network of

users. Initially, we sort all of the tweets from their creation date and we filter the tweets that have the

re-tweet count of less than 1. We take the source node as the user which created the tweet initially. Then

the remaining users re-tweeting the same tweet are considered as followers in the cascade. We utilize

the twitter API to get the users who follow the source node. Users following the source user directly

are considered to be at level-1. Then we keep building the cascade recursively at each level, for the next

level we look at the users who are the followers of the node at the previous level. We keep building the

cascade recursively until we exhaust all of the remaining users or no user can be assigned to the next

level in which case we terminate building our cascade. We look only at the users following the source

user directly or indirectly through a series of users. An example of the cascade is shown in Figure 7,

each node represents users belonging to one retweet cascade, with the source node at the center of the

graph highlighted in yellow, green nodes (which are at level-1) represent the users following the source

node and the blue nodes are nodes at level-2 following the green nodes.
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Figure 5: Emotion categories for each month for the year 2018 using NLTK vader analyzer

Figure 6: LICW (using Stanford empath) categories of positive and negative emotion categories for each
month (based on psychological word count for the specified categories for the year 2018
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Figure 7: An example of retweet cascade. The yellow signifies the source node, blue nodes are the
follower node of the source node. Cascade is created recursively at every depth with each of the node
being the followers of the preceding depth

We look at the dataset containing Juul hashtags as we are trying to understand the Juul phenomenon.

In the data, we have 41,391 cascades with retweet count > 1. In this analysis, we look at 828 of the

subset of cascades (termed as cascades afterward) which is a random sample of the initial set. In the

next section, we look at the properties of these cascades. The average number of nodes in a cascade are

6, with 372 and 2 as the maximum and the minimum number of nodes respectively. 99th percentile of

cascades have 43 nodes, signifying way less no of nodes as compared to LinkedIn cascades presented

by Anderson et al [1].

4.2.1 Properties of cascade

The cascades mentioned by Anderson et al. [1] comprised of 332 million LinkedIn signup cascades

with large depth size which follows a tree-like structure. On the other hand, the cascades in our study
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Figure 8: Plot of depth vs fraction of nodes at that depth. In our retweet cascades of Juul users have a
smaller depth of with 1.77 as the average depth size. (max depth of 9 and a minimum depth of 1) We can
see that most of the cascades have a larger fraction of nodes at earlier depth, signifying a broadcast-based
network.
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have a lower number of nodes with a shallow network. We look at the fraction of cascade as a function

of its depth size, Figure 8 represents the fraction of nodes at a particular depth. Most of the cascades

have fraction of nodes at depth 2 or 3 and then very few nodes remain in the next depths. It highlights

the point that Twitter is a transient network as mentioned by Cheng et al. [44], where retweets grow

rapidly in the early stages and then die suddenly. Broadcast diffusion networks are shallow networks,

where information flows in a broadcast fashion. We see that our cascades are broadcast networks with

the shallow network. The Cascades in our data have an average depth size of 1.7 and a max depth of

9. Most of the cascades in the dataset dont form deep networks and representing a shallow network.

Wiener index is a metric used to highlight the virality of a network [1], it refers to the average shortest

path in graphs. Similarly, we plot depth of the cascades vs Weiner index (shown in Figure 9). As most

of the cascade size were quite small and few were outliers with more than 100 nodes so the cascade size

is normalized (log base 10 scales). All of the cascades in our datasets have Weiner index < 1 which

highlights low structural virality, a trend common in broadcast diffusion-based network [1].

We look at the growth of cascades over a period of time. As highlighted by Anderson et al. [1] with

LinkedIn cascades, the growth of large cascades is somewhat linear in time with medium nodes (nodes

< 500) but in our dataset, we have a smaller number of nodes ( << 500). We look at the pattern of

cascades over a period of time. We plot the growth of cascade vs. fraction of node depth as shown in

Figure 10. Figure 10 represent growth of cascade since the inception of the first tweet of the cascade by

the source node to the tweet by the last node in the network which represents the lifetime of the cascade.

We see somewhat approximately linear growth with some dispersion as shown in Figure 10.
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Figure 9: Structural virality( weiner index) as a function of cascade size(log base 10). We have shallow
based networks leading to a low structural virality, it highlights a broadcast based network (Anderson et
al. [1])
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Figure 10: Pattern of cascade growth over time for Juul cascades. It signifies the growth of cascades
over time. As the data has small number of cascades most of the nodes (<< 500), they seem more
dispersed than LinkedIn signup cascades mentioned by Anderson et al. [1]. Most of the cascade growth
is approximately linear.



CHAPTER 5

METHODOLOGY

In this work, we are interested in predicting the escalation from mono to a poly user and we cast the

problem as a binary classification problem. In this section, we present the methodology used to solve

the problem. We discuss the organization of data, feature engineering, and machine learning models.

5.1 Organizing user timelines

We saw in the data exploration chapter that there is a considerable amount of poly-users (12.2%)

who have started consuming cannabis after they expressed sentiment towards Juul e-cigarettes. This

signifies an escalation of mono-user to poly-user. Escalation here refers when a user is mentioning a

single substance i.e. Juul also starts conveying information about Cannabis. We aim to predict the users

who escalate when they first started sharing information about Juul to when they first expressed tweet

about cannabis on their timeline, which we term as Juul-before users in the previous chapter. To capture

first cannabis and first Juul tweet we utilize the same hashtags for Juul and cannabis that we used to

extract user data. Figure 11 illustrates the delay for each of the Juul-first users from when they first

mention Juul to the time when they mention cannabis on their Twitter timeline, the delay in the figure

is divided in 30 days interval for each user. We can see that majority of them escalate within a 30day

period, few of them escalate after a year(>366 days) and a very tiny fraction of them take more than

two years to escalate to cannabis.
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Figure 11: Delay distribution between the mention of the first Juul to first Cannabis tweet on the Twitter
timeline. A large proportion of user mention Cannabis after Juul within a delay period of 30 days.

5.2 Feature engineering

In our study, we have utilized two sets of features to predict the escalation of users. One set of

features represent the features related to the user, and another set of features is the text features that

come from utilizing the tweet text. We describe these two types of features next.

5.2.1 User features

User features refer to features associated with the user on Twitter, which is unique to each user.

Some of the features we gather from Twitter API help to understand the discriminating features of the

user. We explain those features below:

• Followers count: The number of followers associated with this account
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• Following count: The number of accounts the user is following

• Status count: The number of Tweets (including retweets) issued by the user

• Unigrams: Number of unique words in the Tweet

• Favourite count: The number of Tweets this user has liked in the accounts lifetime

• Listed Count: Number of lists the public user is a member of

We don’t use the above features directly. To have a common scale and prevent bias due to uneven

ranges while training the machine learning models, we utilize a log version of them. Inspired by Pietro

et al. [87] paper,( in which they deploy a range of user features to for mental illness detection for

CL-Psych 2015 task), we use the similar set of user features highlighted in Table IX. To predict the

escalation of mono to a poly user, user features convey the information about the user behavior which

forms discriminating features to distinguish mono and poly users. For the prediction task we describe

below we consider the users in a specific interval, therefore we obtain the features in that specific time

interval. Unigrams and status count mentioned in Table IX are time-sensitive but rest of the features due

to the constraint of data are have the most recent values of the dataset (i.e. Dec 2018).

5.2.2 Text features

Text forms an important part of expressing user sentiment, which can help us discern users. Our

data contains rich information of tweet text for each of the user, which is the text posted by the user

on Twitter. The text represents a continuous string of words in which the context is determined by the

neighboring words. Although traditional models have looked at the text as an independent collection

of words (termed as bag-of-words approach [88]), in our study we have analyzed the tweet text using
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both as bag-of-words approach [88] using the statistical machine learning models, and a recurrent neural

network that preserves context-dependency in-text [89]. For the machine learning models except for the

recurrent model mentioned below, specific feature engineering part includes TF-IDF vectorization. This

changes the text sentences into TF-IDF vectors and all the tweets reduce to TF-IDF matrix. TF-IDF

score is calculated as follows:

tfidf t,d = tf t,d ∗ idf t (5.1)

where tf stands for term-frequency and idf stands for inverse document frequency. For further details,

one can refer to the book by [90]. Using TF-IDF we obtain (n * V) matrix where n is the number of

words and V is the vocabulary of the text. As the vocabulary size can be quite huge for our collection of

tweets, we also utilize truncated SVD (single value decomposition) to reduce TF-IDF matrix to lower

dimension of 100 features, a process termed as latent semantic analysis. It is a common technique

used in conjunction with TF-IDF, in natural language processing and information retrieval domain to

reduce the dimensions, presented by Deerwester et al [91]. Due to the large vocabulary size the the

TF-IDF matrix returns quite high dimension features, therefore we reduce each of the text features to

100 dimension. The above features obtained by from above are used for all of the experimental setup

using text features. The text features obtained from above are used in all of the machine learning models

except in the case of recurrent model. For the recurrent model, we utilize the embedding layer which

maps the word into a specific vector space. The embeddings are based on the weights of Glove [92]

trained on a corpus of 2B tweets. The machine learning models are explained in the next sections.
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f1 log number of followers
f2 log number of following
f3 followers/following ratio
f4 log number of listed count
f5 log number of favourite count
f6 log number of unigramns
f7 log number of status count

TABLE IX: User features for predicting escalation of mono to poly user, inspired by Pietro et al. [87].
Except number of unigrams(f6) and number of status count(f7), rest of the features are not-time sensitive
due to the constraints of the data.

5.3 Combining user and text features

To improve our prediction task we utilize the user and text features in combination. We combine

the above 7 user feature with the 100 features of text obtained by TF-IDF and SVD. In this approach,

we utilize all of the machine learning models except the recurrent based model as RNN model are more

suited for sequence-based tasks.

5.4 Predicting escalations

Some of the users mentioning Juul related tweets have also talked about cannabis-related substances

as we saw in the previous sections. We aim to predict those users who escalate from e-cigarette to

Cannabis. To accurately capture the escalation, we look at the range of year intervals spanning from

2015 to 2018, to compare if any of the users have escalated as compared to the previous year. We

divide the data into the different time range intervals of year and month span. We are only looking

at the mono users who will escalate to poly in the next year. In the following sections, we look at
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predicting escalations by year and month interval. We utilize the input data of the previous year to

make an accurate prediction for the future year. By dividing the data for each year range, we aim to

understand whether the previous year data can be predictive to understand the escalation of the user

from mono to a poly user. We look at the data in a different range of buckets and the output labels are

based on next year information for the user. For example, the 2014-15 interval we take the input data

containing user and text features and the user data of next year (2016) to serve as the output labels for

machine learning models. The features we consider in this problem are user and text features. Each

of the features uniquely determine the user in that interval. Some of the user features in our dataset

are not time-sensitive due to the constraint in the data. Number of unigrams and status count Table IX

mentioned in the table are taken based on the interval span mentioned, however, rest of the features

are not time-stamped so we have taken those users value based on the end date of the dataset (i.e. Dec

2018). Text features are time-sensitive hence they are filtered based on the interval span selected. The

user can only be among two classes either representing a mono user or poly user, if a user mentions any

tweet related to cannabis in next year, we treat it as poly user otherwise we term it as a mono user. We

have reduced the problem domain to a supervised learning task in which we are predicting if the user

will escalate its sentiment from a mono to a poly user. As we are predicting the escalation of users, we

have combined all of the tweets for each of the user in that specific input time range. In the next section,

we explain the machine learning models used to learn the binary classification task.

5.5 Machine learning models

We employ a range of classifiers from classical machine learning models like SVM, random forest to

more recent machine learning models like XGboost [65]. For understanding text, we also utilize LSTM
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[93] (RNN based classifier) which have been quite successful in the language domain as it captures the

context of the text as opposed to the bag-of-words approach.

Except for XGBoost which is an open-source package, all of the models are part of Scikit-Learn

library [94].

Decision tree learning is a predictive modeling approach that constructs decision rules to classify

the data into predefined classes [95]. It is a supervised learning approach used widely in the statistics,

data mining and machine learning domain. We use Random forest model in our task that is based on

decision trees.

Random forest represent ensemble learning methods that work by training decision trees on sub-

sample of data. We utilize this method for our classification as they reduce the problem of over-fitting

encountered with vanilla decision trees [60].

Support vector machine(SVM) is a discriminative classifier that classifies data based on an optimal

hyper-plane [51]. It has been extensively used in regression problems [52; 53], applied in various

domains including sentiment analysis [54], spam identification [55] and news classification in a social

network, which makes it great to be used in our domain for tweet classification.

XGBoost is an optimized, scalable gradient tree boosting [64] implementation of gradient boosting

that works on boosting of decision trees [65]. Tree boosting has been a highly effective approach

in predictive modeling [64], which has given the state-of-the-art performance in various classification

benchmarks [66], which forms the main motivation for using it.

Long short term memory(LSTM) (Recurrent Neural network (RNN) based classifier) have been

quite successful in the language domain as it captures the context-dependency of the text as opposed
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to bag-of-words approach [93] which assumes independence among the words. We exploit the Bi-

LSTM network which is a special case of LSTM, which allows information from past and future states

simultaneously. It has proven the state of the art in the language domain [70]. Although the version

mentioned in [70] is for entity extraction, it can also be extended for our case of tweet classification as

well.

We further utilize a embedding layer as well in our network, whose purpose is to map each word

in the discrete library to lower-dimensional continuous vector space. This helps in the extraction of

semantic feature detection without manual feature detection.

We remove the top Cross Random Field layer mentioned in Huang et al. [70]) which is used to

make a structured prediction for each entity. As it is more suitable for entity extraction task, we remove

from our model, keeping a simple bi-LSTM model. We also don’t utilize character-based embeddings

as mention by Huang et al. We utilize an embedding layer, followed by a Bi-LSTM layer and have

a fully connected layer at the top, followed by element-wise sigmoid activation function as we have

binary classes (basic outer layer hierarchy is; Embedding Layer − > Bi-LSTM − > FC). Figure 12

shows the architecture layers for the Bi-LSTM model. We use sparse cross-entropy as the loss function

for training the network.

Ensemble learning is a form of learning in which multiple learners (referred to as base learners) are

combined to solve the same problem, hence increasing its ability for generalization. It has proven quite

successful in the domain of supervised learning [56; 57; 58; 59]. Base learners can be decision trees,

neural networks or other kinds of machine learning models. Most of the ensemble learning algorithms

use single-type base learners leading to homogeneous base learners but there are methods which use a
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Figure 12: Network layer architecture of Bi-LSTM model

heterogeneous form of learners [96]. Construction of ensemble can either be in sequential or parallel

style. A most common strategy for the combination of base learners is to predict the output from base

learners which uses either weighted average for regression or majority voting for classification. Also,

the ensemble learning can be employed is 2 or more stages, which combines the prediction from the

previous stage. In our case, we intend to combine the user features and text features to improve the

tweet classification. We use a 2 stage parallel (commonly referred to as stacking (inspired by Wolpert et

al [97].) ensemble-based to solve our problem. As we have two distinct types of features (i.e. text and

user features), we use a parallel based approach which exploits independence between the base learners.

We use base models such as SVM and RF trained on user and text features for the first stage of the
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ensemble. For the second stage, we use another classifier such as SVM to make the final prediction

which uses the predictions of previous models to make the final predictions.



CHAPTER 6

EXPERIMENTS

To accurately predict the escalation in the behavior of users from Juul to cannabis substance use,

we look at two different interval ranges: i) year spans from 2015 to 2017 interval ii) two-month interval

spans for the 2018 year. In these experiments, we are focused only on the mono users who will escalate

to poly.

6.1 Evaluation metric

Evaluation measures play a key role in assessing the performance of classification models. Tra-

ditionally accuracy was commonly used measure for classification but it doesn’t work in the case of

imbalanced data. In the case of an imbalanced dataset, the rare class will have the least impact on pre-

dictive performance using accuracy, e.g. if the rare class represent 1% of the full data then the classifier

that predicts all prevalent class will have 99% accuracy without any training required. In our case as

well as we have imbalance data, so we use a different metric called F1-score.

Precision and recall are commonly used metrics used in the information retrieval domain and forms

the basis for F1-score.

Recall : In information retrieval task recall refers to fraction of relevant documents that are success-

fully retrieved. It is also referred to as True positive rate.

R =
TP

TP + FN
(6.1)

41
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Precision: Precision refers to the percentage of documents that are relevant to the query, also re-

ferred to as positive predictive value.

P =
TP

TP + FP
(6.2)

F1-score refers to the harmonic mean of both precision and recall.

F1 =
2

1
R + 1

P

(6.3)

For further reference for F1-score metrics one can refer to [98]. For our results as well, we utilized

F1-score to report the classification-performance.

6.2 Predicting escalation by year interval

We are interested to capture the escalation of the mono user to poly. Our prediction task looks at

whether the user who was mono ( never mentioned about Cannabis) in a period (input period) remain

mono or escalate to poly in a second period (output period). We represent the input and output period

as (period 1, period 2). We select the users and their features who remain mono for the input period and

label them as mono or poly based on their activity in the output period. In the first experiment, our input

period comprises of 2 years and the output period consists of next year after the input span. We divide

the intervals of input and output into the following buckets:

1. (2014-15, 2016)

2. (2015-16, 2017)

3. (2016-17, 2018)
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For each interval, we first select the mono user and their features for the input period and then label

the user based on the activity in the output period. e.g. in 2014-15 we first select the users and their

features who are mono and have not mentioned about Cannabis in the 2014-15 period and then label

them as poly if they mention Cannabis at least once in 2016 otherwise term them as mono. For each of

the experiments, we train machine learning models using the binary labels of mono and poly to classify

them under two classes (i.e. binary classification). As we can see in Table X that there are fewer users

who will turn to a poly user in the next year, to handle the dis-balance in the dataset we have tried 2

strategies including downsampling the majority class (mono class) and oversampling the minority class

(poly class). Oversampling works best for our dataset so we report only the scores calculated with

oversampling the training data. We report average F1 scores of 5-fold cross-validation in each input

interval for each of the machine learning model. We plot the F1 score for each of the mono and poly

class, to clearly understand the prediction performance of both classes. We will compare the scores of

the poly class for all of the experiments as this is the class we are more interested in predicting. We

follow the above approach in all of the experiments. For the baseline, we plot the performance of the

majority classifier which predicts the positive class in each plot (i.e. for mono class it will predict all as

mono and similarly for poly class).

We also represent the relevance of features used for each of the experiments. In our data we have

two sets of features namely the user features such as status count and text features which is tweet text.

We utilize user and text features individually and also with different combinations. Following are the

different combinations we experiment in our case:

• User only features
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(a) prediction performance on mono users (b) prediction performance on user who turn to poly in next
year

Figure 13: We plot the 5-fold cross validated F1 performance for each of the classifiers in each year
interval by utilizing user features and illustrate for each of the class mono and poly (i.e. who will
escalate to poly in next year). Status count and unigram count are calculated based on input time
interval of data but rest of the features are fixed based on the Dec 2018 value for each user. SVM
perform better as compared to other classifiers, ( with average F1 scores of 21.6%, 29.8% and 44.23%
in 2014-15,2015-16, 2016-17 intervals respectively, and mean score of 31.9% for all of the intervals).

• Text only features

• Simple-combination of both the user and text features

• Combining the classifiers trained on the user and text features in an ensemble

• Comparison analysis of each approach.

For relevance calculation, we utilize the weights of the classifiers to explain the most predictive

feature. We split data into 80% - 20% as train and test data. We use all of the training data to train

the ML model for feature importance. The motivation for this is to understand the predictive feature by

looking at most of the data.
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Figure 14: Top most predictive user features using the weights of XGBoost classifier trained on user
features for 2016-17 data.

6.2.1 Predicting with user-only features

We have performed our results using the previously mentioned machine learning models. We have

not utilized Bi-lstm for user features as it is more suitable for sequence-based input. For the parameters

for ML models, we use Linear SVM model with C = 1, with L2 regularization and squared hinge loss

function; we use 100 base estimators for Random Forest with ”Gini” criteria for split; and finally set the

max depth = 3, learning rate = 0.1 with 100 base estimators for XGBoost classifier.

The plot Figure 13 shows the change of classification performance for each of the classifiers in

the different year range buckets. Based on the comparison of two plot, we can see that F1-score for

predicting mono user is higher, which is explained by the disbalance of users in the test set (i.e. fewer

users who turn to poly in next year). It is harder to predict the users who will escalate to the poly user in

comparison to predicting mono user. In the user features we can see that SVM seem to perform better as
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Year Mono user Turn to poly in next year (% of total user)
2014-15 1043 97 (8.5%)
2015-16 2548 313 (10.94%)
2015-17 32405 9497 (22.66%)

TABLE X: Showing distribution of mono and poly users in different input intervals. This table shows
the number of users who will turn to poly and the user who will remain mono in the next year after
the input period. We can see there are fewer number of users who will turn to poly in the next year in
comparison of user who remain mono.

compared to other classifiers, ( with average F1 scores of 21.6%, 29.8% and 44.23% in 2014-15,2015-

16, 2016-17 intervals respectively, and mean score of 31.9% for all of the intervals). We see that in

Fig 13a that the performance of each of the classifiers seems to decline in the last interval for the mono

case. As the amount of data in the last interval is highest (Table X) it could add more noise in the data,

making it harder to predict. One would also notice that the performance of majority classifier is too high

in mono class and it goes to low in poly class, it is attributed due to the same reason of imbalance in the

data discussed above.

We also plot the most predictive features among the user features using weights from SVM classifier,

which indicates favourites count (i.e number of tweets liked by the user in accounts lifetime) as the most

distinguishing feature, a similar view is captured in other classifiers as well (shown in Figure 14).

6.2.2 Predicting with text-only features

Similar to the above approach we conduct a similar experiment by utilizing only the text features.

In this case, we employ all of the machine learning models mentioned in the previous chapter, including

bi-LSTM. Each of the tweets is clean and preprocessed to remove URLs, author mentions (Eg @john),
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the hashtag symbol (’#’), retweet keyword (”RT”), punctuation or symbols (”,”). Furthermore, we also

remove stop words from the text. (using NLTK [99] stop word dictionary). This ensures to remove the

words that don’t convey any additional information in the data. All of the tweet text of each user has

been concatenated, an example of each tweet for each class is shown in Table XI. In Table XI each of

the tweets have been trimmed for easy reference. We use 5-fold cross-validation to report the scores

similar to above.

For the machine learning models except for bi-LSTM model, specific feature engineering part in-

cludes TF-IDF vectorization. This changes the text sentences into TF-IDF vectors and all the tweets

reduce to TF-IDF matrix. TF-IDF score is calculated as follows:

tfidf t,d = tf t,d ∗ idf t (6.4)

where tf stands for term-frequency and idf stands for inverse document frequency. For further details,

one can refer to the book by Manning et al. [90]. Using tf-idf we obtain (n * V) matrix where n is

the number of words and V is the vocabulary of the text. As the vocabulary size can be quite huge for

our collection of tweets, we also utilize truncated SVD (single value decomposition) to reduce TF-IDF

matrix to lower dimension of 100 features, termed as latent semantic analysis. It is a common technique

used in conjunction with TF-IDF, in natural language processing and information retrieval domain to

reduce the dimensions, presented by Deerwester et al [91]. As the vocabulary size is high in the dataset

we reduce all of the features to 100 dimension and keep the experimental setup same for all of the
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Example Tweet Text label

a)
...; Why this Juul taste like cantaloupe

; First date ideas : - Smoking a juul thru a bong
1

b)
..; Smoked two juul pods in 24 hours

thats sad ;imagine having a nicotine addiction
from a juul u bought just to fit in

1

c)
..;You know what Im just gonna say it I

like the tabaco juul pods ;Took my 5 juul Rips and
now Im ready to sleepn

1

d)
..; This girl in my glass just bought

200 dollars worth of juul pods and said this will last
me about 2 weeks

0

e)
..;a possible refund, they gave me the refund
on my card and said I could keep the item I

purchased. They let me finesse em
0

f)

..;There are two types of fiends on a Greyhound
bus: the ones who get off at every stop to

smoke a stoge and those that secretly hit their Juuls
inside the whole ride

0

TABLE XI: Example tweet text for each of mono and poly user. Examples have been trimmed for easy
visualization. Each of the tweets for a user in the dataset has been concatenated and separated by ”;”

experiments. These 100 text features are used by all of the machine learning models mentioned except

for the bi-LSTM model.

We experimented with various parameters for the bi-LSTM model using 60%-20%-20% split into

train, validation and test data respectively. We selected the ones which gave good evaluation results with

the validation data. For the embedding layer of the bi-LSTM model, we have utilized Glove [100] 100-

Dimensional twitter embeddings which are trained on 2B twitter tweets. The deep learning models like

bi-LSTM don’t work with different length of the text so we apply post zero paddings to the embedding
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vectors to pad the input to a fixed length. Also for the fixed input length of text in case of the neural

model, we take the 95% percentile length of all tweets as the fixed length of the text, with a limit of 60.

We take whichever is smaller (i.e. cap length =60 or 95 percentile length of text). We truncate text if it

is greater than this max length and pad in case of the shorter text. We take 0.02 L2 regularization, with

50% dropout for the bi-lstm layer of the bi-lstm model, which is done to avoid over-fitting the bi-LSTM

model to the training data. We have a sigmoid activation function for the output layer. We train the

neural model for 20 epochs by utilizing cross-entropy loss, which works great in case of binary classes.

Similar to above we plot the average F1-score performance (based on 5-fold cross-validation) for each

of the models in 3 buckets. Figure 15 explains the prediction performance of each of the classifier using

an average 5-fold cross-validation F1-score for each of the machine learning models in the 3 buckets.

We plot the performance of each binary class performance separately as shown in 15a and 15b.

We can see in Figure 15 (a) that prediction performance for classifier fares a little better at predicting

the mono class (shown in Fig 15a) as compared to poly class (shown in Fig 15b), leading to convey that

it is easier to predict mono class than poly, similar to above. Another thing that we notice in 15a similar

to above is that the performance of classifiers declines in the last interval span. In 15b we can see

that most of the classifier perform with almost similar scores with random forest performing the best

among them. We get 15.8%,25.4%,37.2% respectively for each interval, with a mean average F1-score

of 25.4% for the RF model in all interval.

We train the all of the ML models except bi-LSTM using the TF-IDF matrix,(i.e (n*V) matrix where

n is the number of features and V is vocabulary size) to understand the relevance of words in the data.

We utilize 80% of data to train the ML models to calculate the relevance. In the Figure 16 which plots the
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(a) prediction performance on mono users (b) prediction performance on user who turn to poly in next
year

Figure 15: We plot the 5-fold cross-validation F1 score for each of the classifiers in each year interval
utilizing the text features. We plot a separate figure for each of the binary class for clarity. RF seems
to fair better in comparison to other classifiers, we obtain 15.8%,25.4%,37.2% respectively for each
interval, with mean F1-score of 25.4% for all intervals.

feature importance of words using the trained XGBoost classifier on 2015-16 interval data we can see

that words like ”pod”, ”cigarette” and ”vape” seem to be the most predictive feature for discriminating

mono and poly user. Surprisingly the bi-LSTM model which preserved the context-dependency of text

seem to perform poorly in the dataset. We tried various approaches including L2 regularization and 50%

dropout for LSTM layer but none of them gave better results on the dataset. As the data is imbalanced

so it could be harder for the bi-LSTM model to tune the weights to learn the discriminating features.

6.2.3 Simple-combination of the user and text features

In this section, we combine the 7 user features and 100 text features obtained from TF-IDF in con-

junction with SVD. In this approach, we utilize all of the above-mentioned machine learning models

except the recurrent model which is more suited for the sequence-based task. We compare the per-

formance of each of the classifiers using the same experimental setup described above. We plot the
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Figure 16: Feature importance of words in tweet text using the XGBoost classifier trained on text
features for 2015-16 interval data. We can see that words like ”pod”, ”cigarette” and ”vape” seem to be
the most predictive feature for discriminating mono and poly user.

performance of each of the binary class as shown in Figure 17. We can see in this case SVM classifier

seem to perform the best with a mean F1-score of 32.4% in all of the intervals. We can see that the

combination of user and text features seem to perform better in comparison of individual text (25.4%

F1-score) and individual user features (31.9 % F1-score). We also look at the feature importance among

the user and text features using weights of XGBoost classifier trained on 2016-17 data as shown in Fig-

ure 18. We can see that user features like favourites count, unigrams have higher relevance as compared

to text features represented numerically.

6.2.4 Ensemble learning using both the user and textual features

To utilize both the user and text features, we combine both the set of features to analyze the escala-

tion of mono to the poly user in an ensemble manner. We used a heterogeneous stacking model (inspired

by Wolpert et al [97]) to combine 3 user feature classifiers (including SVM, rf, and XGBoost trained
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(a) prediction performance on mono users (b) prediction performance on user who turn to poly in next
year

Figure 17: We plot the 5-fold cross-validation F1 score for each of the classifiers in each input year
interval utilizing both of the user and text features. We plot a separate figure for each of the binary class
for clarity. In this case SVM seems to perform the best with scores 23%, 28% and 45% for the intervals
of 2014-15 , 2015-16 and 2016-17 respectively. We get an average F1 score of 32.4% using the SVM
model.

Figure 18: We plot the relevance of 10 most predictive feature using the weights XGBoost classifier
trained using simple-combination of user and text features trained on 2016-17 data. The text features
are which were the words from the tweets obtained by TF-IDF matrix are reduced 100 dimensions using
SVD. Text features are numbered from 0 to 99. Features are arranged from left to right, with rightmost
being the most relevant features. We can see that user features like favourites count, unigrams have
higher relevance as compared to text features represented numerically. ).
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on user features), with 3 text-based classifiers (including SVM, rf, XGBoost trained on text features) in

a parallel fashion. Ensemble tends to yield better results when there is significant diversity among the

model [101]. We create an ensemble of 6 classifiers for the first stage of the ensemble. For the second

stage, we use SVM classifier to make the final prediction. We experimented with all above 3 mentioned

classifiers as meta learner but we got better results with SVM classifier. We utilize the predictions of

the base learner from the first stage to create a new dataset with predictions for the second stage clas-

sifier. We utilize k-fold cross-validation to work in the case of the 2-stage ensemble model as follows

(mentioned by Zhou et al [96] :

Algorithm for cross-validation for ensemble models

1. Split the train set into k-folds

2. Fit first stage stacked models on k-1 folds and predict on the kth fold

3. Repeat 2 to predict for each fold

4. We obtain (out-of-folds) prediction of the k folds to create a new dataset for the second stage

5. We split these out-of-folds predictions into p folds

6. Fit the second stage model on the p-1 folds and predict on the pth fold

7. Repeat 6 to predict on each fold

8. Obtain the mean of all fold to get an average score.

In the ensemble stacking model, the last stage is similar to the k-fold cross-validation setup as ex-

plained above. We use the predictions of the base learners to make accurate predictions by utilizing
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(a) prediction performance on mono users (b) prediction performance on user who turn to poly in next
year

Figure 19: We plot the weighted F1 performance for each of the classifiers using ensemble approach.
We combine 2 sets of classifiers including the 3 text based classifier (svm, xgBoost and random forest
trained on text features) and 3 user based classifier including (svm, xgboost and random forest trained
on user features) in a parallel based manner. We use SVM for the second level ensemble to make the
final prediction. We plot the average 5 fold cross validation scores. We achieve scores of 21.4%,29.8%
and 44.9%, with an average of 32.03% scores

the meta or second stage learner (i.e. SVM in our case). We plot the average F1-scores of each inter-

val as shown in Figure 19. We plot the average 5 fold cross-validation scores. We achieve scores of

21.4%,29.8%, 44.9%, with an average of 32.03% scores. We see that the ensemble approach performs

little better than individual text and user features and almost similar to the simple-combination model.

We plot the relevance of meta (2nd stage) classifier of the ensemble model. We look at the most

predictive features, which in the case would represent the classifiers trained on the user and text features.

We can see in Figure 20 that the classifiers ”XGB user” and ”SVM user” trained on user features seem

to be more predictive in comparison to the classifiers trained on text features, leading us to believe user

features to be more predictive in comparison to text features.
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Figure 20: We obtain the weights from the trained SVM from the 2nd stage of the ensemble model
using the input data of 2016-17. We order the top 10 features from left to right with rightmost being the
most predictive feature. We see that classifiers trained on the user feature (i.e. ”XGB” and ”SVM”) to
be more predictive in comparison to the text features.

6.2.5 Comparison of text and user features

We utilized the text features and user features in isolation to understand the escalation of users. We

also looked at the features in combination by using ensemble and simple-combination approach. We

saw that while looking at the relevance of simple combination of user and text features Figure 18 that the

user features seem to be more predictive in comparison of text features and the similar idea was viewed

in the ensemble relevance Figure 20. We plot each of the best classifiers for the relevance of each user,

text, simple combination and ensemble approach (there is only one classifier for the second stage) as

shown in Figure 21. A close look at the plot reveals that ensemble and simple-combination approach

seem to perform fairly similar with 32.4% and 32.1% respectively. We can further see a similar idea

emerge in Figure 21 that the individual user features are more predictive in comparison to text features.
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Figure 21: We look at the best classifiers for each of the individual text and user, simple combination
and ensemble manner. We can see that ensemble and simple combination approach seem to perform
fairly similar with an average of 32.4% and 32.1%. We also see that individual user features(labeled as
user scores) are more predictive in comparison of text features.

The majority of classifier performs with a mean of 24.05%. Although not huge our best classifier in case

of simple-combination of user and text classifier help us achieve 33% improvement over the majority

classifier.

6.3 Escalation by month interval

In the previous sections, we looked at data in the interval by year. In this section, we aim to look at

the escalation of mono users to poly in monthly intervals. As we saw in the previous chapter that the

growth of dataset containing Juul hashtags has been maximum in the year of 2018. Therefore, we select

the data for the 2018 year interval. We take the data for the users who start in Jan 2018 and will escalate

to poly in September 2018. The users who don’t follow this rule are filtered out for this analysis. We

label the user based on the activity after September 2018. We end up with 10,760 users who fall under
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this query and out of those 929 of the users will escalate after September. Our input period is within a

span of two-months:

• Jan- Feb

• Mar-Apr

• May -June

• July August

In this scenario there is no growth of users, they remain the same for each of the intervals and only the

amount of tweet text change with every interval. We try to understand how accurately can we predict

the escalation of users from mono to poly by looking at the same users and varying the amount of tweet

data. We use all of the ML models mentioned above except bi-LSTM as they were not giving better

results similar to above even after tuning various hyper-parameters. For preprocessing and parameters

for ML models we follow the same experimental setup as explained above in predicting in the year

interval. In this case, we only look at the text features and not at user features, as the users remain the

same for each of the intervals. We follow the methodology as before using the same set of classifiers.

We plot the average 5 fold cross-validated F1-score for each of the models as shown in Figure 22.

Although the performance difference in the performance of best classifier (19.9% F1 score with SVM)

and majority classifier(15.8%) is not huge we see that each of classifier performance increases with

successive intervals. Increase in the performance of each of the classifier against the majority classifier

in case of the poly class leads us to believe that more text is predictive of escalation while keeping the

number of users fixed.
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(a) prediction performance on mono users (b) prediction performance on user who turn to poly in next
year

Figure 22: We plot the average F1 performance for each of the classifiers in each month interval for the
year 2018. The plots are represented using the same setup as before. It illustrates which of the mono
user will turn to poly after September 2018. The users remain the same in each interval and only the
text changes with each interval. We achieve 19.9% mean F1-score with SVM in comparison to 15.8%
with majority classifier. There is an increase in the performance of the classifier with each successive
interval, leading us to believe that more text is predictive for escalation of mono to the poly user.



CHAPTER 7

CONCLUSION

In this thesis, we presented a predictive approach that predicted the escalation of e-cigarette user to

cannabis by utilizing each of the user and text-based features associated with the user. We looked at the

performance of predicting with a combination of features using a simple and an ensemble approach. We

found that although not a huge improvement but by utilizing both the text features and user features we

could achieve 32.4% average F1 score (33.33% improvement over the majority classifier) on predicting

escalation. As the data is quite imbalanced with an average of 14.03% of the poly user, this task is

harder to predict utilizing only the text and user features. We also found that by keeping the users same

as in the case of the month interval while utilizing the text features with a span of 2 months that there

was an increase in the performance of each classifiers leading us to believe that more textual data is

predictive of escalation.

Some of the previous works have suggested that social influence is a contributing factor in the

substance abuse problem [102; 103; 104]. In future work, we aim to look at the network properties of

the user. One direction could be to utilize network-based properties of poly-substance and e-cigarette

users, e.g. using Node2vec to learn the network embeddings of the following network of mono and poly

user to make accurate escalation predictions.
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