
 

 

 
 

Information Networks to Derive 

Value from Social Media 
 
 

BY 
 

PANKHURI MALHOTRA 
Bsc. Physics., Miranda House, India, 2013 

Msc. Business Analytics, University of Manchester, United Kingdom, 2015 
 
 

THESIS 
Submitted as partial fulfillment of the requirements 

for the degree of Doctor of Philosophy 
in Management Information Systems 

in the Graduate College of the 
University of Illinois at Chicago, 2020 

Chicago, Illinois 
 
 

Defense Committee: 
 
Siddhartha Bhattacharyya, Chair and Advisor 
Yuheng Hu 
Vijay Kamble 
Jennifer Cutler, Northwestern University 
Kumar Mehta, George Mason University 

 
 

 



 ii 

DEDICATION 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This work is dedicated to my parents and to those who stood by 

me to achieve this milestone. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 



 iii 

ACKNOWLEDGMENTS 
 

 

I would like to thank my advisor, Dr. Siddhartha Bhattacharyya, for his 

continuous support and guidance in shaping this dissertation. His insight and 

knowledge into the subject matter helped me in designing this research and 

achieving this huge milestone in my life. I would also like to thank my 

dissertation committee, Dr. Yuheng Hu, Dr. Vijay Kamble, Dr. Kumar Mehta and 

Dr. Jennifer Cutler for their insightful comments and reviews, which incented 

me to broaden my research question from various perspectives. 

 

My sincere gratitude goes to Dr. Ali Tafti who never hesitated to provide support 

and guidance, even during some of his very busy days. Finally, I cannot fully 

express how thankful I am to my father, Sanjay Malhotra, who supported me 

during my PhD, and at all times; to my mother, Taruna Malhotra, my motivator, 

who is always there for me; and to close friends and family for their unwavering 

support and encouragement.  

 

- Pankhuri Malhotra 

 

  



 iv 

TABLE OF CONTENTS 

 

I. INTRODUCTION ........................................................................................................... 1 

II. LITERATURE REVIEW ............................................................................................... 11 

a) Business Value of Social Media ..................................................................................... 11 

b) Information in Networks .................................................................................................. 15 

c) Market Structures............................................................................................................... 18 

d) Importance of  Cross-Category Brand Associations ................................................. 21 

e) Social Network Analysis for Branding .......................................................................... 22 

III. NETWORK CONSTRUCTION .............................................................................. 27 

a) Data ........................................................................................................................................ 28 

b) Network Generation .......................................................................................................... 33 

 
         Need for Network Filtering ......................................................................................................... 33 
         Sensitivity to Network Pruning .................................................................................................. 37 

c) Normalization of Edge Weights ..................................................................................... 41 

 
        Symmetric Normalization ............................................................................................................ 41 
        Asymmetric Normalization .......................................................................................................... 42 

IV. STATISTICAL ANALYSES OF THE INFORMATION NETWORK ................. 45 

a) Estimation of Model Effects ............................................................................................ 46 

b) Model Results ..................................................................................................................... 51 

V. APPLICATIONS OF THE BRAND NETWORK ................................................... 58 

a) Eliciting Brand Associations ............................................................................................ 60 

 
      Research Context ............................................................................................................................. 65 
      Operationalizing Transcendence.................................................................................................. 68 
      Cross-Category Maps ...................................................................................................................... 72 
      Competitor Analysis ........................................................................................................................ 80 
      Community Detection – Segmentation ...................................................................................... 84 
      Discussion .......................................................................................................................................... 88 

b) Mapping Brand Positioning ............................................................................................. 91 

 
     Theoretical Foundation.................................................................................................................... 92 
     Methodology and Results ............................................................................................................... 96 
     Validation .......................................................................................................................................... 104 
     Discussion ......................................................................................................................................... 111 



 v 

VI. CONCLUSION AND FUTURE RESEARCH...................................................... 114 

VII. CITED LITERATURE ............................................................................................. 121 

VIII. APPENDICES ......................................................................................................... 138 

APPENDIX A ............................................................................................................................... 138 

APPENDIX B ............................................................................................................................... 140 

APPENDIX C ............................................................................................................................... 142 

APPENDIX D ............................................................................................................................... 144 

VITA ..................................................................................................................................... 149 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 vi 

LIST OF TABLES 
 

Table I. Comparison with Previous Studies .......................................................... 24 

Table II. Descriptive statistics of the filtered networks for the year 2017 and 

2020 ............................................................................................................................ 35 

Table III. Comparison of alternative network filtering algorithms ..................... 38 

Table IV. Sensitivity to network pruning ............................................................... 39 

Table V. ERGM Estimation Results ........................................................................ 52 

Table VI. Obtaining c-c associations ...................................................................... 71 

Table VII. Correlations for Within-category Centrality calculated for alternative 

weighting schemas ................................................................................................ 140 

Table VIII. Correlation for cross-category centrality calculated for alternative 

weighting schemas ................................................................................................ 140 

Table IX. Coefficients and standard errors of the ‘nodemix’ parameter ......... 141 

 

 

 

 

 

 

 



 vii 

LIST OF FIGURES 
 

 

Figure 1. Research Agenda ....................................................................................... 9 

Figure 2. Top 10 Twitter brand accounts by number of followers in the year 

2020 (top) and 2017 (bottom) .................................................................................. 30 

Figure 3. Number of followers per category over time ....................................... 31 

Figure 4. Distribution of followers in the automotive industry .......................... 32 

Figure 5. Subgraph showing some (not all) connections of the food brand, 

Oreo in 2017 (top) and 2020 (bottom). ................................................................... 36 

Figure 6. Brand Network for the year 2017 ........................................................... 40 

Figure 7. Symmetric Normalization of edge weights .......................................... 42 

Figure 8. Associative Asymmetry ........................................................................... 43 

Figure 9. Between-Category Effects. ...................................................................... 53 

Figure 10. The transcendence matrix for n brands across p categories. .......... 70 

Figure 11. Net transcendence matrix ..................................................................... 72 

Figure 12. C-C associations of the automotive category in the year 2017 (left) 

and 2020 (right) ......................................................................................................... 73 

Figure 13 Net transcendence matrix reflecting brand-category (b-c) 

associations of the automotive brands (year 2017). ............................................ 74 

Figure 14. Change in net transcendence over time. ............................................ 77 

https://uic365-my.sharepoint.com/personal/pmalho3_uic_edu/Documents/Thesis.docx#_Toc45660982


 viii 

Figure 15. Net transcendence matrix reflecting brand-category associations of 

the beer brands (year 2017) .................................................................................... 79 

Figure 16. Nearest Neighbor Analysis for Mercedes (K = 30) ............................. 82 

Figure 17.Net transcendence matrix of Mercedes and its 2-nearest neighbors, 

Audi and BMW. ......................................................................................................... 83 

Figure 18. Communities obtained using Walktrap algorithm. ............................ 87 

Figure 19. Obtaining Centrality-Distinctiveness Maps......................................... 94 

Figure 20. shows the stepwise process for inferring brand position. ................ 97 

Figure 21. Perceptual map for the beer category ................................................. 98 

Figure 22. Subgraph of beer brands .................................................................... 100 

Figure 23. Perceptual Map for the Automotive Category .................................. 102 

Figure 24 Survey vs Network Correlation for Centrality: Beer brands ............ 106 

Figure 25. Survey vs Network Correlation for Distinctiveness: Beer brands .. 107 

Figure 26. Survey vs Network Correlation for Centrality: Car brands ............. 107 

Figure 27. Survey vs Network Correlation for Centrality: Car brands ............. 108 

Figure 28. Demographics of survey respondents .............................................. 110 

Figure 29. Convergence Plots for all the ERGM parameters. ........................... 144 

 

 

 

 

 

 

 



 ix 

LIST OF ABBREVIATIONS 
 

 

ERGM Exponential Random Graph Model 

AMT Amazon Mechanical Turk 

DP Disparity Filter 

GloSS Global Statistical Significance 

Filter 

MCMC-MLE Markov Chain Monte Carlo 

maximum likelihood estimation  

c-c    category – category    

b-c    brand – category 

b–b    brand – brand 

GMID Global Market Information 

database  

UGC User-generated content 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 x 

SUMMARY 
 

The rise in electronic interactions has made information networks ubiquitous. 

Correspondingly, research across multiple domains has begun to acknowledge 

the social and economic value of these networks for business decision-making. 

One such type of information networks are implicit brand networks that provide 

a direct digital window into the “interest space of millions of brand fans” on 

social media. Unlike conventional social networks that involve direct interaction 

between the participating entities, links within a brand network are implicit and 

arise due to the co-followership activity of digital users.  

 

In this dissertation, we derive brand networks from social media to provide 

statistical knowledge on online market structures and automatically infer brand 

associations over time. First, we employ Exponential-Random-Graph-Models 

from network theory to examine the tacit information contained in brand-brand 

links and reveal a mix of network and brand level characteristics responsible for 

the observed co-followership patterns. Some of the significant effects include 

homophily based on category, cross-category interactions between certain 

pairs (such as Automotive-Sports, Travel-Restaurants, Apparel-Personal Care) 

and frequency of a brand’s engagement with online fans. While most existing 

studies focus on within-category competition, the notion of examining cross-  
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SUMMARY (continued) 
 

category effects have largely been overlooked. This dissertation aims to bridge 

the gap by highlighting statistically relevant co-interest patterns between 

brands of the same as well as different categories.  

 

After the statistical significance of the network links is established, we introduce 

an automated scalable approach for studying the asymmetric cross-category 

associations of brands over time. A new construct, brand transcendence, is 

defined that captures the diverse associations of brands onto new categories. 

Overall, the use of network-based constructs allows managers to visualize the 

transcending brand associations at three different levels : category-category, 

brand–category and brand-brand, depending on their business objectives. 

Further, as user-brand relationships on social media change over time, we 

compare the results of the brand network across two time periods – 2017 and 

2020. The analysis helps to visualize the fluctuating brand associations over 

time and investigate its impact on co-branding opportunities. Managers can 

also study the network patterns over time to evaluate the effectiveness of their 

marketing campaigns or assess the impact of external events on their brand’s 

image in consumers’ minds.  
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SUMMARY (continued) 
 

Third, we propose an automated approach for mapping the relative positioning 

of competing brands in a single framework. Perceptual maps, obtained from 

the network, help uncover the competitive landscape of brands along the 

dimensions: centrality and distinctiveness. Compared to extant data mining 

approaches that rely on substantial human intervention, this unsupervised 

automated approach lets practitioners study the relative positioning of their 

brand not only against a set of common competitors but against any other 

brand in the ecosystem; thus, uncovering a broader picture on both within-

industry competition and across-industry complementarities. To investigate the 

usefulness of our proposed methodology, we validate the findings from our 

automated approach against external survey ratings and conduct extensive 

robustness checks to ensure reliability of underlying Twitter data.  

 

Other practical applications of the brand network are also discussed. First, 

competitor analysis helps to identify the closest competitors of a brand and 

uncover differential associations of each brand in the competing group. Second, 

employing standard clustering algorithms on the network allows managers to 

identify communities of brands with similar user preferences; this provides an 

alternate view of consumer segments based on direct data on their diverse 

interests 



 1 

I. INTRODUCTION 
 

The rise of information technologies has made digital networks increasingly 

prevalent. As many would agree, the social and economic impact of such 

networks is expected to surpass the effects caused by the widespread adoption 

of IT in the past decade (Sundararajan et al. 2013). More than ever, the increased 

availability of  massive amount of digital trace data and tremendous potential 

of networks to gain a better understanding of these online traces has led to a 

growing interest in information networks (Oestreicher-Singer et al. 2012;  Zhang 

et al. 2016; Lazer et al. 2009). Most existing research on information networks 

focusses on a particular network type, that is, social networks where 

individuals/entities explicitly interact with one another. Digital information 

embedded in social networks has proven to benefit organizations in a number 

of ways, including targeted marketing (Hill et al. 2006), customer retention 

(Dasgupta et al. 2008), fraud identification (Fawcett and Provost 1997), product 

adoption (Godes and Mayzlin 2009) and several other business applications. 

 

Another type of information network is the economic network where links are 

established by the shared economic interests between entities, such as a co-

purchase network of products (Oestreicher-Singer et al. 2012). Nodes here are 

products that happen to be purchased frequently. Unlike social networks, a link 

in a product network does not explicitly reflect a node’s decision to voluntarily 
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connect with others; instead, it implicitly reflects the aggregated preferences of 

a large number of consumers (i.e. their co-purchasing patterns on Amazon) 

(Sundararajan et al. 2013). Another variant of this type of implicit network is a 

brand network, introduced by Zhang et al. (2016), where individual nodes 

represent brands and links between two brands represent common consumer 

engagement on Facebook. Similar to product networks, links within a brand 

network reflect aggregated preferences of a large number of users and provide 

a direct model to identify target users for online brand advertising.  

 

These new types of digital artifacts rely on implicit connections to reflect 

consumers' interests and provide a rather novel view of “information in 

networks” as opposed to traditional social networks; thus, creating a new kind 

of interconnected entities, which one might approximate for an “economic 

network” (Jackson 2010).  Moreover, with their inherent ability to condense the 

vast digital interest space of millions of users into a reduced form which is more 

amenable for research and business application purposes, implicit information 

networks have started to garner increasing attention from researchers across 

domains (Sundararajan et al. 2013; Levina and Arriaga 2014).   

 

In this dissertation, we leverage these new types of digital networks, particularly 

implicit brand networks, to focus on three key aspects of brand management – 

a) statistical analyses of online market structures b) eliciting brand associations 
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and c) brand positioning.  Individual nodes in the network represent brands, 

and a weighted link between two brands represents the strength of common 

consumer co-interest. The implicit network, thus, reveals brand-to-brand 

associations based on common consumer activity. By incorporating users’ 

interests across a broad ecosystem of brands, brand networks help uncover a 

broader picture on both within-category competition and across-category 

complementarities. Having relevant knowledge about cross-category brand 

associations is crucial for a range of business applications such as coordinated 

promotions, embedded premiums, co-branding and brand extensions 

(Cutright, 2013; Xiao and Lee, 2014); however, there is little or no evidence on 

identifying these cross-category effects using current digital approaches. Our 

proposed methodology helps to fill this void in the literature. The cross-

category branding insights, revealed through the network, serve as important 

measures to assess brand fit during co-branding decisions.  They also help to 

determine the brand’s potential for future growth in category extensions.  

 

While most existing research in IS focusses on descriptive and predictive 

properties of information networks (Oestreicher-Singer et al. 2012; Zhang et al. 

2016), statistical analyses of the generative features of information networks 

have largely been ignored. Information networks, despite being highly valuable, 

are still a new and understudied topic in IS literature and merit further 

investigation in terms of - what drives link formation between entities? 
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Addressing this knowledge area, we first employ generative models, from 

social network analysis, to investigate the implicit connections responsible for 

the overall network structure. To accurately identify the underlying latent 

mechanisms driving co-interest between brands, we use social selections 

models, in particular, Exponential Random Graph models (Snijders et al. 2006). 

Among all current methods for modeling relational data, exponential random 

graph models (ERGMs) are generally known to be “The most promising class 

of statistical models for expressing structural properties of social networks 

observed at a given moment in time” – Byshkin et al.(2018). With their ability to 

address dependency as well as stochasticity among network ties, social 

selection methodologies provide inherent modeling advantage over extant 

regression models (Kim et al. 2016). Traditional regression models 

unrealistically assume that the entities are independently distributed – an 

assumption violated in network data, and also the very information we intend 

to capture for explaining the brand-brand associations. The results of the ERGM 

analysis reveal a mix of network and individual level brand characteristics 

responsible for the formation of links between brands; thereby also disclosing 

a set of latent brand characteristics that users determine while co-following 

brands on social media. 

 

In the second section on eliciting brand associations, we demonstrate the brand 

network’s ability to act as an effective business intelligence tool to deliver 



 

 

5 

5 

insights into potential co-branding opportunities in a close to real time setting. 

Besides the obvious tangible associations of a brand that relate to its physical 

attributes (e.g. mileage of a car, horsepower), there are another set of intangible 

associations that the go beyond the functional attributes of a brand and even 

transcend categories. Brand associations pertaining to categories, despite 

being vital for various managerial decisions (such as co-branding, licensing and 

brand extensions), are an understudied topic in IS and marketing literature. In 

this work, we provide a novel methodological tool to managers for studying the 

category-specific associations of their brands, as well as those of their 

competitors and allies, in a timely manner.  Asymmetry among brand pairs is 

taken into account to calculate the directed networks weights that reveal which 

brands are more likely to benefit from co-branding alliance. It is also taken into 

account to calculate the ‘transcendence’ of a brand onto a new category. The 

directional associations of a focal brand into a new category essentially reveal 

what percentage a brand’s fans are interested in a new category.  

 

Further, the use of network-based constructs allows visualizing the co-branding 

opportunities at three different levels:  brand-brand (b-b), brand – category (b-

c) , category-category (c-c). The different level of analyses helps to answer why 

certain co-branding opportunities are more viable than others based on the 

audience interests of the focal brand. The analysis is conducted over time to 

study the shift in brand transcendence and investigate its impact on the co-
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branding opportunities. If critical associations to certain brands (or categories) 

have waned, this helps bring timely intelligence for managers to identify the 

problem and take action. Similarly, if new associations have formed during the 

course of time, it provides information on potential co-branding alliances. 

Managers can also study the network patterns over time to evaluate the 

effectiveness of their marketing campaigns or assess the impact of external 

events on their brand’s associations in consumers’ minds.   

 

The third section of the dissertation outlines a big data approach for inferring 

brand positioning using implicit brand-to-brand networks. Understanding 

brand positioning is a crucial area of research in marketing. Traditional survey 

approaches, typically used for inferring brand positioning, can be cumbersome 

and costly. Other digital approaches relying on online user generated content 

and browsing history have been known to suffer from potential limitations such 

as biased content, substantial manual intervention and privacy regulations. 

Addressing this issue, we propose a network-based approach for inferring 

brand positioning using social connections of a brand on Twitter. We first 

extract the transcendence matrix of competing brands to highlight the 

perceived associations of brands into different categories. Then, connections 

within and across categories are studied separately to calculate brand 

perceptions. Brands that share strong consistent associations within category 

and are perceived to be central.  Similarly, the across-category associations of 
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a brand, in the transcendence vector, are used to discern the distinctiveness of 

brands in consumers’ minds. 

 

Unlike Dawar and Bagga (2015), who rely on traditional surveys to infer a 

brand’s position in terms of centrality and distinctiveness, our automated 

approach provides an efficient and inexpensive way to create similar perceptual 

maps using publicly available social media data. Second, we provide a highly 

generalizable method that allows researchers to go beyond the numerical 

centrality-distinctiveness values and uncover the underlying graph structure 

that reveals how one’s brand position is different from others. The inclusion of 

network derived measures allows researchers to assess a brand’s position not 

only against a set of prespecified exemplar accounts, but to any other brand (or 

set of brands) in the ecosystem. To validate the effectiveness of our 

methodology, we compare the brand ratings from our automated approach 

with directly elicited survey ratings. We conduct the survey through Amazon 

Mechanical Turks, AMT, which has proven to a reliable source for conducting 

social science research (Buhrmester et al., 2011; Mason and Suri, 2012). We find 

consistently high correlations, r > 0.8 with p < 0.001, among all standard 

marketing demographic categories (gender, age and income). 

 

Overall, the central theme of our work is to investigate the usefulness of brand 

networks for business decision-making, provide in-depth validation checks to 
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support our claims and outline directions for future research. A research 

agenda, as shown in Figure 1, guides this dissertation. We start by discussing 

the research context, including relevant studies in the extant literature, 

limitations of previous approaches and how we overcome them in this 

dissertation. Integrating literature from three disciplines - IS, marketing and 

network science, we explain how implicit brand-brand networks incorporate 

consumer perceptions across a broad brand ecosystem and help address key 

issues in brand management. Moving to the methods section, we first define 

brand-brand networks, describe how they are generated from historical 

consumer-brand interactions on Twitter and lay out important network 

statistics.  This is followed by ERGM analysis to understand the network 

connections and reveal significant brand characteristics responsible for the co-

followership patterns.  
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Figure 1. Research Agenda 

Once the statistical significance of the connections has been established, we 

discuss how informational value can be derived from brand networks on social 

media. We first demonstrate the network’s ability to elicit asymmetric cross-

category brand associations over time. A new construct, transcendence, is 

defined to capture the diverse associations of brands onto new categories. Then 

we elaborate on how brand network variables, derived from the transcendence 

matrix, can reflect relative positioning of competing brands in consumers’ 

minds. Specifically, we show how perceptual maps aid in visualizing brand 

Discussion and Future Work

External Validation and Robustness Checks

Brand Network for understanding key branding issues

Eliciting brand Associations Brand Positioning 

Statistical Inference (ERGMS) 

Associations between brands not random Factors affecting tie formation between brands

Construction of Brand Network

Data Network Construction Normalization

Research Context and Motivation

Related Work; How our work contributes to the extant literature ?
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positioning by creating a competitive landscape of brands along the two 

dimensions – centrality and distinctiveness. Other practical applications of the 

brand network are also discussed. First, competitor analysis helps to identify 

the closest competitors of a brand and uncover differential associations of each 

brand in the competing group. Second, employing standard community 

detection algorithm on the sub-network helps to reveal segments of brands with 

similar user interests. We discuss our validation methodology and provide 

various robustness checks to ensure consistency of results. Finally, we conclude 

by summarizing the implications of our work, noting its limitations, and 

suggesting avenues for future research. 
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II. LITERATURE REVIEW 
 

a) Business Value of Social Media 

 

The ongoing data deluge has fundamentally altered the decision-making 

process (Wu et al. 2019). There is strong piece of evidence on the positive 

impact of large-scale data and its value for generating considerable returns for 

firms (Brynjolfsson and McElheran 2019). More recently, the argument has been 

extended to data external to firms, specifically referring to information extracted 

from social media  (Luo et al. 2013; Wu, Hitt and Lou 2019). More than 80% of 

the US population has a social media profile (Edison Research Triton Digital 

2017), indicating the tremendous opportunity for firm owners to harness this 

digital information for strategic decision making.  

 

Brand presence on social media is no longer a want, but a need (Forbes, 2018). 

If we solely rely on numbers, Facebook is the most popular social media website 

with over 1.52 billion active daily users compared to 326 million active users on 

Twitter (Data provided by Facebook and Twitter, 2018). Though the popular 

microblogging site, Twitter, lacks in overall monthly users compared to 

Facebook, it makes up in other areas that are crucial for businesses. Findings of 

Smith et al (2012) show user-brand interaction on Twitter to be more 

individualistic than that on Facebook. They find Twitter followers, compared to 

those on other social media platforms, to be more interested in hearing from 
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the brand itself than from other online users. Second, according to Twitter, 

more than 70% of people who follow a brand on Twitter do so to get updates 

on latest products and discounts (Twitter, 2013). Research (Kim and Ko, 2012; 

Etter and Plotkowiak, 2011) shows that companies rely on Twitter’s ability to 

help shape brand image by accessing a massive brand community through low-

cost tweets.    

 

Initial research on brand communities had a geographic constraint with main 

focus on the physical presence of the admirers of a brand (McAlexander et al, 

2001; Muniz and O'Guinn, 2001). With the emergence of new technologies and 

advent of web 2.0, brands transcend geography and so do communities. This 

results in formation of brand communities on social media, that are a subset of 

a broader concept – ‘virtual’ or ‘online’ brand communities (Laroche et al, 2012). 

Marketers have found that brand communities established on social media lead 

to value creation (shared consciousness, brand use, brand loyalty) and 

engagement among community markers (Laroche et al, 2012). Overall the 

combination of social media and brand community (known as social media-

based brand communities) allows inherent advantages to companies, such as 

vast reach, low cost and high communication efficiency (Kaplan and Haenlein, 

2010). The digital footprints of consumers on these platforms create a rich data 

source for branding purposes such as deconstruction of consumer behavior, 

campaign automation and targeted advertising.  Also, with the rise of ‘big data’ 
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technologies businesses are able to access and gather this limitless consumer 

information on web without having the need to worry about storage and 

processing capabilities. Leveraging large scale online data for consumer 

research, helps overcome challenges faced by traditional survey and focus 

group-based methods that are known to be expensive and cumbersome, and 

also limited in terms of reach across consumers and brands. 

 

Social network-based communities are now being used to promote brands 

(Fournier and Lee 2009), with online brand followers proving to be more loyal 

and committed than ever (Jahn and Kunz 2012). Regardless of whether the fans 

choose to post content or not, the ‘mere virtual presence’ of followers on a 

brand’s fan page has shown to reflect and impact ‘brand image’ (Kuksov et al. 

2013). This line of reasoning is further supported by survey research (Adobe’s 

Social Intelligence Report 2014) that shows that there is a real monetary value 

to having Twitter followers; approximate revenue per visit from Twitter is $0.62. 

 

When users join brand communities on Twitter, it provides evidence of their 

voluntary affiliation with that entity (Culotta and Cutler, 2016). Survey research 

has shown that users follow brands on social media with the intention of 

purchasing and knowing more about their favorite brands (Forbes, 2018). This 

user-brand association on social media, established through followership 

activity, can be interpreted as an expression of affinity (Kuksov et al, 2013; 
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Naylor et al, 2012).  Alternatively, one can also view this relationship through 

the lens of homophily - a concept in which people tend to associate with those 

who are similar to them in socially significant ways (McPherson et al, 2001). 

This line of argument is further supported by studies in consumer research 

(Berger and Heath 2007; Childers and Rao 1992; Escalas and Bettman 2003) that 

show a strong relationship between brand image and characteristics and 

identities of a brand’s followers.  

 

Exploiting the social structure of a brand’s online community, Culotta and Cutler 

(2016) find the information contained in co-followership data to be a reliable 

source for inferring attribute-specific brand perceptions. A strong correlation 

between their automated approach and directly elicited survey ratings 

demonstrates the potential of mining Twitter brand communities to enhance 

online decision support for managers. 

 

More recent research in IS uses the number of Twitter followers as a measure 

to understand consumer interest in a company and find it highly valuable (He 

et al. 2017). Hoffman and Fodor (2010) find the number of followers to be one 

of the most useful metrics for gauging brand engagement and awareness on 

micro-blogging platforms such as Twitter. Mining the social structure of a 

brand’s follower base on social media can help capture useful information from 
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all brand fans, regardless of whether they create little or no user content 

(Culotta and Cutler 2016).  

b) Information in Networks 
 

Exploiting the ongoing digital data explosion, constructing and analyzing 

implicit networks for scaling business research has garnered increasing 

attention from researchers (Provost et al. 2009; Zhang at el; 2016). Specifically, 

in the area of audience selection, Zhang et al. (2016) show that implicit 

networks, established through aggregated interests of people on Facebook, are 

useful for online brand advertising. A related idea is used in Provost et al. (2009) 

for inferring brand affinity from co-visitation patterns on social network pages.  

 

Unlike conventional social network studies, digital networks of this kind do not 

involve direct interaction between the participating entities (Arriaga and Levina 

2008). Instead, links forming the network are more tacit - an outcome of shared 

preferences. Sundararajan et al. (2013) point out the importance of these tacit 

connections as “information” relevant for decision making, an idea that has 

been previously studied under the domain of collaborative filtering. Other 

potential advantages of implicit networks include the ability of these digital 

artifacts to condense the high dimensional preference space of millions of 

digital consumers into a reduced form, which is more amenable for research 

and managerial purposes (Sundararajan et al. 2013).  
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While most existing research in IS focusses on descriptive and predictive 

properties of information networks (Oestreicher-Singer et al. 2012; Zhang et al. 

2016), statistical analyses of the generative features of information networks 

have largely been ignored. Generative models have the ability to explain what 

constitutes the tacit connections in the network and whether these connections 

arise due to randomness or specific consumer choices (Kim et al. 2016). The 

literature on network inference (Robins et al. 2007; Chatterjee and Diaconis 

2013) is particularly well suited for understanding questions on the structural 

properties of information networks. Network inference can help explain how 

consumer choices, leading to links in the implicit network, reflect deeper latent 

constructs such as specific node characteristics (Sundararajan et al. 2013). In 

fact, researchers are beginning to see that network inference approaches, with 

the capability of handling statistical dependencies, can provide a better 

understanding than traditional data inference techniques (Martens and Provost 

2011).  

 

Prior research in management and IS has typically employed regression models 

such as probit or logit to understand network formation among firms (Chung et 

al. 2000; Gulati and  Gargiulo 1999). However, for a number of reasons, these 

methods can be problematic, including the strong independence assumptions 

violated by network data (Kim et al. 2016). Past studies have attempted to 
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overcome these problems by employing correction techniques such as 

clustering of standard errors and elaborate weighting methodologies (Stuart 

1998; Barnett 1993; Gulati 1995). Even after accounting for these issues, 

standard regression models fail to incorporate local network effects such as 

triadic relations and dyadic influences (e.g., homophily between firms due to 

similar attributes) in the model (Contractor et al. 2006). 

 

In this paper, we employ a class of social selection models, in particular 

Exponential Random Graph Models (ERGM), to confirm the statistical relevance 

of brand-brand associations and to identify the factors driving network 

formation. This family of models was first introduced in the mid-80’s (Frank & 

Strauss, 1986) and later popularized in the 90’s by a variety of researchers 

(Snijders et al, 2006). Recently ERGMs have been adopted by a small, yet 

growing, number of studies in social science discipline to study resource 

complementarity (Lomi and Pallotti 2012), inter-organizational dependence 

(Howard et al. 2017) and strategic alliances (Ghosh et al. 2016).  

 

These probabilistic models allow inferences about whether certain observed 

network structures are more likely to occur than expected by chance. For 

instance, links in networks may either arise due to endogenous structural effects 

(e.g., triadic closure – if a node has strong ties to two neighbors, then these 

neighbors must have at least a weak tie between them) or exogenous actor level 
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attributes (e.g., homophily – birds of a feather flock together). Such models can 

thus be valuable for understanding the local social processes responsible for 

the observed network structure (Snijders et al. 2006). In this study, the use of  

ERGM model helps to reveal a mix of network and individual level brand 

features responsible for the formation of links between brands, correspondingly 

disclosing a set of latent brand characteristics that users determine while co-

following brands on social media. 

c) Market Structures 
 

Studies involving market structure analysis focus on uncovering what brands 

(or products) are perceived to be similar (or dissimilar) in consumers’ minds; 

and help shape strategic decisions such as tracking competition, identifying 

substitutes, pricing and product re-designing (Kannan and Sanchez 1994; Urban 

et al. 1984). Typically, two types of digital footprints have been tapped for 

market structure analysis: User-generated content, UGC, (Lee and Bradlow, 

2011; Netzer et al, 2012) and internet browsing history (Kim et al, 2011; 

Damangir et al, 2018).  Keeping the richness in quality of UGC aside, text mining 

of user-generated content requires extensive manual tuning, with most of the 

analyses being heavily context specific and not applicable across platforms 

(Culotta and Cutler, 2016). Das and Chen (2007) compare several sentiment 

classification algorithms and obtain accuracy ranging from 25%-40% for out of 

sample validation.  The heavy noise in text data arises due to a very small 
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percentage of internet users choosing to post content online (Gao et al, 2015). 

Analysis of these limited opinions can lead to biased results.  

 

Another potential drawback with this method includes bias in information as 

majority of online users tend to post in extreme bimodal situations – either very 

satisfied or very dissatisfied with the brand (Goes et al, 2014). Even after 

balancing the polarity in the data, extracting meaningful brand associations 

from online user-generated content is not a straightforward text mining 

process. Specifically, the information pertaining to the association of a brand 

across category dimensions, such as luxury, sports, travel, technology etc., is 

rarely found in individual users’ comments. This substantially limits the data 

available for analysis and hampers the use of any text mining algorithm to infer 

specific brand associations for market structures.  

 

Apart from UGC, many academic fields including computer science, 

information sciences and marketing examine the internet browsing behavior to 

study brand preferences of individuals (Moe, 2003; Ringel and Skiera, 2016). 

Though current big data technologies allow easy collection of clickstream data, 

such information may suffer from potential privacy limitations (Bucklin and 

Sismeiro, 2009). Tracking accurate user activity is also difficult with increasing 

number of users browsing on different platforms (e.g. web or mobile). 

Overcoming these major data concerns, brand networks provide a new privacy-
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friendly source for uncovering brand co-considerations patterns among 

consumers minds. Brand to brand relationships, extracted from aggregated 

preferences of large number of Twitter users, capture consumer co-interest in 

a rather novel manner.   

 

Kannan and Sanchez (1994) note that most market structure models aim to 

identify submarkets where within-group interaction is stronger than the across-

group competition. A majority of studies in this area have looked into brand 

switching data (Kannan and Sanchez 1994; Erdem 1996), website co-visitations 

patterns (Kim et al. 2011; Ringel and Skiera 2016) and brand co-mentions 

(Netzer et al. 2012) to uncover relationships, typically within a single category. 

While most existing studies focus on within-category competition, the notion of 

looking into cross-category effects has largely been overlooked. Elrod (2002) 

believes that the focus on narrowly defined categories is largely due to limited 

data availability and tough-to-scale modeling techniques.  

 

Today, even with the ready availability of big data and advanced computing 

power, extant modeling approaches struggle to identify drivers of market 

structures that reflect both competition as well as complementarity. This work 

aims to bridge this gap by exploiting network inference models to highlight the 

statistical relationships between brands of the same as well as different 

categories. The brand network, itself, is viewed as a market structure of brands, 
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arising due to co-interest patterns of digital users across categories. To the best 

of our knowledge, this is one of the first few studies to draw statistical analyses 

on online market structures that span across categories.  

 

d) Importance of  Cross-Category Brand Associations 
 

Consumers regularly develop categorical associations to understand brands 

and to make related choices (Joiner and Loken, 1998). Categories are socially 

constructed boundaries that segment the market space into groupings that are 

perceived to be similar along certain criteria (Brexendorf and Keller, 2017). 

Traditionally, boundaries have been defined by the portfolio of products, or 

categories, for which consumers would find the given brand relevant 

(Brexendorf and Keller, 2017).  These boundaries are not immutable; instead, 

they are elastic and stretchable. Cutright et al (2013) mention that consumer 

perceptions of categories are pliable and influenced by a variety of personal and 

contextual factors.  

 

As such, not only firm-controlled, but also competitor-driven external marketing 

activities define a brand’s associations and limit its scope in people’s minds 

(Keller and Lehmann, 2006). Particularly, activities related to people, places and 

other related brands may impact the perception of a brand in consumers’ minds 

(Keller, 2003). For example, by sponsoring the New Zealand All Blacks rugby 
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team, Adidas got access to the desirable sports brand associations and a new 

target audience for its product range (Motion et al, 2003). As consumers 

regularly update their categorical associations about brands (Joiner and Loken, 

1998), it crucial to identify these associations in a timely and cost-effective 

manner (Batra et al, 2010).  

 

The marketing literature acknowledges the importance of categorical 

associations for determining extensions, licensing and co-branding deals 

(Keller, 2003; Ratneshwar et al, 1993); however, little has been done empirically 

to address this understudied, yet crucial, area of research. Our study provides 

a new methodological tool to understand cross-category brand associations, 

not  as one identified by management apriori but as one perceived by the direct 

activity of the users on social media. Furthermore, depending upon the 

marketing goals, these brand associations can be visualized at three levels: 

category – category   (c–c), brand – category (b–c) and brand – brand (b–b).  The 

different levels of analyses help to answer questions on why certain co-

branding opportunities are more viable than others based on audience interests 

of the focal brand 

e) Social Network Analysis for Branding 

 

While extensive research has been done in the area of brands and networks 

separately, few have employed network analysis tools to understand key 
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branding issues. Table I presents the unique  positioning of our research 

compared with previous network studies on branding. Focusing mainly on 

within-category connections, Netzer et al (2012) create competitive market 

structures of car brands.  Using survey approaches, Dawar and Bagga (2015) 

obtain within-category maps for centrality and distinctiveness.  Ringel and 

Skiera (2016) develop mapping methods to visualize large market structures 

within a single category (LED-TV products). In contrast to ours, none of these 

studies focus on asymmetric cross-category brand associations as way to 

identify co-branding opportunities.  
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Table I. Comparison with Previous Studies 

 Netzer et al 

(2012) 

Ringel and 

Skiera (2016) 

Culotta and 

Cutler (2016) 

This study 

Objective Create 

competitive 

structure maps 

using text 

mining and 

network analysis 

Develop 

mapping 

methods for 

visualizing  

complex market 

structures. 

Propose a 

methodology 

for inferring 

attribute-specific 

brand 

perceptions  

1) Statistical 

analysis of 

generative 

features of a 

brand network 

2) Inferring 

asymmetric 

cross-category 

brand 

associations over 

time 3) 

Perceptual 

Mapping 

 

Data Co-mentions on 

online 

discussion form 

Website co-

visitation 

patterns 

Co-followership 

data on Twitter  

Co-followership 

data on Twitter 

over time. 

 

Output Market 

structures 

(within a 

category) 

Mapping 

solutions for 

large complex 

market 

structures 

(within a 

category for 

1000+ products) 

Perceptual maps 

for a set of pre-

defined 

exemplars. 

1) Cross-category 

association maps 

at three different 

levels: 

category-

category,  brand-

category and  

brand-brand 2) 

Perceptual Maps 

Asymmetry No Yes No Yes 

Segmentation Yes Yes No Yes 

Competitor 

analysis  

No No No  Yes 

Dynamics No No No Analysis 

presented over 

time. 
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Typically involving analysis within a single category, these studies use brand 

co-mentions (Netzer, 2011) and website co-visitation patterns (Ringel and 

Skiera, 2016) as a proxy for similarity or association among brands. In our case, 

relying on followership data offers three modelling advantages – 1) Eliminates 

the use of complex text mining algorithms that can be highly biased due to 

polarized content on social media (Goes at al 2014) 2) Avoid clickstream data 

which has many limitations ranging from issues in tracking accurate user 

activity to strict data privacy regulations (Bucklin and Sismeiro, 2009; Malhotra 

et al, 2004) 3) Effectively scale to large sets of brands and resulting network 

structures that reflect the activity of diverse group of users.  

 

The use of co-followership data to infer brand co-associations follows the recent 

work of Culotta and Cutler (2016). While Culotta and Cutler (2016) seek to derive 

perceptual attribute ratings from Twitter followership data, the focus of our 

work is different – statistical analyses of online market structures and deriving 

asymmetric cross-category brand transcendence over time. Further, unlike 

Culotta and Cutler (2016), our large-scale network approach does not require 

any supervised knowledge on exemplars and uses categorical affiliations of 

brands to infer brand perceptions. Specifically, the inclusion of network derived 

measures allows us to assess a brand’s position not only against a set of 

prespecified exemplar accounts but considering any other brand in the 
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ecosystem; revealing both within-category competition and across-category 

complementarity. Our method is also highly transparent, allowing one to go 

beyond numerical brand ratings and uncover the underlying dynamic graph 

structure that reveals how one’s brand position is different from others over 

time.  

 

Further, the extent of brand associations, in terms of within and across category 

associations, are used to identify central (C) and distinctive (D) brands in each 

category. To effectively map the brand positions along the C-D scale, standard 

perceptual techniques are used.  Since the early 70’s, perceptual maps have 

been the analytical foundation for examining relative positioning of competitive 

brands (Green et al. 1989; Shocker and Srinivasan 1979). Henderson’s (1998) 

work on brand associative networks highlights the importance of brand-brand 

associations, and their application to understanding perceptual market 

structures. When a brand manager studies a network of brands that are 

competitors in a product category, network centrality helps in identifying 

brands that consumers perceive as core in a category (Henderson, 1998). 

Utilizing this theoretical framework, we use perceptual maps to plot network 

centrality measures that implicitly reflect a brand’s position. With traditional 

survey methods involving substantial trade-offs between completeness, 

feasibility and cost (Aaker, 1996), secondary social media data offers an efficient 

and inexpensive way to generate near real-time estimates of brand ratings. 
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III. NETWORK CONSTRUCTION 
 

The key contribution of this dissertation is to provide an automated and scalable  

approach for brand management using information networks obtained from 

large-scale user brand interactions on Twitter. In this section, we introduce 

implicit brand–brand networks, describe how they are generated from historical 

consumer-brand interactions on Twitter and lay out important network 

statistics. Our proposed framework for building a brand network is composed 

of three main phases. The first phase consists of collection of data on top 

brands. Using Twitter as our platform for analysis, we collect followership data 

from online brand communities across two time periods – 2017 and 2020. The 

second phase is to generate the weighted brand network based on common 

user activity. We notice the brand networks to be strongly connected with the 

number of common followers ranging from a few hundred to more than a 

million. As connections based on too few users may not indicate significant 

affinity, we extract the significant edges using a statistical filtering algorithm.  

Rather than using an arbitrary threshold for removing edges below a certain 

weight, we use the Disparity Filter algorithm (Serrano et al, 2009) which 

identifies significant edges while preserving the multiscale nature of our 

network. The third phase is to normalize the brand networks and prevent large 

brands from dominating the analyses. Detailed robustness checks are 
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conducted for each method to ensure consistency of results across a range of 

functions. 

a) Data 
 

Drawing from the notion that the social signal of ‘who follows a brand’ provides 

a strong reflection of brand image (Naylor, 2013; Kuksov et al, 2013; Culotta and 

Cutler, 2016), we use a set of 507 brands’ Twitter accounts as the basis for our 

analysis. The most active Twitter brand accounts are selected based on the 

followership data on social media directory - fanpagelist.com. Twitter’s public 

API is used to collect the list of followers for the year 2017 and 2020. We 

manually verify that all Twitter accounts correspond to the official brand and 

discard any brands having less than 1000 followers. Overall, the data consists 

of brands from major categories - Luxury, Retail, Automotive, Sports, 

Technology, Dining, Food, Lodging, Travel, Cruise, airlines and Beer. Each 

brand is assigned to a specific category based on the basic (or superordinate) 

category level analyses1 (Loken and Ward, 1990). To prevent bots (or spam 

users) from influencing the network analysis measures, all Twitter brand 

accounts included in the analysis have gone through a manual audit on the 

 
1 Superordinate and subordinate category level analyses – The superordinate category 

is the highest umbrella category containing diverse exemplars with low degree of class 

inclusion (for instance, beer and dining). Going one level deeper, the subordinate level 

contains exemplars that are comparable across specific attributes (for instance, fruity 

beers and American dining). In our work, we use the basic (or superordinate) category 

levels with comparisons across brands and not specific product types. 
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audience intelligence website SparkToro2.  Brand accounts with unusually high 

spurious activity are removed from the analysis. The nature of our approach 

(i.e. leveraging co-followership data), also helps to minimize the effect of any 

spurious followers on our final results. As Culotta and Cutler (2016) mention, by 

aggregating millions of social links between users and brands on Twitter, one 

is able to avoid the noise arising from spurious follower connections; and 

generate meaningful brand insights based on co-preferences of a large number 

of digital users. The normalization approach, discussed later, further helps to 

negate the effect of any fake followers on our final measures. 

 

 

 
2 Sparktoro is a software company that provides intelligence reports on Twitter brand 

accounts. Their algorithm is designed to identify accounts that fall into one or more of 

the following buckets – spam accounts, bot accounts, propaganda accounts and 

inactive accounts . 
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Figure 2. Top 10 Twitter brand accounts by number of followers in the year 2020 (top) 

and 2017 (bottom) 

 

 

Figures 2 shows the top-followed Twitter accounts for the years 2017 and 2020 

with brands like NFL, ABC, Facebook and Chanel leading the charts. The 

distribution of followers across categories is also shown in Figure 3 (below). We 
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notice brands belonging to the luxury and sports categories to have the largest 

followers, followed by airlines, apparel and restaurants. Though, on an average, 

the number of followers has increased from 2017 to 2020, the beer and airlines 

category show a mild drop in numbers. 

 

 
 

Figure 3. Number of followers per category over time 
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Within brands of the same category, the size of brand communities can also 

vary over a large range, as seen in Figure 4. For example, in the automotive 

industry, the size of brand communitues ranges from a few thousands (Lincoln, 

Infiniti and Acura) to more than a million followers (e.g., Mercedes, BMW, 

Porsche and Audi). In the following section on network generation, we employ 

a normalization procedure to account for the varying brand community sizes.  

 

 

Figure 4. Distribution of followers in the automotive industry 
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b) Network Generation 

 

The next step is to extract the common followers between all brand pairs. The 

raw brand network is defined as < bi bj, wij > where bi and bj are the individual 

brands (or nodes) and wij represents the common followers between any two 

brand pairs bi and bj.  If Fi and Fj represent the list of Twitter accounts following 

brands bi and bj, then an edge between two nodes is created if and only if Fi ∩ 

Fj > 0. Alternatively, the edge list can be represented as a weighted adjacency 

matrix Aij where:  

 

Aij      =   wij      if brand i and brand j are connected 

                0           otherwise 

 

Need for Network Filtering   

Overall, two brand networks are extracted – one for 2017 and the other for 2020. 

We find the original brand networks to be highly dense with common followers 

between almost all pairs of brands. The range of common followers varies from 

a few hundred to more than a million users. While it is generally possible to 

work with such dense networks, valuable information may be lost due to 

redundancy generated by the overwhelming number of connections (Serrano 

et al, 2009; Radicchi et al, 2011). Further, connections based on too few 

followers may not indicate significant connectivity. Given this wide 
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heterogeneity in raw edge weights (that is, number of common followers) 

extracting the truly relevant brand-brand connections is the next logical step. 

 

A common way to extract the relevant network structure is through applying a 

global threshold which would simply remove the edges with weights below an 

arbitrary cut-off.  This, however, can destroy the multi-scale properties of the 

brand network. Instead we use Disparity Filter (Serrano et al, 2009), a filtering 

algorithm for multiscale networks, to obtain a reduced but meaningful 

representation of the network. The Disparity Filter extracts the relevant 

backbone of a complex network by identifying the statistically significant edges 

with respect to a null model. The statistically relevant connections are the ones 

that satisfy - 

𝛼𝑖𝑗 = 1 − (𝑘 − 1) ∫ (1 − 𝑥)𝑘−2𝑑𝑥 <  𝛼
𝑝𝑖𝑗

0

 

𝑝𝑖𝑗 =
𝑤𝑖𝑗

∑ 𝑤𝑖𝑗𝑗
  are the normalized weights. For a certain of nodes of degree k, under 

the null hypothesis the normalized weights 𝑝𝑖𝑗  are uniformly distributed across 

k-1 points in the interval [0,1]. All edges 𝛼𝑖𝑗 that represent a statistical deviation 

from the null model, 𝛼𝑖𝑗 < 𝛼, are identified as statistically significant. In this way 

small brands, with low number of common followers, are not ignored during 

network reduction. We use the commonly specified significance level α = 0.05 

to extract the important connections in the brand networks. The basic 

descriptive statistics of the filtered networks are given in Table II.  
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Table II. Descriptive statistics of the filtered networks for the year 2017 and 

2020 

 

The filtered network for 2017 consists of 507 brands and 14743 edges with an 

average degree of 58. For 2020, the statistics are similar with the new network 

consisting of 507 brands and 14834 edges and an average degree of 59. 

Naturally, while there may be some brand-brand ties that remain intact from 

2017 to 2020, there could be others that vanish (or newly form) in 2020 . For 

example, in Figure 5, we see how the food brand Oreo retains its ties with Coca-

Cola, Subway, McDonalds, Lindt Chocolate (and others) from 2017 to 2020, and 

also forms new ties with Disney and Dominos in 2020.  

Property Meaning Network 
statistics for 

2017 

Network 
statistics for 

2020 

Number of 
nodes 

Number of brands 507 507 

Number of 
edges 

Number of edges 14743 14834 

Density Ratio of number of edges 

present to the maximum 

number of edges possible. 

Value ranges from 0 to 1. 

0.11 0.11 

Average 
degree 

On average, the number of 

connections a brand exhibits. 

58 59 

Maximum 
degree 

Maximum number of 

connections a brand exhibits. 

481 

(Starbucks) 

471 

(Starbucks) 

Minimum 
degree 

Minimum number of 

connections a brand exhibits. 

3 

(Tag Heuer) 

7 

(Timex) 
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Figure 5. Subgraph showing some (not all) connections of the food brand, Oreo in 

2017 (top) and 2020 (bottom).  

Brands marked in yellow are directly connected to Oreo while the ones marked with blue 
are at a 2-degree separation from it. 
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Sensitivity to Network Pruning 

While we have used Disparity filter to obtain a reduced but meaningful 

representation of the original brand network, there are few other information 

filtering algorithms (global threshold and Global Statistical Significance (GloSS) 

filter) available in the network science literature. Table III revisits these 

alternative methods and supports our reasoning for choosing the Disparity 

Filter. Compared to the Global Threshold technique that destroys the multiscale 

nature of networks by removing edges below a certain threshold, Disparity 

Filter and GloSS preserve the heterogeneity in edge weights and do not ignore 

small nodes (and edge weights). Further, as Radicchi et al (2011) find both 

GloSS and Disparity filter to produce identical results on application to real-

world networks, we continue with the analysis using Disparity Filter. 
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Table III. Comparison of alternative network filtering algorithms 

Global Threshold Disparity Filter (Serrano 

et al, 2009) 

Global Statistical 

Significance (GloSS) 

Filter (Radicchi et al, 

2011) 

Removes all 

connections with edge 

values below a given 

threshold. 

Locally identifies the 

statistically relevant 

weights at the node 

level.  

Globally identifies the 

statistically relevant 

weights at the edge 

level.  

Destroys the multiscale 

nature of the network by 

ignoring edges below a 

certain scale 

Preserves the multiscale 

nature, small nodes and 

edges are not ignored. 

Preserves the multiscale 

nature, small nodes and 

edge values are not 

ignored. 

 On application to real world networks, 

performance of Disparity and GloSS filter are very 

similar (Radicchi et al, 2011). Both filters mostly 

select the same edges, hence the reduced network 

structures are identical (Radicchi et al, 2011). 

Global Threshold technique, on the hand, fails to 

capture the main characteristics of the original 

network. 

 

To ensure consistency in information across different significance levels when 

using the Disparity Filter, we extract another set of reduced networks using  α = 

[0.01, 0.1]. The summary statistics of the networks is given under Table IV. We 

test the correlation among the reduced networks using  Quadratic Assignment 

Procedure (QAP), which is widely popular in network studies for comparing 

graphs (Baker and Hubert 1981; Krackhardt 1988; Borgatti et al. 1999). The high 

correlation values, r > 0.9, indicate that the reduced networks are essentially 
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similar in terms of underlying interactions and successfully capture the 

meaningful brand-brand relationships. 

Table IV. Sensitivity to network pruning 

Year Original 

Network 

Red. net (α = 

0.01) 

Red. net (α = 

0.05) 

Red. net (α = 

0.1) 

2017 507 b, 124797 

e 

507 b, 6909 e 507 b, 14743 e 507 b, 22261 

e 

2020 507 b, 128271 

e 

503 b, 6580 e 507 b, 14834 e 507 b, 23249 

e 

Network summary statistics (#brands b and #edges e) at different significance levels 

 Original 

Network 

Red. net (α = 

0.01) 

Red. net (α = 

0.05) 

Red. net (α = 

0.1) 

Original 

Network 

1 0.93 0.98 0.98 

Red. net (α = 

0.01) 

 1 0.96 0.95 

Red. net (α = 

0.05) 

  1 0.98 

Red. net (α = 0.1)    1 

QAP Correlation statistics for the original and reduced networks - year 2017. Similar 
analysis has been conducted for the brand network obtained in 2020 and high 

correlation is obtained between the original and reduced networks. 
 

 

Overall, the brand network structure holds consistent across a range of 

alternative functions and is subjected to robustness checks before deriving any 

informational value. For the rest of the paper, the filtered network, at α = 0.05, 

is used for analysis as well as application. In Figure 6, we show the filtered 
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information network, where nodes and links have been colored by brand 

categories. We use the Fruchterman Reingold layout, a force-directed layout 

algorithm, that groups nodes based on high inter-connectedness. It is 

noticeable that brands of the same category tend to be more inter-connected 

than those who are not.  As brand-brand links arise from co-followership, this 

pattern really means that a large number of Twitter users tend to follow multiple 

brands of the same category. This observation is further statistically tested 

using ERGM analysis in Section IV.  

 

Figure 6. Brand Network for the year 2017 
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c) Normalization of Edge Weights  

 

As noted earlier, brand community sizes can vary both within and across 

category. Naturally brands with large brand communities, e.g., Chanel, 

Microsoft and Starbucks, tend to have more common followers than those with 

smaller brand communities. Normalization of edge weights is required to 

account for the varying brand community sizes.  

Symmetric Normalization 

We first use a popular and empirically successful measure (Pan et al, 2010; 

Culotta and Cutler, 2016), Jaccard index, to compute the normalized edge 

weights. The Jaccard Index measures similarity between two sets by dividing 

their intersection with the union. 

 

𝐽(𝐴, 𝐵) =  
| 𝐴 ∩ 𝐵 |

| 𝐴 ∪ 𝐵 |
  =  

|𝐴 ∩ 𝐵|

|𝐴| + |𝐵| − |𝐴 ∩ 𝐵|
 

 

By including the size of brand communities in the denominator (|A| and |B|), the 

Jaccard index prevents large brands from dominating the network analyses 

measures. The normalized weights measure the relative strength of consumer 

co-interest between two brands. Figure 7 shows how normalized edge weights 

provide a more suitable measure of brand-brand affinity than raw edge scores. 

Without normalization (top two edges), the edge weight between Burberry and 

Chanel is higher than that of Honda and Hyundai, even though almost all of 
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Honda’s brand community follows Hyundai. Here, normalization takes care of 

the popularity bias. 

 

 

Figure 7. Symmetric Normalization of edge weights 

While we choose to normalize the edge weights using Jaccard, there is another 

method to normalize weights in a network, i.e. conditional probability. We, next, 

normalize the raw edge weights using conditional probability and investigate 

how sensitive the results are to these choices in Appendix A. 

Asymmetric Normalization 

Association asymmetry occurs when the degree of association between any 

two brands is not the same i.e.  the associations from A to B may not always 

equal the associations from B to A (Lei, Dawar and Lemmink, 2008; DeSarbo 

and Grewal, 2007).). Ignoring the directionality of brand associations can lead 

to incorrect estimates about consumer brand knowledge. Relating this directly 

to marketing activities,  Farquhar and Herr (1993) suggest that brand-building 

Before Normalization 

 

After Normalization 
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activities should focus on strengthening the outgoing directional associations 

from the brand to others, whereas brand-leveraging activities should focus on 

the incoming directional associations to the brand from others.  

 

We observe many cases of associative asymmetry in our brand network and 

use conditional probability to account for such scenarios. For instance, in figure 

8, we notice that Nike and Adidas share a noticeably high number of common 

followers in 2020 (close to 930000). Though this number is evidently very high, 

the nature of relationship between the two brands may not be so direct. From 

Adidas’s perspective, almost all of its users are interested in Nike and the 

outgoing directional strength is close to 1. But for Nike, with less than half of its 

users interested in Adidas, the outgoing directional strength is comparatively 

much lower, 0.1. Incorporating directionality in the network helps to uncover 

this crucial piece of information, that is not revealed in a simple undirected 

weighted network.   

 

Figure 8. Associative Asymmetry 
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Mathematically, the conditional probability measure calculates the normalized 

links between any two brands A and B as –  

𝑃(𝐴 ∩  𝐵) =   
|𝐴 ∩ 𝐵|

|𝐴|
 

where the numerator   |𝐴 ∩ 𝐵|  is the number of common followers between 

brand A and B, and denominator |𝐴|  is the number of followers of the focal 

brand. The normalization approach also helps to negate the effect of any fake 

followers on our final measures. The common followers are divided by the 

number of followers of the focal brand. This ensures that any inflation in the 

numerator, AB, caused by fake accounts is negated by the denominator, 

number of followers of A. 
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IV. STATISTICAL ANALYSES OF THE INFORMATION 

NETWORK 
 

While extensive research has been done in the area of brands and networks 

separately, not many have employed information networks, in particular 

implicit networks, for brand management. Previous studies on brand 

associative networks outline the importance of brand associations, and show 

how well-known descriptive techniques in graph theory can be used to leverage 

these associations for application purposes (Henderson et al. 1998; John et al. 

2006). Popular techniques in graph theory that aim to describe structural 

features of networks include degree distributions, centrality, communities, 

assortativity and others (Robins et al. 2007). In a lot of cases, however, one 

might need to go beyond these descriptive features and learn a well-fitting 

model that best explains the local processes responsible for network formation.  

 

Information networks, despite being highly valuable, are still a new and 

understudied topic in IS literature and merit further investigation in terms of - 

what drives link formation between entities?  Oestreicher-Singer and 

Sundararajan (2012) have previously shown that information embedded in 

implicit networks has social and economic impacts. They analyze the predictive 

information contained in a co-purchase network on Amazon and find demand 

spillovers across products. A related study in information networks by Zhang et 

al. (2016) leverages implicit brand networks on social media for audience 
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selection framework. While existing studies focus on descriptive and predictive 

properties of information networks (Oestreicher-Singer et al. 2012; Zhang et al. 

2016), statistical analyses of the generative features of information networks 

have largely been overlooked. Generative models have the capability to explain 

the formation of implicit links in the information network; thereby highlighting 

the significant brand features that users determine while co-following brands 

on social media. By employing social selection models on the Twitter 

information network, this study helps to reveal statistically valid co-interest 

patterns between brands of the same  as well as different categories. Even 

though leveraging user co-interest patterns on social media is a common 

business practice, understanding the brand characteristics leading to these 

observed co-interest patterns is still an understudied topic. This study fills the 

remaining gap. In the next subsection, we employ generative models to study 

the implicit connections (or aggregate user choices) responsible for the 

observed network structure. 

a) Estimation of Model Effects 
 

Social selection models, from network theory, are particularly well-suited to this 

kind of problem where tie formation is an inter-dependent process influenced 

by both nodal attributes and endogenous network effects (Kim et al. 2016). We 

focus on a class of p* models, called Exponential Random Graph Models 

(ERGMs), to examine the multiple interdependent social processes responsible 



 

 

47 

47 

for the brand network formation. The purpose of ERGM, in a nutshell, is to build 

a stochastic model that captures the generative features of the observed brand 

network. Conceptually, the observed network is treated as one realization from 

a set of possible network outcomes. Our goal is to identify the plausible 

mechanisms responsible for the implicit connections between brands. Since 

ties between brands arise from the aggregated interests of Twitter users, the 

ERGM model essentially reveals what drives co-interest between two brands. 

Mathematically, ERGMs take the following form –  

𝑃(𝑌 = 𝑦) = (
1

𝑘(𝜃)
) exp{𝜃 𝑔(𝑦)} 

where y is the observed network and Y denotes possible network realizations. 

The term 𝑔(𝑦) is a vector of network statistics responsible for link formation, for 

example, homophily3 , transitivity4 or other nodal features. Here 𝜃 denotes the 

vector of unknown coefficients corresponding to 𝑔(𝑦), and is estimated using 

Markov Chain Monte Carlo maximum likelihood estimation (MCMC-MLE) 

procedures (Robins et al. 2007). The normalizing factor 𝑘(𝜃) is calculated by 

summing up exp{𝜃 𝑔(𝑦)} over all possible network configurations. The iterative 

procedure simulates a distribution of random graphs using MCMC, to get 

refined values of the model parameter 𝜃 (Robins et al. 2007).  

 

3 Homophily – Similarity breeds connection. See McPherson et al (2001) 

4 Transitivity - Similar to its mathematical cousin, transitivity posits that if a chooses b as a friend and b chooses c as a 

friend, then a will choose c as a friend. See Holland and Leinhardt (1977) 
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To reveal the factors driving co-interest (essentially, links) between brands in 

the given information network, we formulate the following research questions.   

 

1) Edges 

Drawing from the notion that the social signal of ‘who follows a brand’ provides 

a strong reflection of brand image (Naylor 2013; Kuksov et al. 2013; Culotta and 

Cutler 2016), we use a set of 507 Twitter brand accounts as a basis for analysis.  

In the information network, two brands are connected if followers of one brand 

are also interested in the other brand. As connections based on too few 

common followers may not indicate significant connectivity, the use Disparity 

Filter on the original fully connected network helps to identify the statistically 

relevant links. The ERGM analysis is conducted on this filtered network, 

extracted using α = 0.05. Our first aim is to establish that edges in the network 

are restricted to specific pairs of brands and do extend across any arbitrary 

pairs. In other words, they are formed due to genuine consumer co-interest 

arising from complementary brand features or marketing programs.  

Do edges in the network tend to form across arbitrary  of brands? 

 

2) Homophily 

Cognition theorists (Shachar et al. 2000) have found the tendency among 

people (or entities) to associate with those who are similar to them in socially 
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significant ways (birds of a feather flock together). This relationship between 

similarity and association, commonly known as the principle of homophily, has 

been widely popular in sociology, social network analysis, and computational 

social sciences (McPherson et al. 2001). Homophily in terms of links between 

brands of the same category would mean that users tend to follow multiple 

brands of the same industry. For a given brand, this means that your Twitter 

fans are ‘informed’ or ‘avid’ consumers of the market considering they are also 

following other brands of the same industry. In the context of brand networks, 

we investigate: 

Are brands of the same industry more likely to connect than others?  

 

3) Cross-Category Effects 

Brand associations are an important determinant of brand equity (Aaker 1991; 

Keller 1993). Consumers develop a variety of brand-to-brand associations that 

subsequently result in co-branding opportunities for firms (Washburn 2000). 

More so, recent research on cross-category associations highlights the 

importance of complementary promotions, embedded premiums and joint 

positioning strategies for brands and firms (Leeflang and Parreño-Selva 2012). 

The implicit brand associations in the network reflect aggregated preferences 

of users across categories and show how some category pairs attract more 

common interest than others. For example, high across category links between 
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Airbnb and FIFA or Nike and Red Bull are not just outcomes of mere chance, but 

possibly a result of advertising and future co-branding opportunity for firms. 

Such brand knowledge can help managers identify potential target audiences, 

not one assumed by management but one perceived through data on 

consumers’ direct interests. This is an important question for researchers, given 

ample evidence on the importance of cross-category associations lately.  

Do certain cross-category pairs have more links than others? 

 

4) Brand Engagement 

Social media platforms provide an excellent source for businesses to build and 

foster relationships with consumers. As an increasing number of consumers 

choose to affiliate with their favorite brands on social media, online brand 

communities have received a lot of attention in current years. Marketers have 

found that brand communities established on social media lead to value 

creation (shared consciousness, brand use, brand loyalty) and engagement 

among community markers (Laroche et al. 2012). As most users follow brands 

with the intention of knowing more about the product and ongoing sales (Vision 

Critical 2013), the extent of brand engagement (tweets released by a brand) may 

impact a user’s intention to join or leave a brand’s fan page.  

Do brands with high level of engagement (number of tweets) have more links 

than others? 
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5) Popularity Effect 

Many real-world networks including the Internet and social networks are 

characterized by the popularity effect, called Preferential Attachment, whereby 

the more connected a node is, the more likely it is to receive additional links. 

Intuitively, heavily linked nodes represent well-known entities, with a lot of 

associations. Other nodes in the network are more likely to form relations with 

these highly connected nodes rather than relatively less visible nodes. This 

phenomenon is sometimes called the Matthew Effect (or rich get richer effect). 

Extending our analysis on preferential attachment to brand networks, we would 

like to investigate if brands with many links tend to form more links. The 

absence of this effect would imply that brand-brand connections develop more 

from marketing efforts and genuine user choice than existing popularity in the 

network. 

Do more connected brands have a higher probability of forming new links? 

b) Model Results 

 

The dependent variable in the ERGM model is the presence of links (or 

consumer co-interest) among the brands in the network. Our key independent 

variables are – dyadic covariates (within-category effects – homophily, across-

category effects – heterophily, brand engagement) and structural effects (edges 

and popularity effect). The results of the ERGM models are given in Table V. 
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The convergence plots and goodness of fit statistics are included in Appendix 

B and C. 

Table V. ERGM Estimation Results 

 Variables Model 1 

 

Model 2 

 

Network 

Effect 

Edges -1.99*** -3.26*** 

Network 

Effect 

Popularity Effect -0.03 -0.03 

Brand 

Effects 

Brand Engagement  0.700*** 

Brand 

Effects 

Within-Category 

Homophily 

 2.18*** 

Brand 

Effects 

Between-Category 

Heterophily 

  

 Airlines Automotive  -0.99** 

 Airlines Beer  -0.57 

 Automotive Beer  -0.62* 

 Airlines Cruise  2.04** 

 Airlines Travel  2.56** 

 Automotive Travel  -2.03** 

 Beer Travel  -1.40 

 ………………………… 

Remaining interaction 

effects between 

categories are shown 

visually in Figure 4. All 

numeric values included 

in Appendix B. 

 ……………………. 

 AIC 102544 85728 
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Figure 9. Between-Category Effects.  

The blue lines between category-pairs represent positive likelihood for edge formation and 
red lines represent negative likelihood for edge formation. Detailed values of the 

coefficients (and standard errors) are mentioned in Appendix B. 
 

Model 1 only includes structural effects without any brand level characteristics. 

The significant negative coefficient for the ‘edges’ parameter implies that edges 

between brands do not extend across arbitrary pairs. The probability of the 

formation of edges between brands is = 𝑒𝑥𝑝−1..99/(1 + 𝑒𝑥𝑝−1.99 ) = 12%; and this 

12% corresponds to the density of the observed brand network. In a nutshell, 

the negative edge coefficient confirms that co-interest between brands (or 
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edges) is not observed at random; but only occurs among specific brand pairs. 

Next, we include the popularity effect to test if popular brands (that is, one with 

many connections) tend to form more new links than others. The coefficient is 

not significant; implying the absence of any such effect. Thus, brand-to-brand 

connections develop more from marketing efforts and personal user choices 

than existing brand popularity in the network. In Model 2, we include the brand 

level characteristics, along with structural effects, to test whether the combined 

terms provide a better model fit. In general, smaller Akaike’s Information 

Criterion (AIC) values mean better model fit (Akaike 1998; Kim et al. 2016). The 

AIC of model 2 is substantially lower than that of model 1, suggesting that both 

brand level characteristics and structural effects are important in explaining the 

observed information network.  

 

In model 2, the significant positive coefficient for brand engagement means that 

brands who engage more with their fans on social media tend to form more 

links than others. Since links between brands arise from common followership, 

this means high levels of brand engagement also relate to an increase in brand 

followers. This affirms the relevance of brand management on social media and 

justifies the increased resources that brand owners invest in managing fan 

communities on social media.   
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Next, the significant positive coefficient for the nodematch parameter ‘within-

category’ shows support for homophily. The log-odds of brands of the same 

category forming links are +2.18. As links arise from common followership, this 

really means that brands of the same category are more likely to attract 

common followers than others. The fact that consumer co-interest in brands is 

significantly linked with a category is an indication of ‘informed’ users who have 

interest in specific categories (or markets) on Twitter. Examples of strongly 

linked brands within the same category include Porsche and Tesla in 

automotive, Carnival and Norwegian in cruise, Loreal and Revlon in retail, etc.  

 

Moreover, to identify any significant between-category interactions across 

complementary brands, we include the nodemix parameter for all brand pairs. 

The between-category terms in the nodemix parameter capture the 

heterophilous relationships between brand pairs of different categories (for 

example, consumer co-interest between automotive and beer brands). As with 

any standard regression technique, we include a base category corresponding 

to the pairings that should not be included. In our case, the base category is 

‘miscellaneous”. As shown in Table 5, a positive significant coefficient for any 

category pair (under between-category effect) reflects an increased likelihood 

of consumer co-interest between the respective industries.  For visual clarity, 

the same results are also presented in figure 9, where blue lines between 

category pairs represent positive likelihood and red lines represent a negative 
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likelihood for edge formation. Categories linked with blue lines attract 

significantly high consumer co-interest on social media and offer meaningful 

insights to brand owners for identifying potential target audience. They can also 

point to previous joint-advertising efforts between the respective category 

pairs. Examples of strongly linked category-pairs include lodging and airlines, 

technology and sports, cruise and travel, etc. Some of the brand pairs involved 

in these cross-connected links are Reebok and Strike-Force Energy, Travelocity 

and Australian Open, Hilton and Royal Caribbean, etc. Given the importance of 

between-category complementarities for coordinated promotions and co-

branding opportunities, this is an important finding for brand managers. 

 

Overall, results from the ERGM analysis show that the implicit brand-brand 

network is a valid information artifact, arising from specific user interests on 

Twitter. Even though leveraging user co-interest patterns across categories is a 

common business practice, the idea of revealing statistically relevant 

complementary category pairs is an understudied topic in both IS and 

marketing literature. The ERGM results offer meaningful insights to social 

media managers and show how some category pairs attract more user interest 

than others. Furthermore, though the current analysis relies on superordinate 

categories (i.e. luxury, technology, retail etc.), the inter-category associations 

can be readily obtained for subordinate categories (i.e. watches, sportswear, 

packaged foods etc.) depending upon the marketing objectives. The assignment 
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of brands to categories is flexible and can be changed by simply re-labeling the 

attributes in the network.  

 

Keller (1993) suggests that entire categories (e.g. automotive), not just 

individual brands, have their own personality space formed by user 

stereotypes. Despite the theoretical evidence on categories exhibiting their own 

associations, little work has been done in this area. The ERGM analysis provides 

a unique way to highlight these category-category associations based on the 

indirect interests of social media users. Specific branding insights from the 

ERGM analysis reveal potential target audience for focal brands and also help 

to quantify the effectiveness of previous advertising strategies. In conclusion, 

the results show that consumer co-interest in brands on social media is driven 

by specific brand characteristics and highlight several managerial implications 

in the area of targeted marketing, complementary branding, and online 

consumer behavior.  
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V. APPLICATIONS OF THE BRAND NETWORK 
 

In this section, we discuss the usefulness of brand networks for studying two 

core areas of brand management – eliciting asymmetric brand associations and 

mapping brand positioning. The first section on eliciting brand associations 

focuses on revealing cross-category insights for co-branding opportunities. By 

incorporating directionality into the network edges, asymmetric relations 

among brand pairs are revealed that help determine which brand will benefit 

the most from a cobranding alliance. A new construct, transcendence, is defined 

that captures the transcending associations of a brand onto new categories. The 

construct is refined further to separate a brand’s own idiosyncratic associations 

from its category average. The new measure (net transcendence) is more 

informative than the original value of transcendence as it ignores the cross-

category associations that are generic to the category and identifies those that 

are truly intrinsic to the brand itself. Moreover, to compare the transcendence 

of a brand with its competitors, a transcendence matrix is defined where rows 

represent  brands and columns represent transcendence across different 

categories. The matrix provides a comprehensive view into the competitive 

landscape by highlighting the position of brands and their competitors in 

different categories.  
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As user-brand relationships on social media change over time, the paper 

compares the results of the brand network across two time periods – 2017 and 

2020. The analysis helps to visualize the fluctuating brand associations over 

time and investigate its impact on co-branding opportunities. Managers can 

study the network patterns over time to evaluate the effectiveness of their 

marketing campaigns or assess the impact of external events on their brand’s 

associations in consumers’ minds. If critical associations to certain brands (or 

categories) have waned, this helps bring timely intelligence for managers to 

identify the problem and take action. Similarly, if new associations have formed 

during the course of time, it provides information on potential emerging co-

branding opportunities. 

 

The second section on positioning describes how certain brand constructs 

obtained from the transcendence matrix can reflect the relative positioning of 

competing brands in consumers’ minds. Perceptual maps, obtained from the 

network, help uncover competitive landscape of brands along the dimensions: 

centrality and distinctiveness. Our core contribution, here, is a new 

methodological tool that not only provides an efficient and scalable way to infer 

a brand’s position, but also provide a granular assessment of why that 

positioning occurs. For instance, disentangling the links of Mercedes’s brand 

community across categories shows how the brand is distinct from others in 

the same category. Unlike Dawar and Bagga (2015), who rely on traditional 
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surveys to infer a brand’s position in terms of centrality and distinctiveness, our 

automated approach allows researchers to go beyond the numerical centrality-

distinctiveness values and study the exact underlying graph structure of the 

brand’s associations and reveal what makes them distinct from others. With an 

average correlation of 0.7 with directly elicited survey ratings, this large-scale 

data driven approach provides a reliable means to automatically infer brand 

position in a timely manner. 

 

a) Eliciting Brand Associations 
 

The study of brand associations is crucial for understanding consumer brand 

knowledge (Keller, 2003). Given that it is imperative for managers to know what 

consumers feel about their brand as well its association with other brands 

(Henderson et al, 1998), it is crucial to identify methods that convey this 

information in a timely and cost-effective manner. Typically, brand associations 

have been studied under the umbrella of “consumer-associative networks” that 

attempt to map the brand impressions stored in consumers’ minds (Aaker, 

1996; Henderson et al, 1998). Broadly falling under the category of mental or 

memory models, these networks consist of nodes that can represent a brand 

(McDonalds), a product (Big Mac), or an attribute (quality); and links between 

nodes suggest an association in consumers’ minds (Aaker, 1996). Built on the 

notion that “consumer perceptions of brands and market structures are more 
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important than a-priori managerial statements of intended brand strategies”, 

brand associative networks have been widely popular among marketers and 

psychologists for a long time (Henderson, 1998;Henderson et al. 2002;  Teichert 

and Schöntag, 2010). In most of these studies, consumer-brand associations are 

collected through surveys and focus groups, which are limited to few sets of 

brands and consumers. While having input from a broader base of consumers 

is desirable,  recruiting and maintaining a large set of survey participants can 

lead to cost and feasibility constraints for managers (Aaker, 1996).  

 

With the advent of web 2.0, researchers have shifted to more digital 

approaches, particularly text mining of user-generated content, to study brand 

associations. A potential drawback with this method includes bias in 

information as majority of online users tend to post in extreme bimodal 

situations – either very satisfied or very dissatisfied with the brand (Goes et al, 

2014). Even after balancing the polarity in the data, extracting meaningful brand 

associations from online user- generated content is not a straightforward text 

mining process. Specifically, the information pertaining to the association of a 

brand across category dimensions, such as luxury, sports, travel, technology 

etc., is rarely found in individual users’ comments. This substantially limits the 

data available for analysis and hampers the use of any text mining algorithm to 

infer specific brand associations. Recent advances in social network analysis 
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open doors to a wide range of out-of-box solutions that can  scale well beyond 

conventional methods used in brand management. 

 

In this section, we introduce a new, scalable approach for inferring brand 

associations using implicit brand networks on social media. Implicit networks, 

with their inherent ability to condense the vast digital interest space of millions 

of users into a reduced form representation, provide a rather novel view into 

the digital ecosystem and have started to garner increasing attention from 

researchers across domains (Sundararajan et al, 2013; Oestreicher-Singer and 

Sundararajan, 2012; Zhang et al, 2016). In our study, the connections of a focal 

brand in the network are used to discern the associations of brands in 

consumers’ minds.  Naturally, while some brands are found to possess strong 

associations within category (viewed as central brands), there are others having 

diverse associations across categories (viewed as transcendent brands). 

Though the idea of generating brand-to-brand associations has been studied 

before, it has mostly been restricted to brands (or products) within a single 

category such as camcorders in Kim et al (2011), car brands in Netzer et al (2012) 

and  LED-TVs in Ringel and Skiera (2016). 

 

To the best our knowledge, this is one of the few studies that investigates the 

cross-category associations of brands as a way to identify co-branding 

opportunities over time. Having relevant knowledge about cross-category 
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brand associations is crucial for other marketing tasks as well including 

coordinated promotions, embedded premiums and brand extensions (Cutright, 

2013; Xiao and Lee, 2014); however, there is little or no evidence on identifying 

these cross-category effects using current digital approaches. Our proposed 

methodology helps to fill this void in the literature. The cross-category brand 

insights, revealed through the brand network, serve as important measures to 

assess brand fit during co-branding decisions.  They also help to determine the 

brand’s potential for future growth in category extensions.  

 

The  paper introduces a new construct, transcendence, defined in the context of 

a large ecosystem of brands belonging to different categories. Transcendence 

measures how a brand transcends its own category to connect with others 

across categories. Keller (2003), in his seminal work on branding, mentions that 

higher the shared associations between the brand and the new category, 

greater is the perception of fit. Our study provides a new methodological tool 

to identify these shared associations between brands and categories using 

publicly available social media data. The new construct, transcendence, 

indirectly captures the fit of brands onto new categories; not as one identified 

by management apriori but as one perceived by the direct interests of users on 

social media. 
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By incorporating directionality into the network edges, we are able to capture 

the asymmetric relations among brand pairs and show which brand will benefit 

the most from a cobranding alliance. Depending upon the marketing goals, we 

outline how the cross-category associations  can be visualized at three levels: 

category – category   (c–c), brand – category (b–c) and brand – brand (b–b).  The 

different level of analyses helps to inform managers about why certain co-

branding opportunities may be more viable than others. Further, as user-brand 

relationships on social media change over time, we compare the results of the 

brand network across two time periods – 2017 and 2020.  

 

Overall, our core contribution is a new digital artifact that helps researchers and 

practitioners avoid marketing myopia by identifying nontraditional branding 

opportunities that would be otherwise hard to see. We employ a network-

analytics approach to calculate a brand’s net association as a function of the 

average associations of its category and its own idiosyncratic associations. The  

category-specific associations not only help understand the position of brands 

in consumers’ minds, they also help to classify them from other competitors in 

the field. From a managerial perspective, the brand network requires little 

human intervention in processing the underlying large-scale user data and 

infers brand associations in an efficient and cost-effective manner. 

Furthermore, as our approach relies on publicly available information on social 
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media, it is easily scalable to large set of brands, and resulting network 

structures reflect preferences of a diverse set of users.  

Research Context 
 

A rich literature in cognitive psychology talks about mental models that 

highlight subconscious associations evoked in consumers’ minds when they 

think of brands (Keller, 1993; Henderson et al. 1998).  Often such associations 

can go beyond the functional attributes of the focal brand and even transcend 

categories (Batra et al, 2010; Meyvis and Janiszewski, 2004). Supphellen (2000) 

states how the subconscious nature of these associations can make their 

elicitation difficult through traditional marketing techniques. Important 

opportunities for co-branding, brand alliances and brand extensions could be 

missed because managers are not aware of associations that are relevant to 

brands in other categories. The brand network provides a novel solution to this 

problem by relying on a brand’s social connections on Twitter to infer category-

specific brand associations.  

 

At a high level, our proposed algorithm extracts the perceptual associations of 

brands by disentangling their audience interests in different categories. While 

some brands are found to possess strong associations within category, there 

are others found to violate category norms and have diverse associations 

across categories.  The paper introduces a new construct, transcendence, that 
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measures how a brand transcends its own category to connect with others 

across categories. Asymmetry among brand pairs is taken into account to 

calculate the transcending associations of a brand into new categories. The 

transcendence of a brand along any given category, say sports, is based on the 

outgoing links that help capture the proportion of a brand’s users interested in 

the new category (sports in this case). The more outgoing associations there 

are between the brand and a new category, the greater is the perception of fit 

(Keller, 2003). By highlighting these shared associations between brands and 

categories in a novel manner, the new construct ‘transcendence’ indirectly 

captures the fit of brands onto new categories. 

 

Transcendence of a brand onto a new category can also inform how strongly 

the brand is positioned with respect to that specific category. Since some of 

these categories can indirectly translate to perceptions (for example – luxury, 

sports and technology), brands with strong transcendence onto these 

categories can be viewed as exhibiting those perceptions. Further, to measure 

the associations not shared by the overall category (Keller, 2002), we calculate 

a brand’s net transcendence as the deviation of a brand’s own idiosyncratic 

associations from its category average. The new measure (net transcendence) 

is more informative than the value of raw transcendence as it ignores the cross-

category associations that are generic to the category and identifies those that 

are truly intrinsic to the brand itself.  
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The category-category associations (e.g. associations emanating from luxury to 

sports) are another useful piece of information that the brand network indirectly 

delivers in a novel manner. Previous literature suggests that entire categories 

(e.g. sports), not just individual brands, have their own personality space 

formed by user stereotypes (Levy, 1981; Keller, 1993). Despite the theoretical 

evidence on categories exhibiting their own associations (Keller, 1993; Batra et 

al, 2010), little work has been empirically done to identify them using  publicly 

available data sources. The brand network provides a unique way to highlight 

these category-category associations based on the indirect interests of social 

media users.  

 

Lastly, in addition to transcendence, there are brands that possess strong 

associations within their own category. These brands can be viewed as central. 

Centrality is defined in terms of the extent to which a brand shares association 

with other brands in its own category (Carpenter and Nakamoto, 1989; 

Nedungadi and Hutchinson, 1985).  The concept of centrality or typicality bears 

direct relation to a brand’s probability of recall, consideration and choice among 

consumers’ minds (Loken and Ward, 1990). These central brands are the ones 

that come first in consumers’ mind and serve as reference points in their 

category. It is worth mentioning that the constructs centrality and 

transcendence are not mutually exclusive; a brand can be strongly positioned 
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in its own category and still transcend onto specific categories. We expand on 

this notion further in the results sections using examples from the brand 

network. The construct ‘centrality’ is also discussed in section V.b for creating 

perceptual maps. In the section that follows, we define our constructs for 

transcendence using empirical data. 

Operationalizing Transcendence 
 

In this section, we outline the steps for obtaining transcendence by exploiting 

the connections of a brand in the network. For any given brand of choice, the 

first step is to disentangle its outgoing connections across the main categories 

– luxury, sports, food, travel, beer, technology, dining, retail, airlines, media and 

automotive. The outgoing links help to capture the transcending associations 

of a brand into the new category by calculating the proportion of its brand 

community interested in the new category.  

 

The algorithm, then, computes the weighted degree centrality of the brand 

across the different categories. Weighted degree centrality of a given brand 

along any new category, say luxury, is calculated as the sum of its outgoing 

weighted links to all luxury brands. The measure is then divided by the number 

of brands in the new category (luxury, in this case) to prevent categories with 

large number of brands from dominating the analyses.   
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1)  More formally, the set of brands in the network can be represented as B, 

where any individual brand 𝑏 𝐵. Brand categories, G,  are subsets of B, such 

as G  B. In general, a brand can belong to multiple categories. The 

transcendence of focal brand b onto a new category G is evaluated as: 

𝑡𝑏
𝐺 =

∑ 𝑤𝑏,𝑘𝑘𝐺 

|𝐺|
 

where ∑ 𝑤𝑏,𝑘𝑘 𝐺  is the summation of outgoing weighted links from brand b to 

all k brands in category G, and |𝐺| gives the number brands in category G.  

 

Considering a set of non-overlapping categories G1, G2………Gp , the 

transcendence of a brand b across p categories is a 1 x p dimensional vector: 

𝑡𝑏 = [𝑡𝑏
𝐺1   𝑡𝑏

𝐺2  𝑡𝑏
𝐺3…………….𝑡𝑏

𝐺𝑝
] 

In the transcendence vector 𝑡𝑏 , brand b’s association to its own category 𝐺𝑏 

essentially measures centrality (𝑡𝑏
𝐺𝑏 ). Higher the strength of this association, the 

more central the brand is in its own category. The transcendence vector of a 

brand can also be analyzed with respect to its competitors in the category. The 

1 x p dimensional vector 𝑡𝑏 can be further extended to a n x p matrix where n 

rows represent brands (𝑏1, 𝑏2 … … … … . . 𝑏𝑛), and p columns represent 

transcendence across the p categories  (see Figure 10, below). 
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[𝑡𝑏1

𝐺1    𝑡𝑏1

𝐺2   𝑡𝑏1

𝐺3…………….𝑡𝑏1

𝐺𝑝
] 

[𝑡𝑏2

𝐺1    𝑡𝑏2

𝐺2   𝑡𝑏2

𝐺3…………….𝑡𝑏2

𝐺𝑝
] 

……………………………… 

……………………………… 

…………………………….… 

[𝑡𝑏𝑛

𝐺1    𝑡𝑏𝑛

𝐺2   𝑡𝑏𝑛

𝐺3…………….𝑡𝑏𝑛

𝐺𝑝
] 

 

 

  

 

2)  The category-category level associations i.e. associations emanating from 

one category 𝐺𝑖 to another category 𝐺𝑝, are calculated as follows: 

 

𝑡𝐺𝑖

𝐺𝑝 =
∑ 𝑡𝑏

𝐺𝑝
𝑏 𝐺𝑖 

|𝐺𝑖|
 

 

where i  p. This measures the average transcendence of brands belonging to 

one category, say 𝐺𝑖, onto another category 𝐺𝑝 .  Using examples from the brand 

network, in Table VI below, we demonstrate how category-category 

associations are calculated for the automotive industry.   
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Figure 10. The transcendence matrix, tb
G, for n brands across p 
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Table VI. Obtaining c-c associations  

Brands   

(b 𝐺𝑖) 

 

Luxury ( 𝐺1) Sports (𝐺2) ……. Travel (𝐺𝑝) 

Audi (𝑏1) 𝑡𝑏1

𝐺1  𝑡𝑏1

𝐺2  ……. 𝑡𝑏1

𝐺𝑝
 

Mazda (𝑏2) 𝑡𝑏2

𝐺1  𝑡𝑏2

𝐺2  ……. 𝑡𝑏2

𝐺𝑝
 

BMW (𝑏3) 𝑡𝑏3

𝐺1  𝑡𝑏3

𝐺2  ……. 𝑡𝑏3

𝐺𝑝
 

Tesla  (𝑏4) 𝑡𝑏4

𝐺1  𝑡𝑏4

𝐺2  ……. 𝑡𝑏4

𝐺𝑝
 

…………… …………… …………… …….

. 

…………… 

…………… ……………. …………… …….

.. 

…………… 

Honda (𝑏𝑛) 𝑡𝑏𝑛

𝐺1  𝑡𝑏𝑛

𝐺2  …….

.. 
𝑡𝑏𝑛

𝐺𝑝
 

Category 

average 
𝑡𝐺𝑖

𝐺1 =  𝑡𝑎𝑢𝑡𝑜
𝑙𝑢𝑥𝑢𝑟𝑦

 

 

=
∑ 𝑡𝑏

𝐺𝑙𝑢𝑥𝑢𝑟𝑦
𝑏 𝑎𝑢𝑡𝑜

|𝑎𝑢𝑡𝑜|
 

𝑡𝐺𝑖

𝐺2 =  𝑡𝑎𝑢𝑡𝑜
𝑠𝑝𝑜𝑟𝑡𝑠

 

 

=
∑ 𝑡𝑏

𝐺𝑠𝑝𝑜𝑟𝑡𝑠
𝑏𝑎𝑢𝑡𝑜

|𝑎𝑢𝑡𝑜|
 

…….

.. 
𝑡𝐺𝑖

𝐺𝑝 = 𝑡𝑎𝑢𝑡𝑜
𝑡𝑟𝑎𝑣𝑒𝑙 

 

=
∑ 𝑡𝑏

𝐺𝑡𝑟𝑎𝑣𝑒𝑙
𝑏𝑎𝑢𝑡𝑜

|𝑎𝑢𝑡𝑜|
 

 

3)  To separate a brand’s own idiosyncratic associations ( 𝑡𝑏

𝐺𝑝
 ) from its category 

average (𝑡𝐺𝑖

𝐺𝑝 
) , we calculate the net transcendence of brand b onto category 𝐺𝑝  

as follows:  

𝑡_𝑛𝑒𝑡𝑏

𝐺𝑝 =  𝑡𝑏

𝐺𝑝 − 𝑡𝐺𝑖

𝐺𝑝
 

where b 𝐺𝑖 and i  p; positive values for 𝑡_𝑛𝑒𝑡𝑏

𝐺𝑝
 indicate individual brand’s 

transcendence to be above the category average and negative values indicate 

individual brand’s transcendence to be below the category average. Similar to 

the raw transcendence vector 𝑡
𝑏

𝐺𝑝
, the net transcendence vector of a brand b 

across p categories is: 
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𝑡_𝑛𝑒𝑡𝑏 = [𝑡_𝑛𝑒𝑡𝑏
𝐺1   𝑡_𝑛𝑒𝑡𝑏

𝐺2  𝑡_𝑛𝑒𝑡𝑏
𝐺3…………….𝑡_𝑛𝑒𝑡𝑏

𝐺𝑝
] 

The 1 x p dimensional vector 𝑡_𝑛𝑒𝑡𝑏 can be further extended to a n x p matrix 

where rows  represent n brands in a category and p columns represent the net 

transcendence of brands across the p categories (see Figure 11, below). The 

above matrix provides a more comprehensive view into the competitive 

landscape of brands by highlighting a brand’s own association as well as those 

of its competitors. In the next section, we discuss our results on cross-category 

maps and lay out important managerial implications. 

 
Figure 11. Net transcendence matrix 

 

Cross-Category Maps 
 

Depending upon the business objective, the category-specific insights, revealed 

through the brand network, can be visualized at three different levels : category-

category (c-c), brand-category (b-c) and brand-brand (b-b ). Using examples 

from the automotive and beer category, we present the results at three levels 

(c-c, b-c, b-b) and conclude by discussing the practical applications of the brand 
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network. Such analysis can be easily extended to other categories as well. 

Figure 12 (left) presents the c-c associations of the automotive category in the 

year 2017. Some of the prominent categories that the automotive fans are 

interested in include technology, sports, dining and luxury. The pattern is 

similar for the year 2020, except for the media category where the associations 

with the automotive category have increased (see Figure 12, right).  

 
 

Figure 12. C-C associations of the automotive category in the year 2017 (left) and 2020 

(right) 

 

Assessing the c-c associations provides a window into the broader interests of 

the automotive fans and shows which categories are most viable for co-

branding or brand extensions. For instance, the automotive brand Audi has 

previously successfully extended into the high-tech ski-clothing category where 

its own category’s associations (such as sports, luxury and technology) align 

well with the target category. Though the current analysis relies on 
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superordinate categories, depending upon the marketing objectives, these 

inter-category associations can be readily extended to subordinate categories. 

The assignment of brands to categories is flexible and can be simply changed 

by re-labeling the attributes in the network. 

 

 

Figure 13 Net transcendence matrix, 𝑡_𝑛𝑒𝑡
𝑏

𝐺𝑝, reflecting brand-category (b-c) 

associations of the automotive brands (year 2017). 

Categories having no associations with the auto brands have been eliminated from 

the heatmap. 

We next study the net transcendence , 𝑡_𝑛𝑒𝑡𝑏

𝐺𝑝
 , of brands (b-c) in the automotive 

category in Figure 13. All column values have been scaled, with positive values 
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associated with red coloring and negative values associated with blue coloring 

in the heatmap. Few auto brands have positive net transcendence across 

multiple categories - luxury, food, retail and technology. For example, Mercedes 

has a broad set of associations across multiple categories, even though its 

associations with its own category are low. This makes Mercedes high on 

transcendence but low on centrality. Brand fans of Mercedes engage more with 

a diverse set of brands in luxury, sports and technology categories than with 

other auto brands. On the other hand, there are brands like Toyota whose 

audience is primarily interested in the auto category and not engaged strongly  

with brands across categories, making it high on centrality but low on 

transcendence.  Overall, looking at the bottom half of the heatmap, we notice 

that car brands with high net transcendence across categories are generally the 

ones having lower centrality in their own category, for example Audi, Mercedes, 

Porsche, Tesla, Jaguar, BMW and Mazda. But certain brands are different -  

brands like Jeep and Mitsubishi which share strong associations within the auto 

category and also have moderate cross-category associations into technology 

and retail. Thus, centrality and transcendence are not strictly mutually 

exclusive, and a brand can be perceived to be both depending upon its 

associations in the network. 

 

Striking the right balance between centrality and transcendence can be critical 

and will depend upon where the brand wants to position itself in consumers’ 
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minds. For instance, for brands like Tesla, transcending into new categories 

(such as Technology, Luxury and travel) may be more important than 

strengthening their low associations in the car category. Or, on noticing strong 

current associations with the desired categories, it may seek a greater audience 

with auto enthusiasts in the future. Mainstream brands like Toyota, on the other 

hand,  may focus less on transcending onto new categories as long as their 

centrality in the automotive group remains strong.  

 

A brand’s associations in the transcendence matrix may reflect its marketing 

goals and advertising efforts, but those associations aren’t static. Brands may, 

for varied reasons, want to shift their associations to new categories in search 

of alliances or co-branding opportunities. Central brands may seek to become 

more transcendent in consumers’ minds to gain access to new markets. 

Similarly, transcendent brands may want to become more central to improve 

market shares. 
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Figure 14. Change in net transcendence over time. 

 

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

A
cu

ra

A
st

o
n

M
ar

ti
n

A
u

d
i

B
M

W

B
u

ic
k

C
ad

il
la

c

C
h
ev

ro
le

t

D
o

d
g

e

F
ia

tC
h
ry

sl
er

F
o

rd

G
M

C

H
o

n
d

a

H
y

u
n

d
ai

In
fi

n
it

i

Ja
g
u
ar

Je
ep

L
an

d
R

o
v

er

L
ex

u
s

L
in

co
ln

M
az

d
a

M
er

ce
d
es

M
in

i

M
it

su
b
is

h
i

N
is

sa
n

P
o
rs

ch
e

T
es

la

T
o

y
o

ta

V
W

Luxury
2017 2020

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

A
cu

ra

A
st

o
n

M
ar

ti
n

A
u

d
i

B
M

W

B
u
ic

k

C
ad

il
la

c

C
h
ev

ro
le

t

D
o

d
g

e

F
ia

tC
h
ry

sl
er

F
o
rd

G
M

C

H
o

n
d

a

H
y

u
n

d
ai

In
fi

n
it

i

Ja
g
u
ar

Je
ep

L
an

d
R

o
v

er

L
ex

u
s

L
in

co
ln

M
az

d
a

M
er

ce
d
es

M
in

i

M
it

su
b
is

h
i

N
is

sa
n

P
o
rs

ch
e

T
es

la

T
o

y
o

ta

V
W

Sports
2017 2020



 

 

78 

78 

Next, we examine the change in net transcendence of car brands, along luxury 

and sports categories, over time ( see Figure. 14). The dynamic plots for other 

categories can be analyzed in a similar way. It is interesting to observe, in Figure 

14, that the luxury associations have decreased for majority car brands, namely, 

Aston martin, Audi, BMW, Jaguar, Mini and Porsche. Few brands, on the hand, 

like Cadillac, Land Rover and Mercedes witness an increase in associations to 

luxury. The network’s ability to highlight this shift in brand’s associations over 

time can be of vital use to managers. It allows them to quantify the impact of 

their marketing campaigns (or other external events) on their brand’s 

associations. Timely intelligence can help them identify potential problems and 

take action. The brand network can also help managers take a more detailed 

look into the issue by uncovering the specific cross-category brand – brand (b-

b) associations that may have diminished over the course of time. 

 

Considering transcendence onto the sports category, we notice brands like 

Chevrolet, Dodge, Ford, Lincoln and Jeep move towards positive net 

transcendence in 2020. On the other hand, brands like Honda, Hyundai and 

Lexus move towards negative net transcendence in 2020. The transition to 

positive (or negative) net transcendence into sports could be caused by a 

number of reasons – brand’s marketing strategy, past co-branding alliances, 

embedded promotions or other external events. Though the current empirical 

work does not examine the causes for such shifts in brand positions, it provides 
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mangers with the timely intelligence on the subject. Future marketing studies 

can use this work as a foundation to further investigate the causes for changes 

in brand position over time.     

 
 

 
Figure 15. Net transcendence matrix, 𝑡_𝑛𝑒𝑡

𝑏

𝐺𝑝, reflecting brand-category associations of 

the beer brands (year 2017) 

Categories having no associations with the beer brands have been eliminated from 

the heatmap 

 

In Figure 15, we show the net transcendence , 𝑡_𝑛𝑒𝑡𝑏

𝐺𝑝
 , of beer brands along 

different categories. Brands like Budweiser, Budlight, Corona and Coors share 
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strong associations to the beer category (making them high on centrality) and 

also transcend onto other major categories like food and dining. Similarly, 

brands like Guinness and Lagunitas have low associations to the beer category 

(making them low on centrality) but show stronger associations across-

category to sports,  retail and luxury. Other brands with low centrality and high 

net transcendence include Sierra Nevada, which has strong associations to 

technology and travel categories. These category-specific brand insights arise 

from the audience’s co-interests with certain categories and, in a way, reflect 

the position of a brand in the audience’s minds. For instance, in Figure 15, we 

uncover the interests of Budlight’s audience across different categories and 

notice how its brand positioning is different from that of Sierra Nevada. While 

Budlight‘s audience is primarily interested in beer, food and dining, the 

audience of Sierra Nevada is heavily engaged with travel and technology 

brands. Due to this, the former is positioned strongly amongst food enthusiasts, 

while the latter resonates more with technology and travel fans. In the next 

section, we discuss other practical uses of the cross-category brand 

associations, particularly for competitor analysis and segmentation.  

Competitor Analysis 
 

One of the key aspects of branding is to create unique brand associations that 

are not shared by other competitors in the field ( Keller et al, 2002). These brand 

associations do not necessarily have to correspond to the physical or functional 
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attributes of the brand (e.g. look of a car, average mileage etc.) and can be a 

part of brand intangibles (Keller and Lehmann, 2006). Brand intangibles usually 

transcend physical attributes and are a common means by which marketers 

differentiate their brand from others (Kotler and Keller 2006; Keller, 2006). 

 

In this section, we outline how managers can use the brand network to identify 

the differentiating associations of a brand that are not shared by its closest 

competitors. First, we find the k-closest competitors of a focal brand (for 

example, Mercedes) from the brand network. For this, we use outgoing directed 

weights from Mercedes as a proxy for distance. There are many kinds of 

distance functions used to calculate the similarity among data points in nearest-

neighbor search– Euclidean, Manhattan, Hamming etc. In our case, the 

outgoing directed weights from the focal brand serve as a proxy for distance. 

Higher the weight between two brands, smaller the distance between them. 

Sorting the weights in descending order one can find the k-closest neighbors of 

Mercedes. For instance, if k = 2, the nearest neighbors of Mercedes are Audi 

and BMW (see Figure 16) 
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Figure 16. Nearest Neighbor Analysis for Mercedes (K = 30) 

 

Once the k-closest competitors have been identified, one can use the category-

specific brand associations from the transcendence matrix to identify a brand’s 

associations not shared by its competitors. Going back to the case of Mercedes, 

we analyze the brand associations of its 2-closest competitors, Audi and BMW, 

in Figure 17. Here, all column values have been scaled. While Mercedes has the 

strongest association to luxury and sports, Audi has a stronger hold in 
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technology category. BMW, on the other hand, has the strongest associations 

to travel among the three. Other prominent brand associations of Mercedes, not 

shared by its competitors, include those to beer, food and media.  On the 

centrality construct, we notice BMW and Audi outperform Mercedes with 

stronger associations to the automotive category. Overall, the such competitor 

analysis can help brand managers identify potential target audiences (or 

markets) and obtain precise information on who the competition really is; not 

as one perceived apriori by management but one based on the direct interest 

of the brand fans. 

 

 
 

Figure 17.Net transcendence matrix of Mercedes and its 2-nearest neighbors, Audi 

and BMW.  

The current analysis has been conducted for the year 2020 and can be easily obtained 

other time periods 
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The competitors can also transcend categories and might be potential 

candidates for future brand alliances. For example, non-automotive brands 

such as Microsoft, Nike, Monster Energy Drink, Puma, Google and Chanel are 

among the top nearest neighbors of Mercedes in the network. Could Mercedes 

and Chanel co-promote and co-brand, just as BMW and Louis Vuitton have done 

before? We believe that the different type of results presented by our method 

(c-c, b-c, b-b) may provide useful input to help answer such questions. 

Competitor analysis for any other brand can be conducted in a similar manner. 

In the next section we discuss another practical application of the brand network 

– Community Detection. 

Community Detection – Segmentation 
 

The study of market segmentation is fundamental to much of marketing 

research (Wind, 1978). To keep up with the increasingly crowded marketplace, 

managers constantly need to identify market segments that effectively capture 

who their competitors are, what do they offer and what type of customers do 

they attract (Ter Hofstede, et al. 1999). In the most generic form, market 

segmentation is defined as the strategy of dividing a large target market into 

smaller communities of consumers, businesses or countries that have similar 

user needs and preferences (McDonald et al. 2003). Another useful application 

of the brand network is its ability to reveal communities of brands that appeal 

to common Twitter users. A community membership is identified based on the 
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commonality among user groups, with respect to similar brand preferences or 

devotion to common brands.  

 

Taking the example of the automotive category, we show how standard 

community detection algorithms from network science can be used to reveal 

segments of auto brands. Specifically, we use Walktrap clustering algorithm 

(Pons et al. 2005), a hierarchical agglomerative method  to show how the  brand 

network can reveal  segmentation. The algorithm works on the idea of detecting 

areas of high density within the graph, through a random walk process. The 

basic idea is that if two brands lie in the same community, the probability of 

finding the third brand located in the same community, by a random walk 

process, should almost be the same as for the first two brands. The results of 

the algorithm are illustrated in Figure 18. To highlight the possible community 

structures at different hierarchical levels, the results are presented as 

dendrograms.  

 

For both the years 2017 and 2020, we notice cluster 1 (marked by blue labels) 

mostly consisting of popular high-end European and British auto brands such 

Audi, BMW, Porsche, Mercedes and Jaguar and Aston Martin. Similarly, cluster 

2 (marked by black labels) mostly consists of mainstream American and 

Japanese brands - Honda, Hyundai, Ford, Toyota and others.  Though the 

overall community structures remain consistent from 2017 to 2020, there are 
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few brands that show a change in membership over the years. In 2017, it is 

interesting to see the Japanese mainstream brand Mazda having dense 

connections with other  high-end luxury brands in the bottom cluster. Forbes 

(2017) mentions how Mazda, by offering premium amenities in its new model 

2017-Mazda CX-9 Signature, is considered the most luxurious vehicle that the 

Japanese brand maker has launched to date. “Mazda has never been 

considered a luxury brand, but maybe it’s time to reconsider that classification”  

- Forbes (2017)5.  Autoguide also mentions how the brand aims to achieve 

premium positioning through some of its latest upscale models; its branding 

strategy being clearly effective as seen through its  positioning in the luxury 

cluster in 2017. The analysis for the year 2020 (both transcendence matrix and 

community detection), however, shows that Mazda is unable to retain its 

associations to luxury, and moves to the cluster containing mainstream auto 

brands. Similarly, we notice the premium brand, Acura, move to the luxury 

cluster in 2020.  Another example is Tesla, which moves to a single-brand 

cluster in 2020, hinting at its new exclusive position in users’ minds that is 

different from other luxury or mainstream auto brands, arising from its 

emerging popularity in electric vehicles. Such timely intelligence on the shift of 

 

5 Forbes (2017), 2017 Mazda CX-9 Signature Test Drive And Review: Luxury Without The 
Brand, retrieved from - https://www.forbes.com/sites/jasonfogelson/2017/01/23/2017-
mazda-cx-9-signature-test-drive-and-review-luxury-without-the-brand/#768ae1927d6c 
 

https://www.forbes.com/sites/jasonfogelson/2017/01/23/2017-mazda-cx-9-signature-test-drive-and-review-luxury-without-the-brand/#768ae1927d6c
https://www.forbes.com/sites/jasonfogelson/2017/01/23/2017-mazda-cx-9-signature-test-drive-and-review-luxury-without-the-brand/#768ae1927d6c
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a brand’s cluster membership can help managers track the effectiveness of their 

marketing strategies over time.  The communities reflect the competitive market 

structures existing in the auto-market and can provide knowledge on the 

possible co-consideration patterns in users minds.   

 

 

 
Figure 18. Communities obtained using Walktrap algorithm. 

Top dendrogram corresponds to year 2017, bottom dendrogram corresponds to year 

2020 
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Discussion  
 

In the past decade, the importance of effectively eliciting brand associations has 

become an emerging topic of interest for all brand owners. Besides the obvious 

tangible associations of a brand that relate to its physical attributes (e.g. 

mileage of a car, horsepower), there are another set of intangible associations 

that the go beyond the functional attributes of a brand and even transcend 

categories. Brand associations pertaining to categories, despite being vital for 

various managerial decisions (such as co-branding, licensing and brand 

extensions), are an understudied topic in marketing literature. Some of the 

greatest brands in the world have defied category norms and transcended their 

initial market boundaries to achieve much more, for example Apple and GE 

(Keller, 2014).  

 

Our work provides a novel methodological tool to managers for studying the 

category-specific associations of their brands, as well as those of their 

competitors and allies, in a timely manner. Depending upon the marketing 

objectives, the cross-category associations can be visualized at different levels 

: category-category, brand-category and brand-brand.  We introduce a new 

construct, transcendence, that measures how a brand transcends its own 

category to connect with others across categories. Asymmetry among brand 

pairs is taken into account to calculate the transcending associations of a brand 
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onto new categories. The transcendence of a brand along any given category, 

say sports, is based on the outgoing links that capture the proportion of a 

brand’s followers interested in the sports category. Another critical avenue of 

future research could be to analyze different possible co-branding scenarios by 

studying both incoming and outgoing associations of a brand. Studying the 

incoming associations to the focal brand from a new category (say, sports) 

would help answer the question - What percentage of sports fans are interested 

in me? From a brand’s perspective, both questions may be equally important 

before establishing any co-branding deals, and analyzing them simultaneously 

would help to create more nuanced insights. 

 

Overall, the analysis is conducted at two time periods to track shifts in brand 

transcendence; this allows brand managers to assess the effectiveness of their 

marketing strategies or gauge the impact of external events on their brand’s 

associations in users’ minds. The different levels of analyses also help to 

answer why certain co-branding opportunities are more viable than others. For 

example, assessing the c-c associations provides a window into the broader 

interests of automotive fans and shows specific categories (such as technology, 

sports, dining and luxury) are more viable for co-branding than others. Going 

one step further, b-c associations capture the transcendence of brands onto new 

categories and show why certain categories for co-branding opportunities may 

hold more promise than others. For instance, investigating the transcendence 
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vector of Mercedes, we notice how a large percentage of Mercedes’ fans are 

engaging with luxury, technology, travel and sports – making them as suitable 

categories for co-branding. Finally, at b-b level, we find brands such as 

Microsoft, Nike, Monster Energy Drink, Puma, Google and Chanel among the 

closest neighbors of Mercedes in the network. Clearly Mercedes fans, as 

revealed through the previous b-c analysis, are interested in technology, sports, 

and luxury. We believe that the different types of results presented by our 

method (c-c, b-c, b-b) may help inform managers why certain co-branding 

opportunities hold more promise than others. 

 

Managers can use brand networks for other marketing goals as well. First, 

competitor analysis helps to identify the closest competitors of a brand and 

uncover differential associations of each brand in the competing group. Second, 

employing standard clustering algorithms on the network allows managers to 

identify communities of brands with similar user preferences; this provides an 

alternate view of consumer segments based on direct data on their diverse 

interests.  Both these practical applications of the brand network can be easily 

implemented by marketing practitioners to get timely estimates on their brand’s 

competitive landscape. In the next section, we discuss the usefulness of brand 

networks for studying the relative positioning of competing brands using 

perceptual maps.  
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b) Mapping Brand Positioning 
 

Understanding brand positioning is a crucial area of research in marketing. 

According to Keller (2002; 2014), brand positioning is the “act of designing the 

company’s offering and image to occupy a specific place in the minds of the 

target market”.  In more general terms, positioning describes how a brand is 

perceived in the minds of consumers, relative to its competitors.  Traditional 

survey approaches, typically used for inferring brand positioning, can be 

cumbersome and costly. Other digital approaches relying on online user 

generated content and browsing history have been known to suffer from 

potential limitations such as biased content, substantial manual intervention 

and privacy regulations. Our study provides a new, scalable approach for 

inferring brand positioning using implicit brand-to-brand networks on Twitter.  

Perceptual maps, drawn from the brand network, map the competitive 

landscape of brands along two dimensions – centrality and distinctiveness. 

Managers can use these maps to draw strategic assessments of the market, 

identify competing brands, evaluate effectiveness of their marketing activities, 

and redefine branding strategies. Consistently strong correlation between our 

automated approach and external survey ratings, average r = 0.7 and p < 0.001, 

validate the effectiveness of our novel methodology. 
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Compared to recent network-based approaches that focus on mapping product 

positioning using large-scale clickstream data (Ringel and Skiera, 2016), our 

method focusses on a more reliable privacy-friendly data source, that is, 

followership patterns on Twitter. The use of clickstream data has many 

limitations ranging from issues in tracking accurate user activity (due to use of 

multiple devices and widespread use of VPNs) to strict data privacy regulations 

(Bucklin and Sismeiro, 2009; Malhotra et al, 2004). Further in contrast to Ringel 

and Skiera’s work which focuses on aggregate-level product information 

contained in a single website, brand networks provide insights into dis-

aggregate level information across brands in multiple categories. This 

information can be useful for analyzing both within-industry competition and 

across-industry complementarities. With their ability to incorporate consumer 

interest across a broad brand ecosystem, brand networks provide useful 

information to 1) identify relative positioning of competing brands, 2) co-

branding opportunities across industries 3) identifying target audience and 4) 

assess the impact of digital branding efforts. 

Theoretical Foundation  
 

In terms of theoretical contribution, our work is built on two core areas of 

marketing literature - brand associative networks (Henderson et al, 1998; John 

et al, 2006) and brand positioning (Keller, 1993, 2014; Sujan and Bettman, 1989). 

In Figure 19, we show how our work knits these two research areas in an 
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empirical setting. At a high level, we first extract the transcendence matrix of 

competing brands to highlight the perceived associations of brands into 

different categories.  While some brands are found to possess strict category 

associations (Anderson and Spellman, 1995), there are others found to violate 

category norms and have diverse associations across categories (Brexendorf 

and Keller, 2017). Here, brands with high shared associations within their own 

category are viewed as central. Centrality is defined in terms of the extent to 

which a brand shares association with other brands in its own category 

(Carpenter and Nakamoto, 1989; Nedungadi and Hutchinson, 1985).  The 

concept of centrality or typicality bears direct relation to a brand’s probability 

of recall, consideration and choice among consumers’ minds (Loken and Ward, 

1990). These central brands are the ones that come first in consumers’ mind 

and serve as reference points in their category, for example, Toyota in cars and 

Budweiser in beers (Dawar and Bagga, 2015).  
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Figure 19. Obtaining Centrality-Distinctiveness Maps 

 

Similarly, the across-category associations of a brand, in the transcendence 

vector,  are used to discern the distinctiveness of brands in consumers’ minds. 

Both the number of connections to different categories as well as the weighted 

sum of links are used to calculate a brand’s distinctiveness. Distinctiveness, a 

cognitive outcome of differentiation, allows brands to violate category norms 

and enjoy a unique position in the minds of consumers (Zhou and Nakamoto, 
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2007; Barone and Jewell, 2013). Across-category links represent unique brand 

associations not shared by the overall product category and help to differentiate 

a brand from its competitors (Keller, 2002). Such distinctive brands, like Tesla 

in cars or Guinness in beers, avoid direct competition from central players in 

the industry and enjoy a sense of differentiation (Dawar and Bagga, 2015).  

 

Unlike Dawar and Bagga (2015), who rely on traditional surveys to infer a 

brand’s position in terms of centrality and distinctiveness, our automated 

approach provides an efficient and inexpensive way to create similar perceptual 

maps using publicly available social media data. Second, we provide a highly 

generalizable method that allows researchers to go beyond the numerical 

centrality-distinctiveness values and study the exact overlapping interests of 

their brand communities. For example, high across-category links of Starbucks 

with Wholefoods or Hyatt with American Air are not just outcomes of mere 

chance but an opportunity for future enquiry for all brand owners. Such brand 

knowledge can help managers identify potential target audiences, not as one 

assumed by management but one perceived by consumers’ direct interests.  

 

One obvious concern facing studies using users’ interests from social media 

source is: to what extent do brand fans on social media represent the general 

population? Do certain Twitter brands accounts slant towards a specific 

audience, say younger individuals for instance. Initial inquiries have reported 
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that followership data on Twitter successfully captures brand-attribute 

perceptions beyond demographic similarities (Culotta and Cutler, 2016; El 

Gazzar and Mourad, 2012). In our results section, we investigate this issue 

further by examining the demographic influence of Twitter followers. In the next 

section, we describe the process for inferring brand positioning using 

perceptual maps. 

Methodology and Results 
 

We propose a stepwise process for inferring brand position, see Figure 20. The 

first step is to obtain the transcendence vector of a brand b that highlights its 

associations across different p categories, 𝑡𝑏 = [𝑡𝑏
𝐺1   𝑡𝑏

𝐺2  𝑡𝑏
𝐺3…………….𝑡𝑏

𝐺𝑝
] . In 

the second step, the within and across-category associations are analyzed 

separately to obtain values on centrality and distinctiveness. In the 

transcendence vector 𝑡𝑏, brand b’s association to its own category 𝐺𝑏 essentially 

measures centrality (𝑡𝑏
𝐺𝑏 ). Brands that have high  𝑡𝑏

𝐺𝑏    share strong consistent 

associations within their own category and are perceived to be central. 

Similarly, the across-category associations of a brand, in the transcendence 

vector 𝑡𝑏
𝐺𝑏,  are used to discern the distinctiveness of brands in consumers’ 

minds. Using Opsahl (2010), both the number of connections to different 

categories as well as the weighted sum of links are used to calculate 

distinctiveness, 𝐷𝑖 of brand 𝑏𝑖 , as follows –  
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𝐷𝑖 = 𝐾𝑖  ×  (
𝑆𝑖

𝐾𝑖
)

𝛼

=   𝐾𝑖
1−𝛼  ×  𝑆𝑖

𝛼    

where 𝐾𝑖 is the number of non-zero category connections of 𝑏𝑖,  𝑆𝑖 is the row 

sum of the transcendence vector and  is the tuning parameter which is set to 

0.5.  = 0.5 ensures that both the number of categories, 𝐾𝑖 ,  and weighted sum 

of links to different categories, 𝑆𝑖, are given equal importance in the formulation. 

The construct is refined further to separate a brand’s own idiosyncratic 

associations from its category average. This helps to obtain the differential 

associations of a brand not shared by the overall category.  

 
Figure 20. shows the stepwise process for inferring brand position.  
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The next step is to create perceptual maps along the two dimensions: centrality 

and distinctiveness. All values have been scaled from 0-1. Each data bubble 

corresponds to an individual brand and is sized proportional to its market share. 

Market share for all brands, except automotive, is collected from Euromonitor 

Passport (formally known as Global Market Information database or GMID).  For 

the automotive industry, total vehicles sold for each brand are collected from 

the auto sales data tracking website GoodCarBadCar.net. We start by examining 

the perceptual map for the beer industry in Figure 21.  

 

Figure 21. Perceptual map for the beer category 
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Budweiser, Budlight, Miller, Coors and Corona are positioned at the high 

centrality zone, accounting for more than 40% of the North American Beer 

Industry. High values of centrality imply a large overlap of audience interest 

from other beer brand communities. To examine the underlying network 

structure leading to these high centrality values, we extract the subgraph of 

beer brands in Figure 22. Indeed, we notice Budweiser, Budlight, Miller, Coors 

and Corona to be the core players with associations to almost all other beer 

brands. Due to their shared popularity among a large group of beer admirers 

and strong category associations, we call these brands central. These brands 

are most representative of their category and come first to mind to the widest 

group of people.  
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100 

 

Figure 22. Subgraph of beer brands 

 

Brands with low centrality on the perceptual map, such as Guinness and 

Carling, are the ones that do not share a lot of connections with other beer 

brands in the network. In other words, their brand communities do not 

significantly overlap with that of other beer brands. However, in the case of 

Guinness, a large proportion of its brand community (more than 90%) overlaps 

with brands from industries such as Luxury, Apparel/Footwear, Retail and 

Restaurants, leading to high across-industry network links (see net 
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transcendence matrix in Figure 15). These across-category links represent 

unique brand associations not shared by the overall category and help to 

differentiate a brand from its competitors. Therefore, such brands (e.g. 

Guinness) are perceived to be distinctive. 

 

Another interesting example is that of Samuel Adams. The brand shares a large 

proportion of its brand community with many non-beer brands (leading to high 

across-industry links) as well as multiple beer brands (leading to moderately 

high within-industry links); positioning it as highly distinct and also moderately 

central.  There is also a set of brands that rank low both on centrality and 

distinctiveness. Examples include old Milwaukee, Pabst, Labatt and few others. 

Low centrality values on both axes means that these brands do not share 

consumer co-interest with other brands in the network, regardless of the 

industry type. These brands usually occupy a peripheral position in the network. 

Figure 23 shows the perceptual map for the automotive industry. 



 

 

102 

102 

 

Figure 23. Perceptual Map for the Automotive Category 

 

Generally considered to be conventional brands, Ford, Chevrolet, Toyota and 

Honda fall in the high centrality zone and account for more than 40% sales. 

These central brands are the ones that consumers perceive as core in a 

category. Their low across-industry centrality reflects the fact that they share 

brand audience with mostly auto brands and no other categories. They may 

lack on distinctiveness but are very popular among consumers interested in 
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auto. On the other hand, brands such as, Mercedes, Audi, Porsche and Tesla 

share brand audience with many non-automotive brands – leading to high 

across-industry scores and a therefore a distinctive brand image. For instance, 

Mercedes is the most distinctives brand with associations from luxury, airlines, 

apparel and other non-automotive brand categories (see net transcendence 

matrix in Figure 13).  In Figure 13, we uncover the interests of Toyota’s and 

Mercedes’ audience by analyzing the data on what other brands they are 

interested in. It is interesting to note the contrast between Mercedes’ and 

Toyota’s brand communities. Mercedes has a diverse brand audience 

compared to Toyota’s predominantly automotive followers. This speaks of the 

conventional central image of Toyota among cars in general. Perceptual maps 

for the other industries can be obtained similarly.  

 

One major concern facing studies using social media data is how online brand 

fans represent the general customer base of brands. Studies have reported that 

the use of Twitter brand followers for marketing research has proven to be 

reliable source for inferring brand perceptions, free from any major 

demographic biases (Culotta and Cutler, 2016). We investigate this issue further 

by running two sets of regression analyses, including age and gender of Twitter 

brand followers, to identify any major demographic factors affecting our final 

brand perceptions - centrality and distinctiveness. We collect the publicly 
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available demographic information of Twitter brand followers from 

Zoomph.com for a set of 142 brands. The model (N = 142) is given below –  

 

𝐶𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑡𝑦𝑛𝑒𝑡𝑤𝑜𝑟𝑘 = 𝐺𝑒𝑛𝑑𝑒𝑟 + 𝐴𝑔𝑒1 +  𝐴𝑔𝑒2 + 𝐴𝑔𝑒3 + 𝐴𝑔𝑒4;  

𝐷𝑖𝑠𝑡𝑖𝑛𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑛𝑒𝑡𝑤𝑜𝑟𝑘 = 𝐺𝑒𝑛𝑑𝑒𝑟 + 𝐴𝑔𝑒1 + 𝐴𝑔𝑒2 +  𝐴𝑔𝑒3 + 𝐴𝑔𝑒4 

 

𝐶𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑡𝑦𝑛𝑒𝑡𝑤𝑜𝑟𝑘  and 𝐷𝑖𝑠𝑡𝑖𝑛𝑐𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠𝑛𝑒𝑡𝑤𝑜𝑟𝑘 are measures derived from the 

brand network. Gender is the percentage of a brand’s followers that are males. 

Age1-4   are the percentage of brand followers that are 18-24, 23-38, 39 - 54, and 

55 + years old. For both models, we find none of the age variables significant (p 

> 0.05). We do find gender to be significant for both cases, p < 0.01, with a 

slightly more male audience predicting centrality and distinctiveness. However, 

the adjusted R2 for models is very small, r2 < 0.2, meaning that the effect is not 

substantially driving the network measures.  

Validation 

 

To validate the effectiveness of our methodology, we compare the brand ratings 

from our automated approach with directly elicited survey ratings. We conduct 

the survey through Amazon Mechanical Turks, AMT, which has proven to a 

reliable source for conducting social science research (Buhrmester et al., 2011; 

Mason and Suri, 2012). Overall, researchers find AMT to be a valuable subject 

recruitment tool with demographic characteristics of MTurks being more 
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representative and diverse than student samples typically used in experimental 

research (Berinsky et al, 2012). Particularly for the purpose of inferring brand 

image perceptions, Culotta and Cutler (2016) find survey ratings collected on 

AMT to be free from any potential demographic biases. 

 

 Although AMT is generally considered a valid subject recruitment tool, we ask 

our survey respondents to report information on their income, age and gender 

to account for any demographic influence in our sample. Participants are 

required to be located in the United States and be 18+ years of age. A successful 

completion record of at least 100 prior assignments with 90% acceptance rate 

is required for all survey respondents. Participants were asked to rate a brand, 

on a scale of 1 – 5, on centrality and distinctiveness. Brands were grouped by 

sector and separate surveys, consisting of 250 participants each, were 

conducted for beer and automotive brands. The brand order was randomized, 

and attention filters were included to identify any invalid responses. A separate 

column on brand recognition is provided where respondents can mark brands 

not familiar to them. Recognition rates varied from 100% for brands like Honda, 

Toyota and Budlight to 50% for brands like Carling and Lagunitas. 

 

Finally, we computed average survey ratings for each brand along the 

dimensions, centrality and distinctiveness.  We, then, create scatter plots for 

Survey vs Network measures in Figure 24, 25, 26 and 27. We find the 
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correlations to be sufficiently high with p < 0.001 in every case, encouraging the 

use of brand networks for future marketing research. The average correlation 

coefficient is 0.7, with the strongest correlation of 0.8 for beer brands along the 

distinctive dimension.  

 

 

Figure 24 Survey vs Network Correlation for Centrality: Beer brands 
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Figure 25. Survey vs Network Correlation for Distinctiveness: Beer brands 

 

Figure 26. Survey vs Network Correlation for Centrality: Car brands 
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Figure 27. Survey vs Network Correlation for Distinctiveness: Car brands 
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The average Spearman coefficient is 0.7 across all categories, suggesting that 

the strong association still remains. 

 

We perform additional validation checks to ensure that the demographics of the 

survey respondents are not influencing their perception on centrality and 

distinctiveness. Figure 28 shows the demographic characteristics of the survey 

respondents. The gender distribution is fairly balanced, and the mean sample 

income lies between 30K – 99K. Majority of the survey respondents are between 

25 – 44 years, which corresponds to average age of brand followers on Twitter.  
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Figure 28. Demographics of survey respondents 
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We computed the correlations between survey ratings of different demographic 

categories to identify any major shifts in brand perceptions based on gender, 

age or income. We find consistently high correlations, average r = 0.8, for all 

categories (included in Appendix D). This suggests that the survey ratings are 

not influenced by the age, gender or income levels of the participants. Further, 

high correlation of the survey ratings with our automated approach prove that 

the overall brand perceptions on centrality and distinctiveness are free of any 

demographic biases. Naturally, there may be other sources of biases, such as, 

both Twitter followers and AMT respondents spend more time online than an 

average consumer. However, this is beyond the scope of our  

Discussion 
 

In the past decade, the importance of effectively mining consumer perceptions 

to infer brand positioning has become an emerging topic of interest for all brand 

owners. Typically, marketers have relied on surveys and focus groups to 

measure how consumers perceive brands as similar or different from their 

competitors. Even though surveys provide a direct way to capture consumer-

brand perceptions, they are limited in terms of reach across consumers and 

brands. Recruiting and maintaining a large set of survey participants also leads 

to cost and time constraints for managers.  
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With the digital media revolution and widespread social media adoption, digital 

footprints of consumers provide an excellent source for inferring a brand’s 

position. Some of the popular digital traces commonly used in brand 

management include online user generated content and browsing behavior. 

Though current big data technologies allow easy access to this type of digital 

content, such information may suffer from potential limitations such as biased 

content (Gao et al, 2015), substantial manual intervention (Culotta and Cutler, 

2016) and privacy regulations (Bucklin and Sismeiro, 2009).  

 

Addressing this issue, we propose a big data approach for inferring brand 

positioning using implicit brand-to-brand networks. Unlike social networks, a 

link in a brand network does not reflect a node’s decision to voluntarily connect 

with others; instead it reflects aggregated preferences of many Twitter users 

(i.e. their co-following patterns on Twitter). Thus, links forming the network are 

“tacit” - an outcome of shared interests. The key contribution of our work is to 

introduce these new types of digital artifacts for capturing audience interests 

across a large ecosystem of brands, without extensive pre-processing and 

machine learning expertise. 

 

 Compared to extant data mining approaches that rely on substantial human 

intervention, this unsupervised automated approach lets practitioners study the 

relative positioning of their brand not only against a set of common competitors 
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but to any other brand in the ecosystem.  Specifically, the inclusion of network 

derived measures allows one to go beyond numerical brand ratings and 

conduct a granular assessment of why that rating occurs. For instance, 

disentangling the links of Mercedes’s brand community across categories 

shows how the brand is distinct from others in the same category. With an 

average correlation of 0.7 with directly elicited survey ratings, this large-scale 

data driven approach provides reliable means to automatically infer brand 

position. 
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VI. CONCLUSION AND FUTURE RESEARCH 
 

 

Your consumers matter, and so do their preferences. Managers may often feel 

that they know what their brand represents. However, this apriori belief is more 

reflective of their aspirations from intended marketing strategies, rather than 

actual consumer beliefs (Henderson et al, 1998). In the past decade, the 

importance of effectively eliciting brand associations has become an emerging 

topic of interest for all brand owners. Besides the obvious tangible associations 

of a brand that relate to its physical attributes (e.g. mileage of a car, 

horsepower), there are another set of intangible associations that the go beyond 

the functional attributes of a brand and even transcend categories. Despite 

being vital for various managerial decisions (such as co-branding, licensing and 

brand extensions), cross-category associations of brands are an understudied 

topic in literature. Some of the greatest brands in the world have defied 

category norms and transcended their initial market boundaries to achieve 

much more, for example Apple and GE (Keller, 2014).  

 

Information networks, with their inherent ability to incorporate user choices 

over a large brand ecosystem, provide a novel and scalable approach for 

inferring key brand associations over time.  While traditional methods consider 

a limited set of brands and consumers, the brand network captures millions of 

user-brand interactions across hundreds of brands in multiple categories; thus, 
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uncovering a broader picture on both within-category competition and across-

industry complementarities. With most of the data collection and network 

analyses automated, the brand network acts as an effective business 

intelligence tool to deliver insights into users and brands in a timely manner. 

 

For a brand network to provide reliable branding knowledge, statistical 

inference on the network is required to establish that associations between 

brands do not arise from randomness, but from specific user interests. We 

employ Exponential Random Graph Models (ERGM) from network science to 

understand the key factors which drive associations between brands. The 

ERGM model reveals a mix of network and individual level brand characteristics 

that help explain the formation of links between brands; thereby disclosing a 

set of latent brand characteristics that users determine while co-following 

brands on social media. Some of the significant effects include homophily 

based on category, cross-category interactions between certain pairs (such as 

Automotive-Sports, Travel-Restaurants, Apparel-Personal Care) and frequency 

of a brand’s engagement with online fans. Linking to previous literature, cross-

category associations of brands are known to be crucial for coordinated 

promotions, embedded premiums and positioning strategies (Henderson, and 

Arora 2010; Leeflang and Parreño-Selva 2012); however, there is little or no 

evidence on identifying these cross-category effects based on empirical social 

media data. Our study helps to bridge this gap in the existing literature. 
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After the statistical significance of the brand network is established, we 

introduce an automated scalable approach for eliciting the associations of a 

brand over time. A new construct, brand transcendence, is defined to capture 

the diverse associations of a brand onto new categories. By incorporating 

asymmetry into the transcendence vector, we are able to determine the 

proportion of a brand’s fans interested in a new category. Keller (2003), in his 

seminal work on brand extensions, mentions that higher the shared 

associations between the brand and the new category, greater is the perception 

of fit. Our study provides a new methodological tool to identify these shared 

associations between brands and categories using publicly available social 

media data. The new construct, transcendence, measures the fit of brands into 

new categories; not as one identified by management apriori but as one 

perceived by the direct interests of users on social media. Overall, the analysis 

is conducted at two time periods to track changes in net brand transcendence; 

this allows brand managers to assess the effectiveness of their marketing 

strategies or gauge the impact of external events on their brand’s associations 

in users’ minds. 

 

Furthermore, depending upon the marketing objectives, the results can be 

visualized at three different levels : category-category, brand-category and 

brand-brand. The different levels of analyses (c-c, b-c and b-b) help to answer 

why certain co-branding opportunities are more viable than others. For 
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example, assessing the c-c associations provides a window into the broader 

interests of automotive fans and shows specific categories (such as technology, 

sports, dining and luxury) are more viable for co-branding than others. Going 

one step further, b-c associations capture the transcendence of brands onto new 

categories and show why certain categories for co-branding opportunities may 

hold more promise than others. For instance, investigating the transcendence 

vector of Mercedes, we notice how a large percentage of Mercedes’ fans are 

engaging with luxury, technology, travel and sports – making them as suitable 

categories for co-branding. Finally, at b-b level, we find brands such as 

Microsoft, Nike, Monster Energy Drink, Puma, Google and Chanel among the 

closest neighbors of Mercedes in the network. Clearly Mercedes fans, as 

revealed through the previous b-c analysis, are interested in technology, sports, 

and luxury. We believe that the different types of results presented by our 

method (c-c, b-c, b-b) may help inform managers why certain co-branding 

opportunities hold more promise than others. 

 

Managers can use brand networks for other marketing goals as well. First, 

competitor analysis helps to identify the closest competitors of a brand and 

uncover differential associations of each brand in the competing group. Second, 

employing standard clustering algorithms on the network allows managers to 

identify communities of brands with similar user preferences; this provides an 

alternate view of consumer segments based on direct data on their diverse 
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interests. Both these practical applications of the brand network can be easily 

implemented by marketing practitioners to get timely estimates on their brand’s 

competitive landscape. The analysis allows managers to track their own 

audience’ interests as well as those of their competitors (or allies) in a fast and 

inexpensive manner.  

 

Perceptual maps, obtained from the network, help uncover the competitive 

landscape of brands along the dimensions: centrality and distinctiveness. To 

investigate the usefulness of our proposed methodology, we validate the 

findings from our automated approach against external survey ratings and 

conduct extensive robustness checks to ensure reliability of underlying Twitter 

data. This approach, leveraging large scale social media data provides an 

alternative to traditional survey and focus group-based methods which can be 

expensive and cumbersome, and also limited in terms of reach across 

consumers and brands. The core contribution is a new methodological tool that 

not only provides an efficient way to infer a brand’s position, but also give 

granular insights into why that positioning occurs. For instance, disentangling 

the links of Mercedes’s brand community in the transcendence matrix shows 

how the brand is distinct from others in the same category. 

 

From a methodological  standpoint, the implicit brand networks, introduced in 

the paper, condense the high dimensional interest space of millions of brand 
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followers to a reduced form representation which is more amenable for 

research and business application purposes. Compared to extant digital 

approaches that rely on extensive pre-processing and machine learning 

expertise, our straightforward automated approach is largely unsupervised and 

makes minimal assumptions on the underlying data. More specifically, with 

most of the data collection and network analyses automated, the brand network 

acts as an effective business intelligence tool to deliver insights into potential 

co-branding opportunities in a close to real time setting.  

 

Overall, our approach offers a number of benefits to marketers, and also 

identifies avenues for future research. Though we use Twitter brand 

communities for our analysis, it will be interesting to compare Facebook and 

Instagram “fan” relationships. Brand networks on different platforms can vary 

based on a number of factors such as user demographics, user age, industry or 

brand’s marketing strategy.  Consistency of brand associations across different 

platforms will provide additional validation findings and reveal meaningful 

insights if substantial differences are observed.  The analyses presented in this 

paper is limited to brands which maintain active Twitter accounts; while most 

of the top brands do have active Twitter pages, a few may not. Given the large 

set of brands considered (~500), this does not impact our analyses and findings. 

Considering that certain brands may be active on specific social media 

platforms, it will be interesting to examine combined analyses of multiple brand 
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networks.  Varying content on brand pages and different approaches taken by 

brands may also affect consumers’ decisions to follow brands. For instance, we 

notice a few brands to post general news content rather than actual brand 

related information. While this appears to occur rarely in our data, it can be 

useful for future research to identify and adjust for such cases. One could, also, 

extend the analysis to bi-partite graphs and create massive explicit networks 

representing user-brand followership on social media. This information can be 

used for multiple business scenarios including targeted marketing, 

deconstruction of online consumer behavior and demand prediction. Other 

potential extensions include enriching the underlying data with demographics 

of Twitter users to ascertain that inter-brand relationships arise due to genuine 

user choices and marketing efforts, and not due to demographics of brand 

followers. 

 

 

Overall, the aim of our work is to provide useful tools to researchers and 

practitioners interested in automatically monitoring brand associations and 

positioning over time. Large scale data focused methods for brand 

management are relatively new and present many opportunities for future 

research. We hope the methods introduced in this dissertation serve as a 

foundation for researchers interested in leveraging implicit brand networks for 

gaining insights into consumers and brands.  
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VIII. APPENDICES 
 

APPENDIX A  
 
Sensitivity to Edge Weights  

 

We use Jaccard Similarity (Pan et al, 2010 ; Culotta and Cutler, 2016) and 

conditional probability (Ringel and Skiera, 2016) to compute normalized brand-

brand links in the network. In this section, we analyze the alternative weighting 

choices, available in the network literature, to ensure consistency of our final 

results.  

 

Jaccard Coefficient. By including the size of brand communities in the 

denominator (|A| and |B|), the Jaccard index prevents large brands from 

dominating the network analyses measures (Pan et al, 2010). It measures 

similarity between two sets of brand communities as the intersection of the two 

sets divided by their union -  

𝐽(𝐴, 𝐵) =  
| 𝐴 ∩ 𝐵 |

| 𝐴 ∪ 𝐵 |
  =  

|𝐴 ∩ 𝐵|

|𝐴| + |𝐵| − |𝐴 ∩ 𝐵|
 

 

Cosine Similarity. Treating the follower lists as vector representations, the 

cosine similarity (Manning, 2008) between two brand communities, A and B, is 

calculated as follows – 

𝐶 (𝐴, 𝐵) =   
|𝐴 ∩ 𝐵|

√|𝐴| × √|𝐵|
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The effect of the denominator is to normalize the size of the brands, and thus 

prevent large brands from dominating the analyses, as in Zhang et al (2016). 

 

Conditional Probability.  Capturing local competitive asymmetry between node 

pairs is critical when one node exerts a higher relative weight than other. For 

instance, 63% of B’s fans follow A, but only 50% of A’s fans also follow B in 

figure below.  

 
 

 
 

 

Ringel and Skiera (2016) propose conditional probability as an effective way to 

capture local asymmetric relationship between product pairs. This intuitive 

measure is calculated as follows -  

𝑃(𝐴|𝐵) =   
|𝐴 ∩ 𝐵|

|𝐵|
 

In contrast to the symmetric relations (i.e. undirected edges) produced by 

Jaccard and Cosine similarity, conditional probability produces asymmetric (i.e. 

directed) edges.  
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Table VII and VIII display the correlation values for the centrality measures (both 

within and across category) calculated using the alternative weighting schemas. 

Consistently high correlation suggest that our main metrics hold across a wide 

range of edge weighting functions, thus confirming the validity of our approach. 

 

 
 
 
 

Table VII. Correlations for Within-category Centrality calculated for alternative 

weighting schemas 

 

 Jaccard Cosine Conditional Probability 

Jaccard 1 0.99 0.84 

Cosine  1 0.86 

Conditional Probability   1 

 

Table VIII. Correlation for cross-category centrality calculated for alternative 

weighting schemas 

 Jaccard Cosine Conditional Probability 

Jaccard 1 0.98 0.65 

Cosine  1 0.60 

Conditional Probability   1 

 

 

 

APPENDIX B 
 

Estimates of the nodemix parameter 
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The between-category terms, capturing the heterophilous relationships 

between all category pairs, are shown in Table IX below. Keeping the base 

category interaction to be between – miscellaneous x miscellaneous, a positive 

coefficient represents a positive likelihood of consumer co-interest between the 

respective categories. 

 

 

Table IX. Coefficients and standard errors of the ‘nodemix’ parameter 

A B estimate std.error 

Airlines Automotive -0.99** 0.23 

Airlines Beer -0.57 0.25 

Automotive Beer -0.62* 0.23 

Airlines Cruise 2.04** 0.17 

Airlines Dining -0.86** 0.20 

Automotive Dining -0.71** 0.17 

Beer Dining 1.40** 0.11 

Cruise Dining -0.10 0.26 

Airlines FoodBeverages -2.27** 0.30 

Automotive FoodBeverages -0.70** 0.13 

Beer FoodBeverages 0.23 0.12 

Cruise FoodBeverages -2.75** 0.74 

Dining FoodBeverages 2.49** 0.06 

Airlines Lodging 2.09** 0.11 

Cruise Lodging 0.28 0.29 

Dining Lodging -0.48 0.19 

FoodBeverages Lodging -3.15** 0.50 

Airlines LuxuryGoods 1.29** 0.17 

Automotive LuxuryGoods 1.10** 0.16 

Beer LuxuryGoods 0.51 0.27 

Cruise LuxuryGoods 0.14 0.47 

Dining LuxuryGoods 0.43 0.19 

FoodBeverages LuxuryGoods 0.75** 0.14 

Lodging LuxuryGoods 1.01** 0.20 

Airlines Media 1.27** 0.20 

Automotive Media -0.68 0.36 

Beer Media 1.29** 0.23 

Cruise Media 1.05* 0.37 

Dining Media 0.96** 0.19 

FoodBeverages Media -0.01 0.21 

Lodging Media 0.82** 0.25 
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LuxuryGoods Media 2.55** 0.23 

Airlines Retail -0.89** 0.12 

Automotive Retail -0.27* 0.09 

Beer Retail 0.04 0.10 

Cruise Retail -0.78** 0.20 

Dining Retail 1.31** 0.06 

FoodBeverages Retail 0.57** 0.06 

Lodging Retail -1.52** 0.17 

LuxuryGoods Retail 2.70** 0.07 

Media Retail 0.87 0.11 

Miscellaneous Retail 0.13 0.10 

Retail Retail -0.67** 0.03 

Airlines Sports 0.23 0.22 

Automotive Sports 0.84** 0.16 

Beer Sports 0.45 0.24 

Cruise Sports -0.71 0.64 

Dining Sports 0.06 0.20 

FoodBeverages Sports -0.43 0.19 

Lodging Sports -0.78 0.36 

LuxuryGoods Sports 2.21** 0.19 

Media Sports 2.07** 0.24 

Miscellaneous Sports 0.19 0.27 

Retail Sports 0.34* 0.11 

Airlines Technology -0.17 0.09 

Automotive Technology 0.20* 0.07 

Beer Technology -0.84** 0.14 

Cruise Technology -0.34 0.16 

Dining Technology 0.55** 0.07 

FoodBeverages Technology -0.15 0.07 

Lodging Technology -0.87** 0.13 

LuxuryGoods Technology 1.69** 0.08 

Media Technology 2.12** 0.08 

Retail Technology 0.26** 0.05 

Sports Technology 0.71** 0.09 

Airlines Travel 2.56** 0.13 

Automotive Travel -2.03** 0.59 

Beer Travel -1.40 0.59 

Cruise Travel 2.93** 0.22 

Dining Travel -0.52 0.28 

Lodging Travel 2.42** 0.14 

LuxuryGoods Travel 1.34** 0.25 

Media Travel 1.86** 0.26 

Retail Travel -0.46* 0.16 

Sports Travel 1.23** 0.24 

Technology Travel 0.23 0.11 

    

 

APPENDIX C 
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Goodness of fit 

 

 Parameters of the ERGM model are estimated using Monte-Carlo Markov Chain 

(MCMC) procedures. The advantage of MCMC – MLE approach is that the 

parameter estimates are generated using pseudo maximum likelihood, by 

repeatedly comparing the simulated graph distributions graphs with the actual 

data. In Figure 29, we show the MCMC-MLE convergence plots for all the 

parameters. For the left plot, the x-axis represents simulations and the y-axis 

represents parameter values. We notice good mixing for all the parameters as 

the MCMC sample statistics bounce randomly around the observed values. For 

the plot on right, difference between the observed and simulated values follow 

a roughly bell-shaped distribution centered around 0, providing a statistical 

evidence on the good model fit. 
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Figure 29. Convergence Plots for all the ERGM parameters.  

The convergence plots for the ‘nodemix’ parameters have not been shown due to 

space limitations but can be made available on request. 

 

In Figures below, we employ visual tests for goodness of fit to examine the 

match between predicted and observed network structure. The black dots (and 

lines) represent the observed brand network and grey dots (and lines) represent 

the simulated networks from the fitted ERGM model. If the black lines fall close 

enough to the grey lines, the model fit is good. We notice the black line fall close 

enough to the grey lines, which means the model fit is good. 

        
 

 

 

APPENDIX D 
 
Correlation of survey ratings 

across demographic 

categories 

 
Pearson Correlation for survey ratings per demographic category: Beer Category 
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