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SUMMARY

This thesis contains computational modeling research performed during my PhD studies. In

close collaborations with several experimental groups, I have studied different types of inhibitors,

including functionalized nanoparticles (NPs), cyclodextrins (CDns), and glycodendrimers, against

different pathogens, simulated polymer-based drug delivery systems, and interpreted intermolecular

interactions by both classical Molecular Dynamics (MD) methods and ab initio calculations. Given

our experience gained in the inhibition studies of viral systems, including HPV, HSV, and HIV, we

have developed a new algorithm combining MD simulations and Monte Carlo (MC) decisions to de-

sign peptide inhibitors against the coronavirus causing COVID-19. The thesis is based on 18 original

papers [1–3, 5–19] and 1 manuscript [4] which is currently under review. The two projects related

to ACE2-based inhibitor-conjugated dendrimers and conformational changes of TRNA aptamers are

not included.

The first part of this thesis includes Chapters 1 and 2 and presents a brief introduction into

theoretical and computational methods used in the thesis and their applications in biological systems

and nanomaterials. Here, we describe the methods, such as MD simulations, forcefield parameter

calculations, free energy calculations, and ab initio electronic structure calculations.

The second part of this thesis includes Chapters 3, 4, 5 and 6. Here, the coupling between

inhibitors and their targets was studied by MD simulations and characterized by analyzing the

simulation trajectories to clarify the working mechanisms of antiviral inhibitors. With the gained

knowledge, double-faced peptide-based boosters were designed to allow recognition of SARS-CoV-2

by Hepatitis B antibodies. The stability and transport properties of designed drug delivery vehicles

were analyzed here through calculations of their binding energies with serum proteins, diffusion con-
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SUMMARY (Continued)

stants of sliders, and radia of gyrations of polymer tracks, etc. Stretch-healable molecular nanofibers

composed of mixed coronene and perfluorocoronene molecular flakes were also designed and stud-

ied, where the intermolecular interactions were evaluated by ab initio calculations. We have also

studied the stabilized ratio of ligands attached on nanoparticles (NPs), the self-assembly of NPs

and the supramolecular control of ligands switching on NP surfaces by analyzing the intermolecular

interactions.
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parts under the guidance of Prof. Petr Král. In this section, the focus is solely on the simulations.
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and written (manuscript) by our collaborators. Yanxiao Han performed all the MD simulations and
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CHAPTER 1

INTRODUCTION

Nowadays, computer simulations are widely used in the modeling of physical, chemical, and

biological systems. There is a revolution in computation driven by the development of modern

supercomputers, computational methods, as well as the connections across different disciplines [21,

22]. Computer simulations are so developed that they can predict the behavior of realistic systems.

In a decreasing order of precision, one can name ab-initio MD (AIMD) [23,24], hybrid QM/MM

(quantum mechanics/molecular mechanics), atomistic MD and coarse-grained MD simulation meth-

ods. AIMD methods, with forces computed by accurate electronic structure calculations [25], are

suitable for systems with a few hundred atoms over rather short (ns) trajectories. Hybrid QM/MM

methods combine QM (accuracy) and MM (speed) approaches, but they are also limited by the

computing time [24]. MD simulations are particularly useful to describe the motions of atoms and

molecules in diverse material systems. Typically, the MD simulations are realized by solving clas-

sical Newtonian or Langevin equations with forcefields obtained from quantum calculations (QM).

Atomistic MD methods with different classical forcefields are often used for systems with nanome-

ter/nanosecond or microsecond scale, but whole viruses or even cell regions with 108 atoms have been

modeled as well [26,27]. Coarse-grained MD methods are popular in mesoscale modeling, which map

functional groups to corresponding beads [28]. Bead motions simulated with large time steps (10-50

fs) can significantly increase the simulation speeds at the expense of slightly less precise results.

With the continuous development of algorithms and computer power, limitations in MD simulations

are being diminished.
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Although the structure and dynamics of bio-related systems can be examined by advanced ex-

perimental methods, refined structural details can be difficult or impossible to obtain experimen-

tally [29,30]. It is even more different to obtain mechanistic insight in the observed phenomena [31].

On the other hand, MD simulations can provide detailed information about molecular interactions

and other physical chemical properties of the target systems. Therefore, MD simulation methods

can complement experiments and assist them in understanding the structural details, dynamics,

and principles of microscopic phenomena, which can be useful in designing of innovative molecular

systems.

MD simulations have been used to address a broad range of questions in bio-related systems, such

as the structure and dynamics of drug delivery systems (DDS), drug distributions, and DDS-protein

interactions [29, 32]. Our group has performed many nanomedicine studies [33] in DNA delivery

systems [11, 34], DDS based on dendrimers and polymers [12, 35–37], and nanomedicines for the

inhibition of viruses [6, 38,39].

Over the time, experimentalists gained control of the sizes, shapes and self-assembly of NPs [40].

We have also used MD simulation methods to study the interactions and self-assembly of NPs. The

self-assembly of NPs is triggered by the interplay of Coulombic coupling, van der Waals (vdW)

interactions and H-bonds. Sometimes, the self-assembly proceeds spontaneously, and in other cases,

it is triggered by external perturbations [20, 41–45], properties of ligand functionalized [18, 19], and

predefined templates [46]. Although the self-assembly of NPs can be observed by various experimental

techniques, it can’t be easily explained at the atomistic level without modeling. The atomistic details

of ligands distribution around NPs and ligand-ligand interactions can be precisely depicted by MD

simulations. The mobility of ligands around NP surfaces can determine the role of intermolecular

interactions in the self-assembly of NPs [18,19].



3

In my thesis, MD simulations were widely used to study nanomedicines prepared by our collab-

orators. Peptide-based antiviral inhibitors were also designed computationally and tested by MD

simulations. QM calculations were also used in the modeling of NPs and their self-assembly [19].

1.1 Thesis layout

The thesis covers modeling of peptide-based inhibitors and boosters, dendrimer/nanomolecule-

based inhibitors, drug delivery systems and nano-material systems. Atomistic MD simulations were

mostly used to model those systems where forcefield parameters were calculated by ab initio methods

for the molecules which were absent in the conventional forcefields. Ab initio calculations were also

performed to interpret the intermolecular interactions between aromatic molecules.

Design of inhibitors and boosters for SARS-CoV-2

Section 3.1: Computational design of ACE2-based peptide inhibitors of SARS-CoV-2.

In this section, we designed and simulated peptide inhibitors against SARS-CoV-2 which currently

causing a worldwide pandemic. The inhibitors are mostly composed of two sequential self-supporting

α-helices (bundle) extracted from the protease domain (PD) of angiotensin-converting enzyme 2

(ACE2), which is the cellular receptor of SARS-CoV-2. MD simulations indicated that the α-helix

peptides maintain stable secondary structure and provide a highly specific and stable binding to

SARS-CoV-2 [34]. The designed inhibitors were expected to block the S protein of SARS-CoV-2,

and inhibit the viral entry. In collaboration with Prof. Lela Vukovic (UTEP), a new algorithm was

developed to design a series of peptides with mutated sequences against various strains of SARS-

CoV-2 [2].

Section 3.2: Retrained generic antibodies can recognize SARS-CoV-2. In this highly

innovative study, we have computationally designed double-faced peptide-based boosters to allow
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recognition of SARS-CoV-2 by Hepatitis B antibodies. MD simulations revealed that the designed

boosters have a highly specific and stable binding both to RBD and the antibody fragment (AF) [3].

Section 3.3: Glycodendrimer inhibitors of HIV and SARS-CoV-2. Glycodendrimers with

a high binding affinity against HIV and SARS-CoV-2 were designed in the lab of Prof. Katherine

McReynolds (California State University) [4]. The binding modes of different glycodendrimers on

HIV S protein (gp120) were simulated. The sulfation level of the glycodendrimers was found to be

an important factor influencing the binding. Moreover, two promising glycodendrimers were selected

to bind to SARS-CoV-2. Our simulations showed that those glycodendrimers could block both the

receptor binding region and the basic region of the S protein of SARS-CoV-2.

Section 4.1: Peptide-conjugated dendrimers as cancer immunotherapies. This work was

done in collaboration with Prof. Seungpyo Hong (UW-Madison). The dendrimers provided a plat-

form for the attachment of peptides which could increase the binding affinity to the target cells by

multivalent binding modes [5]. The peptides were extracted from the programmed death-1 (PD-1)

protein. The conformations of peptides on the dendrimer surfaces were sampled by MD simulations.

The interactions between peptides and dendrimers were quantified by interaction energy calculations.

Section 4.2: Modified nanoparticles and cyclodextrins as broad-spectrum antivirals.

This work was done in collaboration with Prof. Francesco Stellacci (EPFL, Switzerland). Coupling

of predesigned NPs (mimicking heparan sulfate molecules) with HPV viral proteins was simulated.

Interactions between similarly modified CDns and HSV viral proteins were also examined by MD sim-

ulations. The activities of certain NPs and CDns were interpreted based on free energy calculations

and contact amino acids analyses [7].
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Section 4.3: Nanomolecules inhibiting protein−protein interactions. This work was per-

formed in collaboration with Prof. Alexander Spokoyny (UCLA). Various B12 nanomolecules in-

teracting with different protein targets were designed and modeled. The multivalent binding of

nanomolecules enhanced the binding affinity to their protein targets [8–10].

Simulations of polymer-based drug delivery systems

Section 5.1: Novel oligonucleotide carriers. In collaboration with Prof. Paolo Caliceti (Uni-

versity of Padova, Italy), supramolecular oligocationic structures (Agm6−M −PEG−OCH3) were

designed as delivery vehicles of therapeutic oligonucleotides (ONs). The conformations of the single

Agm6 −M −PEG−OCH3 and complex of Agm6 −M −PEG−OCH3/DNA were examined with

MD simulations [11].

Section 5.2: Polymeric micelles with dendritic PEG outer shells. In collaboration with

Prof. Seungpyo Hong (UW-Madison), polymeric micelles, including dendritic micelles and linear

micelles, were designed as drug delivery vehicles. MD simulations revealed that the dendritic PEG

outer shells prevented the penetration of serum proteins into the core of dendritic micelles, which

make them more stable than linear micelles in the presence of serum proteins [12].

Section 5.3: High F-content perfluoropolyether-based nanoparticles. In collaboration with

Prof. Andrew Whittaker (The University of Queensland, Australia), the aggregation of polymers with

different number of fluorinated moieties was studied by MD simulations. The fluorinated moieties

were found to facilitate the aggregation of polymers and increase the uptake of NPs by living cells,

which could enhance cell permeability [13–15].
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Modeling of dynamical nanosystems

Section 6.1: Stretch-healable molecular nanofibers. Ultrastretchable nanofibers analogous

to spider silk proteins were designed from covalently-linked molecular flakes. MD simulations were

performed to study their stretching and healing under different forces applied (performed by Yanx-

iao Han). The interactions between flakes were examined by both quantum calculations and MD

simulations, which were conducted by Michal Langer [16].

Section 6.2: Cargo-carrying peptide sliders on polymer tracks. In collaboration with Prof.

Wilhelm Huck (Radboud University, Netherlands), the transport of oligoanionic molecular sliders

on polycationic tracks were studied. MD simulations captured the jumping and hopping modes of

sliders along polymer tracks in atomistic details. The mechanisms for the enhanced reaction rates

in the presence of tracks were explained by dramatically increased rates of reactants meeting on 1D

polymers as compared to bulk solutions. [17].

Section 6.3: Intermolecular interactions stabilize ligand ratios on nanoparticles. In col-

laboration with Prof. Rafal Klajn (Weizmann Institute of Science), we studied how intermolecular

interactions control the ligands ratio on NPs and the self-assembly of NPs. The ratio of the two thiol

related ligands on the NP surfaces reached saturation by increasing their concentration in the solu-

tion. The mechanisms for reaching the stabilized ratio and the self-assembly of NPs were explained

in MD simulations [18].

Section 6.4: Supramolecular control of azobenzene switching on nanoparticles. In col-

laboration with Prof. Rafal Klajn (Weizmann Institute of Science), models of NPs with different

background ligands and azobenzene ligands were built and simulated to check their interactions.
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The length and type of functional groups both influenced the kinetics of azobenzene switching on

NP surfaces [19].



CHAPTER 2

METHODS

In this chapter, the ab initio electronic structure calculations and MD simulations are introduced.

The ab initio calculations are used to develop and optimize the forcefield parameters for MD sim-

ulations and to interpret detailed intermolecular interactions between coronene/perfluorocoronene

molecules.

2.1 Theory of ab initio calculations

Ab initio means ”from first principles” or ”from the beginning”, which implies that the only inputs

into the calculations are fundamental physical constants. Ab initio quantum chemistry methods

attempt to solve the electronic Schrödinger equation based on the positions of the nuclei and the

number of electrons. Solving Schrödinger equation yields electronic densities, energies and other

properties of the systems. The time-dependent Schrödinger equation is

ih̄
∂ψ(R⃗, r⃗, t)

∂t
= Ĥψ(R⃗, r⃗, t), (2.1)

where h̄ is the reduced Planck constant, Ĥ is the Hamiltonian of the system. The nuclear and

electronic coordinates are R⃗ and r⃗, respectively. If the potential energy is time independent, then

solutions of Equation 2.1 can be separated, i.e., written as a product of two functions (time and

space coordinates). Then, the time-independent Schrödinger equation is,

Ĥψn(R⃗, r⃗) = Enψn(R⃗, r⃗), (2.2)

8
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where ψn(R⃗, r⃗) is a set of eigenfunctions of Equation 2.2 with the eigenenergies En [47].

The Born-Oppenheimer (BO) approximation

The BO approximation assumes that nuclear and electronic motions in a molecule can be treated

separately (frozen nuclei), due to the fact that the nuclei are much heavier and move much slower than

the electrons. Then, the total molecular wave function solving the time independent Equation 2.2

can be written as a product of nuclear and electronic wave functions,

ψ(R⃗, r⃗) = ψN (R⃗)ψel(r⃗, R⃗). (2.3)

In the BO approximation with frozen nuclei, the electronic Hamiltonian can be written as,

Ĥ = Ĥel + VNN . (2.4)

The Schrödinger equation of electrons in the potential of frozen nuclei can be written as,

(Ĥel + VNN )ψel(r⃗, R⃗) = Us(R⃗)ψel,s(r⃗, R⃗), (2.5)

where Us(R⃗) = Eel,s(R⃗)+VNN (R⃗) is the s-th electronic potential energy surface (PES). After solving

the electronic Schrödinger equation (Equation 2.5), the nuclear Schrödinger equation can be solved,

ĤN (R⃗)ψN (R⃗) = EψN (R⃗),

ĤN (R⃗) =
M∑
n=1

T̂n + Us(R⃗),

(2.6)
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where ĤN (R⃗) is the Hamiltonian for nuclei, T̂n is a kinetic energy operator of a nucleus, Us(R⃗) is the

s-th electronic PES, calculated by solving Equation 2.5 and E is the total energy of the molecule.

To calculate the ground state wave function (ψel,s=0(r⃗, R⃗)) and its energy (Eel,s=0), Equation 2.5

needs to be solved. The exact solution of Equation 2.5 can be expressed as a linear combination of

Slater determinants (SDs), forming a complete basis set of the l-electron problem,

ψexact(r⃗, R⃗) =
∑

s1,s2,...,sl

cs1,s2,...,sl

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ϕs1(r⃗1, R⃗) ϕs2(r⃗1, R⃗) . . . ϕsl(r⃗1, R⃗)

ϕs1(r⃗2, R⃗) ϕs2(r⃗2, R⃗) . . . ϕsl(r⃗2, R⃗)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ϕs1(r⃗l, R⃗) ϕs2(r⃗l, R⃗) . . . ϕsl(r⃗l, R⃗)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.7)

where each ϕsi(ri) is taken from a complete basis set of one-electron spin orbitals [48]. However, it

is impossible to solve the exact multi-electron wave function due to an infinite number of basis set

functions in the complete basis set of a l-electron problem. Some approximations are needed [47].

The wave function-based methods

The HF method

In the HF approximation, the wave function of a multi-electron system can be approximated by

a single Slater determinant (SD). The HF method assumes that each electron separately interacts

with an averaged potential generated by the nuclei and the other electrons (mean-field approach).

This fictive electron separation into non-interacting electrons (single SD) omits the correlations of

electrons. The electron indistinguishability (Pauli principle) prevents two identical electrons in the

same quantum states from being at the same place. At the same time, electrons can not be very
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close to each other due to their Coulomb repulsion. This brings additional correlations between the

electrons.

The wave function chosen to represent each electron in a molecule (molecular orbital) is often

based on the hydrogen atom solutions (atomic orbitals). Although, the HF method involves op-

timization of a single SD, it is limited because it neglects the electron correlations. Among the

many wave function-based approaches which include electronic correlations, three of them are of-

ten used [49]: (1) the second-order Møller–Plesset perturbation theory (MP2); (2) coupled-cluster

methods (construct multi-electron wave functions by using the exponential cluster operator); (3)

multi-reference perturbation methods, such as CASPT2 (complete active space with second-order

perturbation theory). Different approaches have different computational scaling. In our projects,

the HF and MP2 methods were used for electronic structure calculations.

The N-electron wave function in the HF method can be expressed by SD with correct symmetry

properties,

ψHF (r⃗1, r⃗2, . . . , r⃗N ) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ϕ1(r⃗1) ϕ2(r⃗1) . . . ϕN (r⃗1)

ϕ1(r⃗2) ϕ2(r⃗2) . . . ϕN (r⃗2)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ϕ1(r⃗N ) ϕ2(r⃗N ) . . . ϕN (r⃗N )

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.8)

In this way, a set of i equations can be solved for a set of one-electron wave functions,

−∑
i

∇2
i

2m
−
∑
A,i

ZA

rAi
+ νHF (i)

ϕi(r⃗i) = ϵijϕi(r⃗i), (2.9)

where νHF (i) =
∑

j

[
2Ĵj − K̂j

]
, Ĵ is the Coulomb operator, K̂ is the exchange operator, ϕi(r⃗i) is

one of the functions in the SD of Equation 2.8, and the sum is over all the other j electrons.
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The expressions for Ĵ and K̂ are:

Ĵj =

∫
ϕj(r⃗j)

∗ 1

ri,j
ϕj(r⃗j)dr, (2.10)

K̂jϕi(r⃗i) =

[∫
ϕj(r⃗j)

∗ 1

ri,j
ϕi(r⃗i)dr

]
ϕj(r⃗j). (2.11)

The first two terms in Equation 2.9 are often considered as the core terms as they are the kinetic

and potential energies for an isolated system such as the hydrogen atom. Therefore they are referred

to as ĤCORE . Putting this all together we obtain the HF equation

ĤCORE +
∑
j

[
2Ĵj − K̂j

]ϕi(r⃗i) =
∑
j

ϵijϕi(r⃗i)

or simply

f̂iϕi(r⃗i) = ϵiϕi(r⃗i), (2.12)

where f̂i is a set of Fock operators.

These one-electron wave functions ϕi in Equation 2.8 and Equation 2.12 are delocalized over

the whole molecule (molecular orbital theory), where the atomic orbitals centered at each atom can

be used as the basis for delocalized molecular orbitals. To optimize these atomic orbitals, a linear

combination of atomic orbitals (LCAO) ϕi(r⃗i) =
∑

µ cµαµ(r⃗i) is often used, where the constants cµ

are optimized to minimize the energy in Equation 2.12 (variational method). The wave functions

can be improved systematically by a self-consistent-field (SCF) method that is based on variational

method [48].
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Slater-type orbitals

The Slater-type orbitals (STO) can be written as ϕSLA (r) =
(
ζ3/π

)1/2
e−ζr. STOs are the

exact solutions for the hydrogen atom. However using them in the calculations of the integrals in

Equation 2.10 and Equation 2.11 is expensive as there is no analytical solution for the Coulombic

integrals. One possible way is to approximate the STOs using a sum of contracted Gaussian functions

(CGF). There are simple analytical expressions for the integrals between two CGFs, so this can save

a lot of computing time. For example, three CGFs can be used to approximate STO of a 1s orbital.

ϕCGF
STO−3G (r⃗) =

∑3
n dnϕ

GF
n (α), where ϕGF (α) = (2α/π)3/4exp(−αr2). As the number of CGFs is

increasing, the function will describe STOs better.

The MP2 theory

The Møller-Plesset perturbation theory is widely used for relatively precise evaluation of the

correlation energies (caused by electron interactions). In general, the second order Møller-Plesset

perturbation theory (MP2) is considered as one of the most useful and simplest levels of theory in the

post-HF methods, which can be introduced as follows. The HF wave function ψ0 and energy E0 (from

Equation 2.8 and Equation 2.12 ) are approximate solutions to the exact Hamiltonian eigenvalue

problem or Schrödinger’s electronic wave equation, Equation 2.5. However, the HF wave function

and energy are exact solutions of the HF Hamiltonian and eigenvalue problem (Equation 2.12). If we

assume that the Hartree-Fock wave function ψ0 and energy E0 lie near the exact wave function ψ and

energy E (from Equation 2.5), we can use a perturbation theory to improve it. We can write the exact

Hamiltonian operator for Equation 2.5 as H = H0 + λV , where H0 is the sum of one-electron Fock

operators, V is the small perturbation including the correction functions and λ is a dimensionless

parameter. Expanding the exact wave function and energy in terms of the HF wave functions and

energies yields E = E(0)+λE(1)+λ2E(2)+λ3E(3)+ . . . , and ψ = ψ0+λψ
(1)+λ2ψ(2)+λ3ψ(3)+ . . . .
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Substituting these expansions into Equation 2.5 and collecting terms according to powers of λ, we

can get the expression for the nth-order(MPn) energy as follows:

E(0) = ⟨ψ0 |H0 |ψ0⟩ , (2.13)

E(1) = ⟨ψ0 |V |ψ0⟩ , (2.14)

E
(2)
0 =

∑
s ̸=0

|
〈
ψ
(0)
s

∣∣∣ V̂ ∣∣∣ψ0

〉
|
2

E
(0)
0 − E

(0)
s

, (2.15)

where ψ(0)
s can be singly, doubly or higher order excited states. Only the doubly excited ψ

(0)
s can

have non-zero integration in
〈
ψ
(0)
s

∣∣∣ V̂ ∣∣∣ψ0

〉
[47]. Thus, the Hartree-Fock energy is simply the sum

of the zeroth and first order energies: E0 = E(0) + E(1); the correlation energy can then be written

as Ecorr = E
(2)
0 + E

(3)
0 + E

(4)
0 + . . . The MP2 energy correction term is E(2)

0 [47].

The Density Functional Theory (DFT)

DFT follows the Hohenberg–Kohn theorem, which expresses the total energy of the system as

a functional of a single-electron density (one-electron reduced density operator) [50]. The single-

electron density depends only on three coordinates (compared to the 3N coordinates of N electrons),

which can reduce the computational effort required to solve the equations. ”However, the correct

functional of the energy is unknown and has to be constructed by heuristic approximations” [51]. Two

principal classes of functionals, including gradient-corrected [52] and hybrid functionals [53], have

been extensively deployed and tested in both large-scale applications and small molecule benchmarks.

”Gradient-corrected functionals begin with the local-density approximation but add terms involving

the gradient of the electron density. Hybrid functionals also incorporate gradient corrections but
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add an empirically fitted admixture of the exact HF exchange” [51]. For all these reasons, good

wave-function-based methods are usually more precise.

The Symmetry-adapted Perturbation theory (SAPT)

For the π-conjugated systems in the designed stretch-healable molecular nanofibers, our collab-

orators performed SAPT calculations to capture the precise dispersion interaction energies. SAPT

can be used to directly calculate the interaction energy between two molecules by partitioning the

Hamiltonian of a dimer (A and B) into contributions from each monomer and their interaction,

H = FA +WA + FB +WB + V . Here, FA,B, are the monomer Fock operators, WA,B are the fluc-

tuation potentials (intramolecular correlation operators) of each monomer and V is the interaction

potential. The monomer Fock operators, FA+FB, are treated as the zeroth-order Hamiltonian. The

interaction energy, which is the higher order energy correction terms arising from the perturbation

terms V and W , was truncated at the SAPT2+ level, which define the interaction energy as:

ESAPT2+ = ESAPT2 + E
(21)
disp + E

(22)
disp,

ESAPT2 = ESAPT0 + E
(12)
elst,resp + E

(11)
exch + Eexch

(12) + Eind
(22) + E

(22)
exch−ind,

ESAPT0 = E
(10)
elst + E

(10)
exch + E

(20)
ind,resp + E

(20)
exch−ind,resp + E

(20)
disp + E

(20)
exch−disp + δ

(2)
HF .

(2.16)

In this notation, Evw defines the order in V and inWA+WB; the subscript, resp, indicates that orbital

relaxation effects are included. Eelst is electrostatics energy, which simply represents the electrostatic

(Coulombic) interaction of the charged monomers’ distributions, while the induction energy, Eind,

includes the mutual polarization of the monomers by the static electric fields of unperturbed partners.

Eexch is the exchange energy resulting from tunneling of electrons between interacting systems, and

Edisp is the dispersion energy which include dynamic multipole polarization of monomers. Eexch−ind
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and Eexch−disp are exchange energies arising from the anti-symmetrization of the induction and

dispersion functions. The δ2HF terms take into account higher-order induction effects [54–56].

2.2 Molecular Dynamics (MD) simulations

Classical MD methods are widely used in simulating relatively large systems without reactions

(unless reactive forcefields are used), where forces are calculated from classical forcefields and the

motions of atoms are solved by the classical Newton or Langevin equations of motion. Classical

MD methods can describe the fluctuations and conformational changes of the simulated systems.

We used them to investigate material systems (nanoparticles, polymers, and micelles) and biological

systems (proteins and nucleic acids). Biological systems exhibit some specific processes which need a

wide range of time scales to sample. Local motions, including atomic fluctuations, sidechain motions

and loop motions, need a time scale of 10−15 to 10−1s. Rigid body motions (helix motions, domain

motions and subunit motions), need a time scale of 10−9 to 1s. The large-scale motions, which

includes helix coil transitions, dissociation/association, folding and unfolding, need 10−7 to 104s to

evaluate [57].

Equations of motion and algorithms

The MD simulation methods are based on Newton’s (or Langevin) equations of motion,

mα
¨⃗rα = − ∂

∂r⃗α
Utotal(r⃗1, r⃗2, ..., r⃗N ), α = 1, 2...N, (2.17)

where mα is the mass of the αth atom, r⃗α is the position, and Utotal is the total potential energy,

which is obtained from forcefields. Due to the complexity of the potential energy in Equation 2.17,

the equations of motion can only be solved numerically. Different numerical algorithms have been

developed and used for integrating the equations of motion. A good algorithm should keep the
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energies and momenta of the systems conserved, be computationally efficient and permit a relatively

long-time steps for integration (typically 1-2 fs) [58].

Typically, thermodynamical systems in equilibrium can be described by a microcanonical (NVE),

canonical (NVT) or isothermal–isobaric (NPT) ensemble. The NVE ensemble can describe a closed

system with a specified total energy (E), volume (V) and number of particles (N). The NVT ensemble

can describe systems which can exchange energy with a heat bath, but otherwise have a fixed number

of particles and volume. The NPT ensemble maintains constant number of particles, temperature

(T), and pressure (P). Different ensembles require different algorithms. In each of these ensembles,

we work with microstates of the actual macroscopic systems and their distributions associated with

the chosen ensembles. Typically, microstates of the same energies are equally likely present in the

ensembles, but microstates of different energies have Boltzmann weight factors of e(−E/kβT ).

In NVE ensembles, a Velocity-Verlet method is often used to solve the Newtonian equations in

NAMD [59].

νn+1/2 = νn +M−1Fn∆t/2,

rn+1 = rn + νn+1/2∆t,

Fn+1 = F(rn+1),

νn+1 = νn+1/2 +M−1Fn+1∆t/2,

(2.18)

where M is the mass, F is the force, ν is the velocity and r is the position. The Velocity-Verlet

method can obtain the position and velocity of the current step from the previous step based on

the computed forces from the potentials. Only one force evaluation is needed for each time step.

However, a temperature-related problem arises with the NVE ensemble due to the small number of

atoms simulated. The temperature of the system is not well controlled, especially when the target

molecules bind to others or experience exothermic conformational change [57].
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In NVT ensembles, the systems should be coupled to a reservoir to maintain a constant tem-

perature and to generate correct ensemble distributions. The Langevin equations combined with

a Nosé-Hoover thermostat are used to generate the Boltzmann distribution. The generic Langevin

equation is:

M ˙⃗v = F (r⃗)− γv⃗ −
√

2γkβT

M
R(t). (2.19)

In this equation, M is the mass of an atom, v is the velocity, F is the force, r is the position,

γ is the friction coefficient, kβ is the Boltzmann constant, T is the temperature, and R(t) is a

Gaussian random process. Coupling to the reservoir is modeled by adding fluctuating (
√

2γkβT
M R(t))

and dissioative (γv⃗) forces to the Newtonian equations in Equation 2.17. To integrate the Langevin

equation, the Brünger-Brooks-Karplus (BBK) method is used in NAMD, which is a natural extension

of the Verlet method (Equation 2.18). The BBK equation, which shows the position recurrence

relation can be stated as:

xn+1 = xn +
1− γ∆t/2

1 + γ∆t/2
(xn − xn−1) +

1

1 + γ∆t/2
∆t2

[
M−1F (xn) +

√
2γkβT

∆M
Zn

]
, (2.20)

where zn is a series of Gaussian random variables.
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In NPT ensembles, NAMD uses the modified Nosé-Hoover thermostat, where Langevin dynamics

is used to control fluctuations in the barostat [57]. The Langevin piston Nosé-Hoover method was

described by Martyna and co-workers [60,61]. The equations of motion are as follows:

r′ = p/m+ e′r,

p′ = F − e′p− γp+R,

V ′ = 3V e′,

e′′ =
3V

W (P − P0)
− γee

′ +
Re

W
,

W = 3Nτ2kβT,

⟨R2⟩ = 2mγkT

h
,

⟨R2
e⟩ =

2WγekT

h
,

(2.21)

where W is the mass of piston, R is the noise on atoms, τ is the oscillation period while Re is the

noise on the piston.

The forcefield evaluation

The potential energy functions used in the equations of motion are the forcefield components.

The form of potential energy functions is as follows:

V =
∑
bonds

kb(b− b0)
2 +

∑
angles

kθ(θ − θ0)
2 +

∑
dihedrals

kϕ[1 + cos(nϕ− δ)]

+
∑

impropers

kω(ω − ω0)
2 +

∑
Urey−Bradley

ku(u− u0)
2

+
∑

nonbonded

ϵ[(
Rminij

rij
)12 − (

Rminij

rij
)6] +

qiqj
ϵrij

.

(2.22)
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The first term is the bond energy, where kb is the bond force constant and b− b0 is the distance from

equilibrium. The second term is the angle energy, kθ and θ − θ0 are the angle force constant and

angle difference from equilibrium, respectively. The third term is the dihedral energy, where kϕ is

the dihedral force constant, n is the multiplicity of the function, ϕ is the dihedral angle, and δ is the

phase shift. The fourth term is the improper energy, which is out of plane bending, where kω is the

force constant and ω − ω0 is the out of plane angle. The firth term is the Urey-Bradley component

which is the cross-term accounting for angle bending using 1,3 nonbonded interactions, where ku is

the respective force constant and u is the distance between the 1,3 atoms in the harmonic potential.

The last two terms are nonbonded interactions between pairs of atoms (i, j). The nonbonded forces

are calculated for atom pairs separated by at least three bonds. The van der Waals (vdW) energy is

calculated by a standard 12-6 Lennard-Jones potential, while the electrostatic energy is described by

the Coulombic potential. In the Lennard-Jones potential, ϵ is the depth of the potential well; Rminij

should be the distance at which the potential reaches its minimum, but the number is taken from

the location where inter-particle potential is zero [57].

In NAMD, vdW interactions are always truncated at the cutoff distance. A switching parameter

can be used to truncate the vdW potential energy smoothly at the cutoff distance. The handling of

electrostatics is slightly more complicated. There are three options: 1. calculate full electrostatics;

2. truncate the electrostatics at the cutoff distance and ignore the electrostatic interactions beyond

a specified distance; 3. calculate the electrostatics every timestep within a distance and periodically

calculate the other electrostatics beyond the distance [58]. To increase the efficiency and accuracy,

Particle Mesh Ewald (PME) [62] method is used to calculate the long-range electrostatic interactions

beyond the cutoff distance. The mesh-based Ewald sums are calculated in the reciprocal space of
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periodic system by fast Fourier transforms. Periodic boundary conditions are needed for application

of PME during simulations.

CHARMM forcefields have been used for systems having proteins, lipids and nucleic acids [63–

70]. New forcefield parameters can be obtained by ab initio calculations. The parameters need to

be further calibrated and validated by experimental data (heat of vaporization or free energy of

solvation).

Fitting of atomic charges

In order to calculate the Coulombic energy in Equation 2.22, the atomic charges need to be

calculated and validated. Electrostatic potential (ESP) fitting has proven to be very effective to

determine atomic charges [71]. The fitting process is carried out by minimizing the difference between

the electrostatic potentials of electrons in the molecules obtained by MP2/6-31g(d) and the potentials

generated by point charges representing partly charged atoms forming multipoles. The goal is to

solve the least-square minimization problem as

min[

∫
(V (Q(r⃗a), r⃗)− VQM (r⃗))2dr⃗], (2.23)

where V (Q(r⃗a)) is the potential generated by the multipoles Q(r⃗a), and VQM (r⃗) is the QM potential.

The object function for minimization is defined as

∫
W (r⃗)(V (Q(r⃗a), r⃗)− VQM (r⃗))2dr⃗ + λ(qtotal −

N∑
j=1

qj) = 0, (2.24)

where W (r⃗) is a weighting function, and qj is the point charge on each atom.
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To evaluate the quality of fitting, a random probe charge can be placed around a molecule to

compare the electrostatic energies calculated with electron densities (Eele,i) and with ESP charges

EESP,i. The criterion is defined as

ERRMSD =

√∑N
i=1(

Eele,i−EESP,i

EESP,i
)2

N
, (2.25)

where N is the number of trials to place the probe charges. ERRMSD, relative-root-mean-square-

deviation, can measure the quality of the electrostatic interactions computed with ESP fitting [71].

Optimization of forcefield parameters

We used the forcefield toolkit (ffTK) embedded in VMD to parameterize new molecules [72,73].

ffTK is a plugin protocol designed specifically to develop CHARMM-compatible parameters for small

molecules which follows the established parameterization methods of CGenFF. First, we need to build

the new molecule by Gaussian view, then we generate psf and pdb files. Notably, the formats of

the psf and pdb files that we generate are not accessible by the ffTK plugin. We need to manually

format the files according to the ffTK tutorial examples, or use the Molefacture plugin of VMD to

construct the molecule. To yield a complete set of parameters, the steps of the parameterization

workflow in ffTK need to be followed. 1. Find missing parameters; 2. Geometry optimization (QM);

3. Calculate water interaction energy (QM); 4. Charge optimization; 5. Hessian calculation (QM);

6. Bond and angle optimization; 7. Torsion scan (QM); 8. Dihedral optimization.

The missing parameters can be found automatically by the ffTK plugin (first step of parame-

terization workflow). The initial parameter values of the new molecule will be assigned based on

analogous parameters of similar chemical species available in CGenFF. It is very important to obtain

the best possible guess for each parameter, as this maximizes the possibility for adequate parame-
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ters. Using good initial guess will decreases the iteration times required. Once initial guesses are

assigned to the new parameters, we need to test if optimization is required. This validation is based

on performing the MM calculations and comparing the results with the QM data. In most cases,

only a small number of torsion parameters, associated with only non-hydrogen atoms, need to be

optimized [68].

QM calculations are needed in geometry optimization. Theory of QM calculations was introduced

in the first part of Chapter 2. Here, only the procedures associated with ffTK are described. Bond,

angle, Urey-Bradley equilibrium terms, ”dihedral phase and multiplicity are based on geometries

optimized at the MP2/6–31g(d) (MP2/6–31+g(d) in the case of anions) level. This level of theory

has been shown to yield satisfactory agreements with experimental geometries for complex systems

such as nucleic acid bases and sugars, while being computationally accessible” [68].

Bond, angle, Urey-Bradley, and improper force constants in Equation 2.22 are based on ”MP2/6–

31g(d) vibrational spectra calculations. Emphasis is placed on reproduction of both the frequencies

and the potential energy distribution (PED) [74]. As the lower frequency modes generally represent

larger deviations in the molecule’s geometry during MD simulations, it is important to reproduce

those modes more accurately. Also, in order to facilitate conformational sampling during MD sim-

ulations, it is preferable to produce vibrational frequencies that are slightly lower than the target

values, thereby making the molecule flexible” [68].

The dihedral force constants in Equation 2.22 can be optimized by using the MP2/6–31g(d)

potential energy surfaces (PES). Usually, the force constants for torsions comprised of only non-

hydrogen atoms are optimized. This level of theory has been shown to yield energy surfaces consistent

with distributions of dihedrals in oligonucleotides [68,75].
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Optimization of the nonbonded parameters for CGenFF is typically limited to partial atomic

charges, though in special cases LJ parameters need to be optimized as well. ”Initial estimates

for the partial atomic charges may be made by analogy. Optimization of the charges is based on

the QM data for model compounds interacting with water molecules in different orientations. For

all hydrogen bond donors or acceptors, a complex is built containing an idealized hydrogen bond

interaction between the model compound in the MP2/6–31g(d) optimized geometry and a water

molecule in the TIP3P geometry [76]” [68]. Electrostatic potential-based charge fitting method can

be used for calculating charges [71]. ”In the rare cases where the optimization of LJ parameters is

necessary, we need to obtain experimental thermodynamic data (eg. pure solvent densities and heats

of vaporization) as the target data. Obtaining sufficiently accurate dispersion interactions at QM

level requires high levels of theory (ideally CCSD(T) or better) and large basis sets, which carry a

substantial computational cost” [68].

During the optimization of bond and angle parameters, both the force constants and equilibrium

values are simultaneously optimized to target the QM-optimized geometry. Each objective function

evaluation requires a full MM energy minimization of the compound using the trial parameters. The

objective function is [72]:

Φbond,angle =
∑

bonds,angles

(
rQM − rMM

rscale
)2 + w(EQM

distort − EMM
distort)

2, (2.26)

where r is the minimized value of each bond or angle, qscale is 0.03 Å for bonds and 3◦ for angles, w

is the relative weight for the energy component, and Escale is implicitly taken to be 1 kcal/mol.

For the evaluation of dihedrals, the objective function is:
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Φdihedral =
∑
i

wi(E
QM
i − EMM

i + c)2, (2.27)

where c is a normalization constant to make ∂Φdihedral
∂c = 0 (c = ĒMM − ĒQM). Wi is a weight

factor [77]. The sum is taken over those discrete conformations determined in the QM scans, with

energies recomputed using MM methods. During optimization, only the force constants are varied

continuously. The multiplicity n can only have value between 1 and 6, while phase shift δ can be 0

or 180◦ [72].

Vibrational frequency calculations

Vibrational frequency calculations are used to derive the forcefield parameters of the bonded

terms in Equation 2.22. For a simple harmonic motion, the vibrational frequency can be written

as: ν̄ = 1
2cπ

√
k
µ , where k is the force constant and µ is the reduced mass. For a molecule, the force

constants are obtained by diagonalization of the mass-weighted Hessian matrix, which is the second

derivatives of the energy with respect to geometry. The Hessian is very sensitive to geometry, and

need to be evaluated at stationary points. The elements of Hessian are defined as: Hi,j = ∂2E
∂xi∂xj

.

Diagonalization of the matrix yields eigenvalues, which represents the quantity
√
k/µ, where force

constants k can be obtained.

External forces

In some cases, we need to add external forces to the systems. For example, a bulk vdW force is

applied to NPs [18, 20], which is absent in the conventional forcefields. Usually, the shapes of the
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NPs and their medium determine the form of bulk vdW force. Here, the force is derived from the

Hamaker potential [78],

Vd = − C

12

[
R

d(1 + d
4R)

+
1

1 + d
R + d2

4R2

+ 2ln
d(1 + d

4R)

R(1 + d
R + d2

4R2 )

]
, (2.28)

where C is the Hamaker constant (1.95 eV), R is the radius of NP, and d is the distance between the

centers of NPs.

External forces can also be applied to ligands. To maintain the ligands on a spherical surface but

still mobile, a conditional force can be applied. The following is a sample force script used in the

project [19]:

foreach atom selectatoms

set k 0.05

set r0 29

set r [veclength c(atom)]

set force [vecscale [expr − k ∗ (r − r0)/r] c(atom)]

addforce atom force

where k is a force constant, r0 is the radius of the surface for ligands attachment, r is the distance

between ligands and surface, and force is the radical force applied to maintain the ligands around

the surface without affecting the motions of ligands on the surface.

In most cases, it’s not necessary to recalculate the force values at each time step. Depending

on the situation, one may be able to recalculate every 1000 steps, saving a lot of computational

effort and therefore increasing the speed of the simulation. By setting the ”forcesRecalcFreq”, we

can change the recalculation interval.
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2.3 The Ergodic hypothesis

MD simulations provide information about fluctuations and conformational changes of systems

at the microscopic level defined by atomic positions and velocities. However, to compare simulation

results with experimental observations, the microscopic information needs to be converted to macro-

scopic observables such as pressure, energy, heat capacities, etc. Statistical mechanics is needed

to connect the results obtained for trajectories formed by individual microstates or averaged over

ensembles. In statistical mechanics, ensemble averaging is matching experimental observables. An

ensemble average is obtained by large number of replicas of systems in different microstates [79],

⟨A⟩ensemble =

∫ ∫
dpNdrNA(pN , rN )ρ(pN , rN ), (2.29)

where A is an observable, p and r are functions of the momenta and positions of the system, respec-

tively. ρ is the probability density of the ensemble. However, it is extremely hard to calculate the

integral in Equation 2.29 because of the numerous possible microstates of the system. Alternatively,

one can calculate a time average of A:

⟨A⟩time = lim
τ→∞

1

τ

∫ τ

t=0
A(pN (t), rN (t))dt ≈ 1

M

M∑
t=1

A(pN , rN ), (2.30)

where t is the simulation time, M is the number of time steps in the simulation and A is the time-

dependent value. Both the ensemble average and time average over a trajectory are used in our

simulations.

The Ergodic hypothesis states that:

⟨A⟩ensemble = ⟨A⟩time (2.31)
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The system will eventually sample through all the possible microstates with proper probability when

simulation time is indefinite. The goal of a MD simulation is to sample through long simulation

times to generate enough representative conformations with proper likelihood of appearance in the

equilibrium.

2.4 Free energy calculations from MD simulations

To calculate the free energy of binding, we use the umbrella sampling (US) methods [80]. First,

the reaction coordinate (ξ) needs to be defined, e.g. the center to center distance between two

objects. Then, the reaction coordinate pathway needs to be partitioned into certain number of

windows, where restrain potentials can be introduced in the form of harmonic restraints [81]. Each

US window should be run for certain simulation time to make sure that the sampling sufficiently

covers the configuration space at that biased conditions. After sorting the resulting trajectories

into the specified windows, we use the weighted histogram analysis method (WHAM) [82, 83] to

reconstruct the potential of mean force.

The weighted histogram analysis method

In the US method, the Hamiltonian Ĥ0(x) which is the potentials in the forcefields is replaced

by a modified potential Ĥ{λ} including the restrain potentials V̂ (x),

Ĥ{λ} = Ĥ0(x) +
L∑
i=1

λiV̂i(x) =
L∑
i=0

λiV̂i(x), (2.32)

where λ0 = 1, V̂0(x) is identical to Ĥ0, x denotes the coordinates of the atoms and {λ} denotes a

set of values of {λ}i (i = 1, 2, ..., L). The restrain potentials are chosen to maintain the sampling

distributions along a reaction coordinate. Separate simulations with different coupling parameters

{λ} are carried out to sample different windows of the reaction path.
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If R simulations are carried out with the ith simulation having coupling parameter {λ}i in

Equation 2.32. We can set the number of snapshots taken from the ith simulation (at i window) to

be ni. Then the probability histogram P{λ},β({V }, ξ) can be given by

P{λ},β({V }, ξ) =
∑R

k=1Nk({V }, ξ)exp(−β
∑L

j=0 λiVi)∑R
m=1 nmexp(fm − β

∑L
j=0 λjVj)

(2.33)

and

exp(−fj) =
∑
{V },ξ

P{λ}j,β({V }, ξ) (2.34)

where Ni({V }, ξ) is the number of counts at {V } and ξ during the ith simulation, β = 1/kBT and

fj is the free energy of the system described by Equation 2.32 with coupling parameters {λ}j .

Equation 2.33 and Equation 2.34 are coupled which can only be solved self-consistently [83, 84].

Once the probability P{λ},β({V }, ξ) is calculated, the free energy can be estimated. The number of

simulations (windows) on the reaction coordinate should be adequate to allow strong overlapping

among the histograms (biased probability distributions) of the windows.

The MMGB-SA method

”For a quick estimation, the MMGB-SA (Molecular mechanics generalized Born - surface area)

method [85,86] can be also used to calculate the relative binding free energy. First the MD simulations

should be performed for the system under investigation. Then, corresponding configurations should

be extracted from the trajectories. The MMGB-SA free energies of the extracted configurations

(from MD trajectories) of the systems are calculated as

Gtot = EMM +Gsolv−p +Gsolv−np − T∆Sconf ,
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where EMM , Gsolv−p, Gsolv−np, and ∆Sconf are the sum of bonded and non-bonded energy terms,

the polar contribution to the solvation energy, the nonpolar contribution, and the conformational

entropy, respectively. The EMM , Gsolv−p and Gsolv−np terms can be calculated using the NAMD

package [58] generalized Born implicit solvent model [87], with a dielectric constant of the solvent

of 78.5. The Gsolv−np term for each system configuration can be calculated in NAMD as a linear

function of the solvent-accessible surface area (SASA), determined using a probe radius of 1.4 Å,

as Gsolv−np = γSASA, where γ = 0.00542 kcal/molÅ2 is the surface tension. The ∆Sconf term is

the entropic contribution [88, 89]. The approximate binding free energies of the studied complexes

were calculated as ⟨∆GMMGB−SA⟩ = ⟨Gtot(binder − target) − Gtot(target) − Gtot(binder)⟩, where

the averaging is performed over configurations within the calculated trajectories” [2].

The adaptive evolution algorithm

”The Adaptive mutation/selection algorithm is developed and used to iteratively increase the

affinity of binding between ligands and their targets. The algorithm involves sequences of steps

combining MD simulations and Monte Carlo (MC) decisions using the Metropolis criterion [90, 91],

which results in MC sampling of the peptide sequence space. First, the interaction between ligands

and their targets should be equilibrated for certain simulation time. Then, the MMGB-SA free energy

of binding for the complex, ∆Gbefore
MMGB−SA, is evaluated. Next, a random mutation is introduced at

a random position in the ligand, followed by a short equilibration in MD simulations of the complex,

and evaluation of the ∆Gafter
MMGB−SA free energy of binding of the complex. Finally, the mutation is

accepted if ∆Gafter
MMGB−SA < ∆Gbefore

MMGB−SA or if the Metropolis criterion is satisfied,

exp[−(∆Gafter
MMGB−SA −∆Gbefore

MMGB−SA)/kBT ] > r ,
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where r is a random number in the (0, 1) interval. If the mutation is accepted, then the new ligand

becomes the new reference ligand and its ∆GMMGB−SA becomes the reference value ∆Gbefore
MMGB−SA

for the next attempted mutation. In each run of the algorithm, 100−200 mutations can be attempted

on templates” [2].



CHAPTER 3

DESIGN OF INHIBITORS AND BOOSTERS FOR SARS-COV-2

(Previously published as Han, Y., Král, P. Computational Design of ACE2-Based Peptide In-

hibitors of SARS-CoV-2. ACS Nano 14, 5143 (2020); Chaturvedi, P., Han, Y., Král, P., Vukovic,

L. Adaptive Evolution of Peptide Inhibitors for Mutating SARS-CoV-2. Advanced Theory and Sim-

ulations 3, 2000156 (2020); Han, Y., McReynolds, K., Kral, P. Retrained Generic Antibodies Can

Recognize SARS-CoV-2. The Journal of Physical Chemistry Letters submitted, (2020); Wells, L.,

Vierra, C., Hardman, J., Han, Y., Dimas, D., Gwarada, L., Blackeye, R., Eggers, D. K., LaBranche,

C. C., Král, P., McReynolds, K. D. Sulfoglycodendrimer Therapeutics for HIV-1 and SARS-CoV-2.

Advanced Therapeutics submitted, (2020).)

In this chapter, different ways for blocking SARS-CoV-2 are introduced. Using computational

modeling methods, ACE2-based peptide inhibitors of SARS-CoV-2 were designed. The inhibitors

were further optimized for binding better to the S protein and for treating different strains of SARS-

CoV-2. To trigger the immune response to new viruses, double-faced boosters were also designed

to allow recognition of SARS-CoV-2 by Hepatitis B antibodies. Those ideas were tested by MD

simulations, where the binding modes and dynamics of inhibitors/boosters were analyzed. In col-

laboration with Prof. Katherine McReynolds (California State University, Sacramento), several

glycodendrimer inhibitors, which have promising in vitro anti-HIV activity, were also simulated to

examine their working mechanism. Two top glycodendrimers were further tested by MD simulations

to check their binding to the receptor binding domain (RBD) of SARS-COV-2 S protein.

32
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3.1 Design of ACE2-based peptide inhibitors of SARS-CoV‑2

Adapted from Ref. [1, 2] (ACS Nano 2020, 6. DOI: doi.org/10.1021/acsnano.0c02857; Adv.

Theory and Simul. 2020. DOI: doi.org/10.1002/adts.202000156) with the permissions from

ACS and Wiley Publishing Groups.

Introduction

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), previously known by 2019 novel

coronavirus (2019-nCoV) [92], is the cause of the ongoing pandemic of coronavirus disease 2019

(COVID-19) [93,94]. It is contagious in humans and has caused 18, 589 deaths with 416, 686 confirmed

cases globally according to the World Health organization (WHO) on March 26.

The SARS-CoV-2 virion is approximately 50-200 nanometers in diameter with four structural

proteins, known as the S (spike), E (envelope), M (membrane), and N (nucleocapsid) proteins. [93]

The S protein which has been imaged at the atomic level using cryogenic electron microscopy (Cryo-

EM) [95], is the protein responsible for the host attachment and fusion of the viral membrane with the

host-cell membrane. [96,97] This process is triggered when the S1 subunit of S protein binds to a host-

cell receptor. To engage a host-cell receptor, the receptor-binding domain (RBD) of S1 undergoes

transient hinge-like conformational movements (receptor-accessible or receptor-inaccessible states)

[98]. Angiotensin-converting enzyme 2 (ACE2) is found to be the cellular receptor for SARS-CoV-2

with a higher affinity than SARS-CoV [95]. The protease domain (PD) of ACE2 mainly engages the

α1 helix in the recognition of the RBD with minor contribution from the α2 helix and the linker

between β3 and β4 (bundle). [98, 99]

The therapies that act on the coronavirus can be divided into several categories: (1) preventing

the virus RNA syntheses and replication; (2) blocking virus from binding to human cell receptor; (3)
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restore host’s innate immunity; (4) blocking host’s specific receptors or enzymes. [100] However, there

are no confirmed effective treatments specifically for COVID-19 to date. Computational methods has

been used to analyze the therapeutic targets for SARS- CoV-2 and discovery of potential drugs [101].

As for the virtual screening of potential drugs against S protein (corresponding to category 2), some

small molecule compounds showed high binding affinity, unfortunately, most of the compounds were

not predicted to bind with the binding interface of RBD-ACE2 complex. Hesperidin is the only

compound which was predicted to lie on the surface of RBD, but it shows deficiency to cover the

whole interface. [100] Instead of small molecules, designed proteins with specific binding domains to

RBD could be a promising direction, given the fact that protein therapies show highly specificity,

less interference with biological processes, good tolerance to human organisms, and relative faster

FDA approval time [102].

In this work, we designed several inhibitors against SARS-CoV-2 which include the components

from virus binding domains of ACE2 based on the recently released crystal structure (PDB code:

2AJF [99]). The designed inhibitors are structural stable and highly specific with relative lower molec-

ular weight. The current study could generate testable hypotheses and provide potential guidance

to the study of antigen recognition, structure-based antibody designs for higher affinity or desired

modifications. A promising application may lie in the design of inhaled protein therapeutics [103]

for topical lung delivery providing an efficient way to combat the virus in lung.

”SARS-CoV-2 is mutating and further adjusting to the human environment, like other novel viral

pathogens. Many strains of SARS-CoV-2 have already been detected [104, 105]. Some mutations,

such as D614G on the S protein, lead to rapid and enhanced viral transmission [106], causing this

strain to locally dominate. The mutating SARS-CoV-2 coronavirus could also adapt to new hosts,

such as domestic animals [107]. Therefore, to mitigate the large spreading and effects of SARS-CoV-
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2, it is important to identify classes of therapeutics that could be rapidly developed to act against

multiple coronavirus strains.

Here, we address this problem by introducing libraries of adaptive peptide therapeutics that

could block different S protein strains from interacting with ACE2. With the use of advanced

computational methods, we show that adaptive evolution of suitable peptide templates can provide

multiple inhibitors for competitive binding to different S protein variants. Using libraries of peptides

adapted to different S protein variants could prevent their mutational escape, analogous to using

cocktails of S protein antibodies [108]. Our algorithm can evolve peptide inhibitors that competitively

bind to (block) a set of desired targets, such as different S protein variants, S proteins with glycan

shielded sites [109–111], and other related systems [112]” [2].

Simulation methods and design of algorithm

Simulations for designed peptides based on various templates

The inhibitors and RBD of the virus were simulated by NAMD [58] and the CHARMM36 protein

forcefield [64]. The PME method was used for the evaluation of long-range Coulombic interactions

[62]. The time step was set to 2 fs. The simulations were performed in the NPT ensemble (p = 1

bar and T = 310 K), using the Langevin dynamics with a damping constant of 1 ps−1. After 2, 000

steps of minimization, ions and water molecules were equilibrated for 2 ns around proteins, which

were restrained using harmonic forces with a spring constant of 2 kcal/(mol Å2). The last frames

of restrained equilibration were used to start simulations of free inhibitors and partially constrained

PD of ACE2 (two residues on the bottom). The simulations last for 120 - 300 ns due to different

atom numbers in different systems and different computer power used.
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Calculation of RMSD: The time-dependent RMSD for the critical amino acids and the whole

inhibitors were calculated from

RMSDα(tj) =

√∑Nα

α=1(r⃗α(tj)− r⃗α(t0))2

Nα
, (3.1)

where Nα is the number of atoms whose positions are being compared, r⃗α(tj) is the position of atom

α at time tj and r⃗α(t0) is the initial coordinate. The selection of coordinates contains all the atoms

in the inhibitors or critical amino acids, excluding hydrogens.

The time-dependent RMSD was averaged over the last 50 ns of simulation time, which corresponds

to the last 50 frames of each trajectory as shown in Figure 2f. The standard deviations were shown

by the error bars.

Calculation of Binding Energy: The interacting residues from inhibitors and RBD of SARS-

CoV-2 were first selected with a 3 Å cutoff distance. The electrostatic and vdW energy contribu-

tions between the interacting residues are calculated by the NAMD energy plugin. The electrostatic

contribution and Lennard-Jones (LJ) 6 − 12 potential are given by the corresponding terms in

Equation 2.22. The dielectric constant of the solvent is set to 1. To increase the efficiency of the

simulations, pairwise interaction calculations are not performed beyond a cut-off distance. Long

range electrostatic interactions are calculated by the PME method [62].

The time evolution of the interaction energy is shown in [1] and the time averaged interaction

energy over the last 50 ns (50 frame) is shown in Figure 2g with standard deviation shown by error

bar.

Methods for adaptively evoluted peptide inhibitors
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The simulated peptide template-1 (amino acids 21 − 43 of ACE2) and template-2 (amino acids

19 − 83 of ACE2) were separately bound to the S protein RBD. All structures were directly based

on the crystal structure of the human ACE2 protein bound to the SARS-CoV-2 S protein RBD

(pdbID: 6LZG) [113]. The mutations in peptides and RBD were introduced using the psfgen plugin

in VMD [73].

The systems were simulated using NAMD2.13 [58] and the CHARMM36 protein forcefield [63].

The simulations were conducted with the Langevin dynamics (γLang = 1 ps−1) in the NPT ensemble,

at temperature of T = 310 K and pressure of p = 1 bar. The PME method was used to evaluate

Coulomb coupling, with periodic boundary conditions applied [114]. The time step was set to

2 fs. The long range Coulombic coupling were evaluated every 2 time steps. After 2, 000 steps of

minimization, the solvent molecules were equilibrated for 1 ns, while the complexes were restrained

using harmonic forces with a spring constant of 1 kcal/(mol Å2). Next, the systems were equilibrated

in 100 ns production MD runs with no restraints.

The free energies were estimated from separate MMGB-SA calculations (Chapter 2) for three

systems (peptide/ACE2, RBD, and the whole complex) in configurations extracted from the MD

trajectories of the whole complex in the explicit solvent.

Adaptive evolution algorithm: A mutation/selection algorithm was developed and used to iter-

atively increase the affinity of binding between peptide templates and the S protein RBD. The algo-

rithm involves sequences of steps combining MD simulations and MC decisions using the Metropolis

criterion [90,91], which results in MC sampling of the peptide sequence space. Initially, the selected

peptide template (directly extracted from ACE2) complexed with RBD is equilibrated for 100 ns.

Then, the free energy of binding of the peptide:RBD complex, ∆Gbefore
MMGB−SA, is evaluated. Next, a

random mutation is introduced at a random position in the peptide, followed by a short 1 − 10 ns
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equilibration in MD simulations of the complex, and evaluation of the ∆Gafter
MMGB−SA free energy of

binding of the complex. Finally, the mutation is accepted if ∆Gafter
MMGB−SA < ∆Gbefore

MMGB−SA or if

the Metropolis criterion is satisfied,

exp[−(∆Gafter
MMGB−SA −∆Gbefore

MMGB−SA)/kBT ] > r ,

where r is a random number in the (0, 1) interval. If the mutation is accepted, then the new peptide

becomes the new reference peptide and its ∆GMMGB−SA becomes the reference value ∆Gbefore
MMGB−SA

for the next attempted mutation. In each run of the algorithm, 100− 200 mutations were attempted

on peptide templates, as stated in the results.

Preparation of inhibitors

In the structure of ACE2 and RBD of SARS-CoV-2 (PDB: 6m17 [99]), we first analyzed the

interacting amino acids at the ACE2 and RBD interface. In total, 15 residues from ACE2 interact

with the RBD: residues 24(Q), 27(T), 30(D), 31(K), 34(H), 35(E), 37(E), 38(D), 41(Y), and 42(Q)

are in α1, one residue (residue 82 M) comes from α2, residues 353(K), 354(G), 355(D) and 357(R)

come from the linker between β3 and β4. Therefore, the 15 amino acids can be labeled as critical

amino acids and α1, α2, β3 and β4 as critical binding components.

Since most of the interacting residues are from α1, we picked as inhibitor 1 the α1 helix alone.

In particular, the 21 - 55 residues, shown in Figure 1a, were selected. Realizing that α1 (alone) might

not be even stable, we next picked as inhibitor 2 both α1 and α2 helices (residues 21 to 88), and

the residues 349 to 357 (residues between β3 and β4 shown in orange in Figure 1b). This selection

included all the 15 interacting residues from the structure 6M17 [99]. Since the two α helices are

closely joined on one side (Figure 1b), they stabilize each other. To connect the two helices (red)
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with the β sheets with residues 349 to 357 (orange), as shown in Figure 1b, residues 45 (LEU) and

351 (LEU) were linked together by a side chain with a carbon-carbon bond, as shown in Figure 1b.

Figure 1: Structural components of the inhibitors designed: (a) inhibitor 1 is composed of α1

(residues 21 to 55), (b) inhibitor 2 is composed of α1, α2, and a loose chain between β3 and β4
connected by a C-C bond between residues 45 and 351 (residues 21 to 88 and 349 to 357); (c)inhibitor
3 is composed of α1, α2, and β3, β4 (residues 21 to 105 and 323 to 362) (d)inhibitor 4 has the same
composition as inhibitor 3 but a different linkage (residues 21 to 95 and 335 to 400); (e) details
of inhibitor 3 (c), reorganized with residue 323 connecting residue 105; (f) details of inhibitor 3
(d), reorganized with residue 21 connecting residue 400. In (e-f), the conformation of the α helices
and β sheets were maintained with the rest adapting to the connection. Coloring scheme: Red - α
helices; orange - β sheets or other linker components; blue - RBD of SARS-CoV-2; grey - other parts
of ACE2; licorice - the initial contacting residues in the RBD-ACE2 interface.

We also designed other inhibitors that are closer to the ACE2 protein, whose parts are connected

by peptide bonds, and which contain all 15 residues that initially bind to RBD in the 6m17 structure
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[99]. Figure 1c (detail Figure 1e) shows inhibitor 3, where residues 323 to 362 (orange) include the

two β sheets and a random coil (residues 323 to 348), while residues 21 to 105 (red) include the two

α helices with another random coil (residues 89 to 105). The two sequences are joined together by a

peptide bond between residues 105 and 323, and the two pieces of random coils were moved close to

each other. Finally, Figure 1d (detail Figure 1f) shows inhibitor 4, where two sequences including

residues 21 to 95 (red) and residues 335 to 500 (orange) were selected. An extra peptide bonds was

made between residue 21 and residue 400 by adjusting the position of the coresponding sequences.

Figure 2: (a-e) Final conformations of inhibitors 1, 2, 3, 4 and control. (f) Averaged RMSD for
the critical amino acids (orange bar) in each inhibitor and for the whole inhibitors (blue bar) when
binding with the RBD of SARS-CoV-2. Numbering scale: 1-4 - inhibitors 1-4 with the RBD; C -
control system of PD from ACE2 and the RBD of SARS-CoV-2. (g) The average interaction energies
between the contact residues of inhibitors 1-4 (or ACE2) and the RBD of SARS-CoV-2.

To examine how these potential inhibitors bind to RBD of SARS-CoV-2, we have prepared

these systems in the initial position known from the structure(PDB:6M17), and simulated them in

physiological solution (Methods), as shown in Figure 2a-d. As a control, the PD of ACE2 (residues

19 to 615) and RBD of SARS-CoV-2 were also simulated (Figure 2e).
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Binding conformations: In Figure 2a, 200 ns long simulations showed that the helical structure

of inhibitor 1 deformed from the left side - loose end unfolding, although it still binds to the

RBD of SARS-CoV-2. In Figure 2b-d, 120 − 300 ns long simulations revealed that inhibitors

2-4 bind in a stable way to the RBD of SARS-CoV-2, without α1 losing its structure. Due to

different linkages among the critical binding components, the overall conformations of inhibitors

2-4 vary. Specifically, the α1 helix, which mostly contributes to the complementary sequence and

conformational matching to the RBD, is maintained in inhibitors 2-4 with different degrees of

bending. The β sheets in inhibitors 3-4 structures are also preserved. Overall, the critical binding

components in inhibitors 2-4 bind to the RBD in a very similar manner to the crystal structure.

The simulated stable conformation of inhibitors 2, 3, and 4 correspond to their energy minima of

folding, which would drive the folding process towards the stable direction.

RMSD and interaction energies: To further quantify the binding of these inhibitors to RBD,

we calculated RMSD (root mean square deviation) for the 15 critical amino acids in each inhibitor and

for the whole inhibitors. Figure 2f shows the average RMSD at the end of our simulations. Inhibitor

1 has a larger RMSD for the critical amino acids than the control and the largest fluctuations both

for the critical amino acids and the overall RMSD. This can be attributed to the unfolding of α1,

shown in Figure 2 a. The highly promising inhibitor 2 has RMSD of the critical amino acids and the

overall RMSD similar to those in the control (lowest). Inhibitor 3 has higher RMSD of the critical

amino acids and the overall RMSD than the control and inhibitors 1-2. However, inhibitor 3 has

a very smooth overall RMSD at later times. This may be due to a poor adaption of their added

connections at early times. Inhibitor 4 shows slightly bigger fluctuations for the overall RMSD but

steady RMSD for the critical amino acids at later time, which indicates the fluctuations shown in

the overall structure come from non-essential connection parts.
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The interaction energies have van der Waals (vdW) and electrostatic components, calculated by

the NAMD energy plugin. The total energies are shown in Figure 2 g. The residues which contribute

to the interaction energies between inhibitors and SARS-CoV-2 are selected with a cutoff of 3 Å.

The selections are updated in every frame. Inhibitors 1, 4 show similar interaction energies as the

control with inhibitor 3 having slightly stronger binding than the control, while inhibitor 2 show

a slightly lower interaction energies than the control. The larger interaction energy in inhibitor 1

might be due to non-specific interactions caused by the deformed helix. The lower interaction energy

in inhibitor 2 could be attributed to the total number of residues which is less than for inhibitors

3-4.

Adaptive evolution of peptide inhibitors

S proteins variants: Over the time and geographical regions, SARS-CoV-2 virus has so far

evolved into more than 104 mutated strains, shown in the mutation tree of publicly available unique

genome sequences (through June 2020) in Figure 3a [115]. Out of these mutations, so far (June 2020)

25 have been recognized in the S protein RBD, as summarized in Figure 3b. Five of these mutations

include amino acids that form a part of the ACE2-binding surface (A475V, G476S, S477I, V483A,

and V503F), as highlighted in Figure 3c.

In Figure 3d, we present the RBD-ACE2 host-receptor binding free energies, ∆GMMGB−SA,

obtained in the presence of these 5 mutations. The 5 RBD:ACE2 complexes were simulated for 30 ns,

and their average binding energies were obtained in the last 15 ns. The originally reported RBD

and the S477I RBD have the strongest binding to the human ACE2, ∆GMMGB−SA ≈ −50 kcal/mol,

while the other systems bind with ∆GMMGB−SA ≈ −(40 − 50) kcal/mol. In order to block all of

these RBD variants, the peptide inhibitors should have comparable or lower ∆GMMGB−SA values.
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Figure 3: Mutations of SARS-CoV-2. a) Time-dependent mutation tree of SARS-CoV-2 colored ac-
cording to geographical regions of origin (through June 2020) [115]. b) 25 single mutations identified
in RBD of the S protein. c) 5 amino acid mutations on RBD in contact with the ACE2 receptor.
d) Binding free energies are evaluated with the MMGB-SA method for the ACE2-RBD complexes,
including the originally reported RBD (wild type, labeled as WT) and the five mutant RBDs listed
in panel c.

Adaptation of peptides by single mutations: Figure 4a shows locations of five S protein mu-

tations examined in the present work marked by blue spheres. Amino acid residues changed in singly

mutated peptides are marked by yellow spheres. In Figure 4c, the sequence of the optimized peptide

was obtained after 100 mutation attempts, with 10 ns long MD simulation after each mutation. The

final peptide with the optimized sequence was further relaxed in a 175 ns MD simulation. The initial

peptide is shown as a red helix, with amino acids that were subsequently mutated shown in thin

faded yellow licorice. The optimized peptide is shown as an orange helix, with mutated amino acids

shown in thick yellow licorice. In Figure 4d, the plot shows the binding free energies, ∆GMMGB−SA,

between the peptide and the original RBD, presented as a function of the performed mutation, where

the peptide:RBD complexes are relaxed for 10 ns after each mutation attempt. Figure 4e shows the

time evolution of ∆GMMGB−SA between the final optimized peptide and the original RBD. The av-
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erage value, obtained from the last 75 ns of the trajectory (gray), is ∆GMMGB−SA = −57 kcal/mol.

The faded green line shows the data points calculated every 0.1 ns, and the dark green line shows the

running average. Figure 4f shows the initial and optimized sequences of template-1 peptides. The

final peptides were optimized for binding to the original and mutant RBDs, with peptide-RBD com-

plexes relaxed in 10 ns MD simulations after each attempted mutation. Two ACE2-based peptide

structures, shown in Figure 4a, were selected as templates for the first generation peptide inhibitors

of the S protein [1]. The smaller template-1 includes single truncated α1 helix of ACE2 (amino

acids 21− 43), and the larger template-2 includes two α1α2 helices of ACE2 (amino acids 19− 83).

In the adaptive evolution search for optimized therapeutics, the selected ACE2-extracted peptide

templates should be gradually mutated to increase their binding strength to RBD.

In recent mutagenesis experiments, the whole ACE2 with single mutations in regions directly

contacting RBD were examined for their binding to the original S protein [116]. To perform pre-

liminary testing of our adaptive evolution search of peptide therapeutics, we first selected the most

fit mutants from these experiments, and implemented their mutations in our templates-1,2. We

simulated 22 peptides, i.e., the original templates and their 10 single mutants, complexed with the

original S protein RBD. Their free energies of binding, ∆GMMGB−SA, were evaluated in 100 ns simu-

lations and presented in Figure 4b. Template-1 binds to RBD with ∆GMMGB−SA ≈ −19 kcal/mol,

while its mutants have higher affinities giving ∆GMMGB−SA ≈ −(24 − 35) kcal/mol. In all cases,

template-1 significantly changes its conformation in the bound configuration, as the helix loses the

curvature observed when within ACE2, and the hydrogen bonding between Glu35 (template-1) and

Gln493 (RBD), enabled by the helix curvature, is broken.

In contrast, template-2 has more direct contacts with RBD than the shorter template-1 vari-

ants, so it binds to it more strongly, ∆GMMGB−SA ≈ −36 kcal/mol. However, only two template-
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2 mutants (H34A and K31W) have higher affinities to RBD than the original template-2, having

∆GMMGB−SA ≈ −45 kcal/mol. These simulations also revealed that peptides with a stronger bind-

ing covered larger RBD sections, and reduced the RBD exposure to other potential binding partners.

These results show that the experimental results obtained for mutated ACE2 [116] can provide a

good guidance in the mutation of template-1, but the same mutations are less effective in the larger

template-2.

Figure 4: Modeling of peptide-RBD complexes.a) Complexes of S protein RBD (blue) and two
peptide templates (red). b) Free energies of binding, ∆GMMGB−SA, between the originally reported
S protein RBD and the wild type or singly mutated ACE2-based peptides. Locations of mutated
peptide amino acids are highlighted in panel a. c) Snapshots of initial and optimized template-1
peptides binding to the original RBD. d) Adaptive evolution of template-1.

Adaptive evolution of peptide inhibitors: The above results have clearly demonstrated

that suitable peptide templates with appropriate mutations can acquire a strong binding to specific
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targets. To optimize such peptides against specific viral strains, we have developed combined muta-

tion/selection (evolution) computational algorithms which can guide a multi-step adaptive evolution

of the peptides: 1) Random mutations are introduced into random positions of the peptide templates.

2) Short MD simulation trajectories of the mutated-peptide:RBD complex are run and followed by

a selection or rejection of the mutation via Monte Carlo (MC) sampling using a Metropolis criterion

applied to the change of the free energy of peptide-RBD binding, ∆GMMGB−SA (Methods). 3) The

mutation/selection process is iteratively repeated until the binding affinity of peptides to the target S

protein RBD is satisfactory (Methods). 4) Additional evolution of the molecules might be considered

after the MC decisions to allow for a better internal relaxation of the molecules. Due to a partly

stochastic nature of MD simulations, the randomness in mutations, and the MC selection, different

peptides can be obtained in separate trajectories that correspond to separate local minima of the

free energy surface. These peptides form a pool (ensemble) of potential therapeutics evolved for a

selected viral strain, which can be further enriched by considering multiple viral strains.

In Figure 4c-e, S3, and Table S1 [2], coupling of template-1 to the RBD was optimized in

the adaptive evolution, where 10 ns MD simulation trajectories were generated after each trial

mutation of template-1. Of the 100 mutations attempted, 13 mutations were accepted, and 11

amino acids were changed (individual residues can be mutated more than once). Figure 4d re-

veals the progression of binding free energies with the mutations of template-1, starting from

∆GMMGB−SA = −19 kcal/mol. As detailed in Figure 4c, during the adaptive evolution, the mu-

tating helical peptide lost its bending (this change is independent of mutations) and multiple ini-

tial contacts with the RBD. At the same time, it shifted with respect to its initial position and

formed many new contacts. Peptide residue E37 formed a salt bridge with the original RBD, while

residues Q24, Y26 (mutated), Q30 (mutated), S41 (mutated) and R42 (mutated) formed hydro-
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gen bonds of varying stability with the original RBD. The resulting peptide bound to RBD with

∆GMMGB−SA = −70 kcal/mol at the end of thirteen 10 ns-long trajectories (associated with indi-

vidual accepted mutations).

As shown in Figure 4e, additional 175 ns relaxation of this peptide resulted in a slightly less

favorable ∆GMMGB−SA ≈ −57 kcal/mol. Therefore, adaptive evolution requires sufficiently long

relaxation times for a good stabilization of the whole system. Short relaxation times may result in

incomplete peptide adjustments and free energies that can be misleadingly favorable. Moreover, a

faster MC convergence could be achieved by considering the whole free energy changes rather than

the peptide-RBD binding free energies. However, internal reorganizations of molecules inevitably

take part in long trajectories, so the difference in binding energies alone might be sufficient for the

MC decision, as long as additional relaxation is allowed between individual MC steps (point 4 in the

method).

Next, we adaptively evolved template-1 coupled to 3 separate singly-mutated RBDs, chosen

from Figure 3d. For simplicity, 100 mutations were attempted, followed by 10 ns simulations after

each attempt. The adaptive evolution gave peptides with ∆GMMGB−SA ≈ −(45− 70) kcal/mol, as

summarized in Figure 5a-c and Figure 4f. Peptides targeting A475V and G476S RBDs each had 5

accepted mutations, respectively, while peptides targeting S477I RBD had 19 accepted mutations.

In the A475V RBD case, one of the early accepted mutations lead to breaking of the helix secondary

structure, and thus to a different peptide-RBD binding mode. This shows that individual alpha

helices without additional stabilization, such as by side branching [117], might be too simplistic for

therapeutic development.

In Figure 5d, the adaptive evolution was performed with a more stable template-2 (α1α2), but

random mutations were only introduced into the α1 helix, which was in direct contact with the
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Figure 5: (a-c) Adaptive evolution of template-1 coupled with singly-mutated RBDs. (d) Adaptive
evolution of template-2 coupled with the original RBD. After attempted mutations, peptide:RBD
complexes were relaxed in 10 ns simulation steps.

original RBD. After 12 accepted mutations and 10 changed amino acids (listed in Table S2) [2],

the binding strength increased from ∆GMMGB−SA = −36 kcal/mol to −60 kcal/mol. Therefore,

the adaptively evolved template-2 can compete with the whole ACE2, having ∆GMMGB−SA ≈

−50 kcal/mol (Figure 3c). Both the initial and optimized template-2 preserve the curvature of the

α1 helix, despite the mutation of E35 (to Y35), which is observed to interact with Q493 (RBD). This

feature preserves the binding pattern observed in ACE2:S protein RBD complex [118]. However,

the salt bridge between D30 (initial peptide) and K417 (RBD) is lost in the peptide optimized with

10 ns simulations after mutations.
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Conclusion

In summary, using classical molecular dynamics simulations, we have shown that peptide in-

hibitors extracted from ACE2 provide highly promising trials for SARS-CoV-2 blocking. The single

α1-helix used in inhibitor 1 is less stable, whereas the α1,2-helices used in inhibitors 2−4 support

each other and retain their bent shape, which provides a conformational matching to the RBD of

SARS-CoV-2 and a full covering of the RBD surface. Precise conformational matching between the

designed peptides and the virus provides room for improving the binding affinity, which should be

considered in future inhibitor design protocols. Suitable inhibitors should have a selective binding

with lower RMSD for critical amino acids and relatively high binding energies. The binding affin-

ity could be further enhanced by a multivalent binding of multiple peptides attached to surfaces of

nanoparticles, dendrimers, or clusters.

”ACE2-based peptide templates can be adaptively evolved by computation using mutation/selection

processes to form optimized inhibitors for a strong and competitive S protein RBD binding. The

developed approach can be used to design peptide inhibitors based on templates extracted from

different ACE2 polymorphs, including those from other species [119], and other proteins binding to

viral pathogens. The optimized inhibitors obtained in different evolution runs can be collected to

form libraries of suitable therapeutics for different RBD variants. Cocktails (ensembles) of peptide

therapeutics could be delivered by different means to provide a broad-spectrum protection against

different SARS-CoV-2 strains” [2].

3.2 Retrained generic antibodies can recognize SARS-CoV-2

Adapted from Ref. [3] (ChemRxiv 2020. DOI: 10.26434/chemrxiv.13249559.v1)



50

Introduction

In the last decades, zoonotic pathogens have represented a major public heath problem around the

world [120]. The spread of a zoonotic disease in the human population is always very fast with short

resolution period. The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is a novel

pathogen that has rapidly caused a devastating pandemic of coronavirus disease 2019 (COVID-19)

with huge fatalities, wide-ranging socioeconomic disruptions, and losses. There are several possible

ways to treat the disease including, but not limiting to, development of vaccines, antibody therapies,

and antiviral drugs [121].

There are always pros and cons associated with each method. Although many COVID-19 vaccines

are under development worldwide, there are still uncertainties about vaccine safety, long-term pro-

tection, and protection of older people [122,123]. Rather than wait for vaccines to coax the body to

make its own antibodies, some researchers are focused on monoclonal antibodies which are generally

more expensive [124]. The antibodies are difficult to reproduce and limited to injection only [123].

One investigational drug, Remdesivir, has been authorized by FDA for emergency use in the clinic,

but most of the antiviral drugs have uncertain effectiveness [125, 126]. Given the urgency of the

pandemic, some easier and cheaper ways are needed to combat COVID-19. Nanomedicine, includ-

ing functionalized cyclodextrins, gold nanoparticles, nanorods and quantum dots, offers numerous

opportunities against a broad spectrum of viruses and coronaviral infections [6, 7, 127]. However,

it is still highly challenging to safely translate NPs from laboratory innovation to the clinic [127].

Computational approaches have been used to search potential drugs against SARS-CoV-2 protease

and the S protein, but most of the drugs are not promising or have unknown effectiveness [128].

Computational designed peptide or small protein inhibitors against the S protein exhibit potential

advantages over antibodies as potential therapeutics [1, 2, 129]. The synthetic protein inhibitors
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show comparable and even better blocking of SARS-CoV-2 infection than monoclonal antibodies.

The designed inhibitors are also conformationally stable, easier to produce and store [129]. The

fatal disadvantage of the synthetic inhibitors could be the limitation in promoting rapid clearing

of the virus, while the natural antibody does a better job in both blockage and cleaning of recog-

nized viruses [130]. An innovative method is needed to address the problem inherited with synthetic

inhibitors.

In this work, we design an interfacial booster with one face blocking the virus and the other

catching the preexisting antibody in the human body. The designed double-faced boosters combine

the new viruses and the old antibodies, which are preexisting due to the previous immunity or

vaccination, as if the old antibodies are redesigned and adapted to recognize the new viruses. The

booster is composed of the previously designed ACE2-based inhibitor and a piece of the Hepatitis B

antigen. The hepatitis B antibody could recognize the SARS-CoV-2 through the designed booster

which is composed of hepatitis B antigen and ACE2-mimic. The clearing of virus can be triggered by

the preexisting antibody. This study could provide a potential guidance in design generic therapeutics

against any new emerging pathogens with the combined advantages of small protein therapy and

antibody therapy.

Simulation methods

The two faces of boosters were separately bound to RBD and antibody fragment (AF). All

structures were directly based on the crystal structure of the human ACE2 protein bound to RBD

of SARS-CoV-2 (pdbID: 6LZG) [113] and Hepatitis B antigen bound to AF [131]. Snapshots were

taken by VMD [73].
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The systems were simulated using NAMD2 [58], the CHARMM36 protein forcefield [63] and

the CHARMM36 general forcefield. The simulations were conducted with the Langevin dynamics

(γLang = 1 ps−1) in the NPT ensemble, at temperature of T = 310 K and pressure of p = 1 bar. The

PME method was used to evaluate Coulomb coupling, with periodic boundary conditions applied

[114]. The time step was set to 2 fs. The long range van der Waals and Coulombic coupling were

evaluated every 1 and 2 time steps, respectively. After 2, 000 steps of minimization, the solvent

molecules were equilibrated for 3 ns, while the complexes were restrained using harmonic forces with

a spring constant of 1 kcal/(mol Å). Next, the systems were equilibrated in 100 ns production MD

runs with restraints on the top part of AF.

Calculation of RMSD: The time-dependent RMSD for Face 1 and Face 2 were calculated from

RMSDα(tj) =

√∑Nα

α=1(r⃗α(tj)− r⃗α(t0))2

Nα
, (3.2)

where Nα is the number of atoms whose positions are being compared, r⃗α(tj) is the position of atom

α at time tj and r⃗α(t0) is the initial coordinate. The selection of coordinates contains all the atoms

in Face 1 or Face 2, excluding hydrogens. The time-dependent RMSD was averaged over the last

50 ns of simulation time, which corresponds to the last 500 frames of each trajectory as shown in

Figure 7d. The standard deviations were shown by the error bars.

MMGB-SA Calculations: We used the Molecular Mechanics Generalized Born - Surface Area

(MMGB-SA) method [85,86] to estimate the relative binding free energies between booster faces and

their binders (RBD or AF). The free energies were estimated from separate MMGB-SA calculations

for three systems related to the face and its binder (the face, the binder of the face, and the complex

of the face and its binder) in configurations extracted from the MD trajectories of the whole complex
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in the explicit solvent. The MMGB-SA free energies of the extracted configurations of the three

systems were calculated as

Gtot = EMM +Gsolv−p +Gsolv−np − T∆Sconf ,

where EMM , Gsolv−p, Gsolv−np, and ∆Sconf are the sum of bonded and Lennard-Jones energy terms,

the polar contribution to the solvation energy, the nonpolar contribution, and the conformational

entropy, respectively. The EMM , Gsolv−p and Gsolv−np terms were calculated using the NAMD

2 package [58] generalized Born implicit solvent model [87], with a solvent dielectric constant of

ε = 78.5. The Gsolv−np term for each system configuration was calculated in NAMD as a linear

function of the solvent-accessible surface area (SASA), determined using a probe radius of 1.4 Å, as

Gsolv−np = SASA γ, where γ = 0.00542 kcal/(mol Å2) is the surface tension. The ∆Sconf term was

neglected, as the entropy term is often calculated with a large computational cost and low prediction

accuracy, which is likely to be similar for the studied systems with difference in the connecting

part of the two faces. [88, 89]. Since the Gtot values are obtained for configurations extracted from

the trajectories of complexes, Gtot doesn’t include the free energies of faces reorganization; the

correct free energies of binding should consider configurations of separately relaxed systems. The

approximate binding free energies of the studied complexes were calculated as ⟨∆GMMGB−SA⟩ =

⟨Gtot(face− binder)−Gtot(face)−Gtot(binder)⟩, where face-binder represents the complex of face

with its binder, and the ⟨ averaging ⟩ is performed over configurations within the second half of the

calculated trajectories.
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Figure 6: The structure of double-faced boosters bound to the S RBD and AF. (a) Booster 1 is
composed of Face 1 (ACE2-mimic, 19− 102 amino acids [113]) and the Hepatitis B antigen (without
residues between 66− 91 [131]); (b) Booster 2 is composed of inhibitor 3 from the previous work [1]
as Face 1 and the Hepatitis B antigen [131] as Face 2; (c) Booster 3 is composed of the same faces
as Booster 1 but with a PEG linker in between (inset); (d) the initial amino acids of the antibody
which interact with Face 2; (e) the initial amino acids of the RBD which interact with Face 1. Color
scale: green-antibody, orange-antigen, red-ACE2-mimic, blue-RBD, gray-C atom, red-O atom, blue-
N atom. ACE2: Angiotensin-converting enzyme 2, which is the cellular receptor of SARS-CoV-2.

Booster design

Figure 6a-c present the designed boosters, each having two linked ACE2-mimic (Face 1 - red)

and antigen (Face 2 - orange) faces coupled with the RBD (blue) and AF (green), respectively. Face

1 and RBD are based on the crystal structure (pdbID:6LZG) [113]. Face 2 and AF are taken from

the crystal structure of the single-chain variable fragment (scFv) of Hepatitis B antibody and the

core-antigen of Hepatitis B (pdbID:6CWD [131]), respectively.

Booster 1: Face 1 is composed of the α1α2 helices of ACE2 (19 − 102 amino acids). Face 2 is

the Hepatitis B core-antigen without the 66− 91 amino acids. The two faces are connected between
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position 102 of the ACE2 helices and amino acid 5 of the Hepatitis B core-antigen, as shown in

Figure 6a.

Booster 2: Face 1 is the previously-designed SARS-CoV-2 Inhibitor 3 [1]. Face 2 is taken from

the 5− 145 amino acids of the Hepatitis B antigen. The two faces are connected between amino acid

362 of Inhibitor 3 and amino acid 5 of the Hepatitis B core antigen.

Booster 3: The same components were used as in Booster 1, but with an extra linker made

of a PEG chain between amino acid 94 of the ACE2 helices and amino acid 5 of the Hepatitis B

core-antigen, as shown in the inset of Figure 6c. The amino acids of the RBD and AF which initially

contact with the two faces are shown in licorice, with the ID and amino acid names listed in Figure 6d

and e, respectively.

Results and discussion

Binding Conformations: In Figure 7a, in 100 ns simulations, we show that both faces of

Booster 1 stay tightly bound with the expected partners (RBD and AF), while the 3D peptide

structure is largely preserved (insets). In Figures.S1-3 [3], we analyze the binding hot spots on the

RBD and AF, which have been contacted more than 250 times during 500 frames (last 50 ns). The

hot spots of the AF binding with Face 2 are formed by 14 amino acids, 95T, 96S, 97T, 156D, 158S,

159S, 161A, 176T, 177S, 201K, 202S, 205D, 206G, and 207Y. The hot spots of the RBD binding

with Face 1 are formed by 16 amino acids, 417K, 453Y, 455L, 456F, 473Y, 475A, 476G, 486F, 487N,

489Y, 493Q, 494S, 495Y, 498Q, 500T, and 501N. Above, we show in bold the new binding contacts,

compared to the initial contacts in Figure 6 d and e.
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Figure 7: Simulated booster, RBD and AF complexes. (a-c) Final conformations of Booster 1-3
systems at 100 ns. (d) Averaged RMSD for Face 1 (ACE2-mimic, blue bar) and Face 2 (antigen,
orange); (e) Averaged free energy of binding of RBD with Face 1 (blue bar) and antibody with Face
2 (orange bar).

Figure 7b shows the binding conformation of Booster 2. The conformations of the α helices and

the β hairpin during their binding to the RBD are similar to those present in the crystal structure.
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Although Booster 2 has an extra hairpin and coil structure compared to Booster 1, Face 1 of Booster

2 has the same number of hot spots as Face 1 of Booster 1, which include 417K, 453Y, 455L, 456F,

473Y, 475A, 476G, 486F, 487N, 489Y, 493Q, 498Q, 500T, 501N, 502G, and 505Y, with no new

contacts forming. The hot spots on AF are composed of 94D, 95T, 96S, 158S, 159S, 180Y, 181G,

182G, 183S, 184I, 186Y, 199K, 201S, 202T, 226S, 228G, 229D, 230G, and 231Y.

Figure 7c shows that Face 1 of Booster 3 dissociates from the RBD with only a few amino acids

contacts including 456F, 475A, 484E, 486F, 487N, and 489Y, while Face 2 still binds to AF (hot

spots: 34R, 94D, 95T, 96S, 157L, 158S, 159S, 175K, 176T, 177S, 178T, 202S, 205D, 206G).

RMSD and Free Energy of Binding: To further quantify the binding of these boosters to

their targets, we calculated the Root-Mean-Square Deviation (RMSD) and the free energy of binding,

∆GMMGB−SA, for each face in each booster. Figure 7d shows the average RMSD at the end of our

simulations. Boosters 1 and 3 have similar RMSD, which is slightly smaller in Booster 1. Booster

2 shows a large RMSD due to the additional loop structures present in both Face 1 and Face 2. In

Boosters 1 and 3, Face 2 (antigen) always has a larger RMSD than Face 1, due to the extra random

coil presented, while Booster 2 has comparable RMSD values in both faces.

Figure 7e shows ∆GMMGB−SA calculated for each face coupled to its target. Booster 1 has the

best overall binding with RBD and AF, while Booster 3 has the weakest binding in both faces.

Booster 2 has a similar free energy of binding as Booster 1, but only on Face 1. Notably, Face 1 of

Booster 3 dissociated from RBD, which leads to the lowest free energy of binding on that side. This

may be caused by the flexibility of the PEG linker between the two faces.
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Conclusion

In summary, using classical molecular dynamics simulations, we have shown that the double faced

boosters provide highly promising trials for targeting the Hepatitis B antibody and RBD of SARS-

CoV-2. Booster 3 is less promising, whereas the Booster 1 shows stable binding to both antibody

and RBD. With the bent shape of Face 1 maintained, Booster 1 provides a conformation matching to

the RBD of SARS-CoV-2 and a full cover of the RBD surface. The designed boosters aim to bridge

the preexisting antibody with the new virus, which could tiger the immune system to recognize the

new virus without generating new antibody. This booster concept can be further developed to a

generic therapeutic method which could be used to treat any newly emerging pathogens.

3.3 Glycodendrimer inhibitors of HIV and SARS-CoV-2

Adapted from Ref. [4] (submitted)

Introduction

Heparan sulfate proteoglycans (HSPGs) are ubiquitous cellular receptors for various different

viruses, including HIV, HPV, HSV and Dengue virus, etc [132]. Designing antivirals mimicking

HSPGs is a promising strategy to inhibit viruses [6, 6], especially when there are no vaccines and

effective medicines available. HIV is one type of virus that has no effective cure and cause long term

side effects, or even death. Development of effective anti-HIV medicines would benefit not only the

patients but also the whole society.

Heparin, dextran sulfate and various different sugar based molecules were found to have anti-HIV

properties [133–137]. Prof. Katherine McReynolds’s group has previously synthesized sulfated sugar

based dendrimers which were effective in preventing HIV-1 infection [138]. They suggested that the
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dendrimers could bind to and block the regions containing basic amino acids of the HIV S protein

(gp120), e.g. V3 loops [139].

The new coronavirus, SARS-CoV-2, were also found to have a HSPG binding site [140] and a

trimeric S protein. The similarity between SARS-CoV-2 and HIV S proteins suggest that they might

have the similar binding pathway to the host cells [141–143]. We hypothesized that the anti-HIV

dendrimers could also be effective anti-SARS-CoV-2 agents.

More potent and non-toxic glycodendrimers against HIV-1 were designed and tested in vitro

in Prof. McReynolds’s group. Based on the experimental results, four top glycodendrimers from

anti-HIV essays were selected and further simulated to check their binding with gp120. Cellobiose

and Lactose based glycodendrimers and two hybrid glycodendrimers were simulated to check the

binding with the RBD of SARS-CoV-2. The mechanism of the inhibition was further analyzed based

on MD simulation results.

Experimental results

The structures of few glycodendrimers (GDs) are shown in Figure 8. Among the 14 GDs, Lac-

tose, Cellobiose, Maltotriose and Melibiose functionalized ones show strong activity with IC50 in the

range of µM, as shown in the reference [4]. From the average of the significant responses of the pseu-

doviruses for each sulfated glycodendrimer (SGD), the order of activity of the SGDs from strongest

to weakest was: Lactose(15e), Cellobiose(12e), Maltotriose(17e), Melibiose(18e), Maltose(16e), Gen-

tiobiose (14e) [4].

MD simulations of dendrimers with glycoproteins

In order to check the experimentally observed binding between GDs and gp120 (HIV associated

glycoprotein), these systems were modeled by atomistic MD simulations using NAMD [58]. In the
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Figure 8: Structures of Oxime-Linked Hexavalent Glycodendrimers

simulations, the gp120 protein complex used was a trimer based on PDB code 5v8m [144]. Its V3

loop, a principle neutralizing domain with amino acids 303-338, is known to bind with a host cell

surface via heparan sulfate proteoglycans (HSPG) [138]. Several different GDs were designed and

synthesized to inhibit the binding of the V3 loops in gp120 to HSPG. Four oxime-linked hexavalent

GDs with a high activity in in vitro experiment were selected to simulate the interaction with gp120.

Having the same dendritic core, the four GDs differed by their functional groups, which include

cellobiose, lactose, melibiose, and maltotriose. The sulfated (SGD) and un-sulfated states (GD) of

the four functional groups were also considered, which gave eight simulated systems. The sulfate

groups were mostly added to C6 of each sugar unit, according to the average number of sulfates per

sugar. Here, the averaged number of sulfates is 1.6/sugar (Cellobiose), 1.8/sugar (Lactose), 1.3/sugar

(Melibiose) and 1/sugar (Maltotriose). The four non-sulfated GDs work as negative controls. All

the systems were immersed in 150 mM NaCl solutions. Different GDs were named by their sugar

functional groups.
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Since the new coronavirus, SARS-CoV-2, also has a HSPG binding site [140], we selected Lactose

GDs and SGDs (15d and 15e) and Cellobiose GD and SGD (12d and 12e) to test their binding with

the receptor binding domain (RBD, PDB:6M17 [99]) of SARS-CoV-2. The four GDs were separately

placed around the top and middle part of RBD with two trials for each case. The top region is

the binding site of ACE2, which is the cellular receptor of SARS-CoV-2 [99], and the middle part

contains the exposed basic regions which is the proposed the binding site for HSPG. In addition, two

types of hybrid compounds with an octavalent core functionalized by half SGD and half GD were

also designed to examine the binding strength.

All the systems were immersed in 150 mM NaCl solutions. Different GDs were named by their

sugar functional groups. The simulations were performed for 100 – 200 ns for gp120 systems and

70 – 100 ns for SARS-CoV-2 systems, with slightly difference due to the computer power and time

needed to reach equilibrium.

The gp120 proteins were described by a CHARMM36 forcefield [64], while the GD/SGDs were

described by a CHARMM general forcefield [68]. The PME [62] method was used for the evaluation of

long-range Coulombic interactions. The time step was set to 2.0 fs. The simulations were performed

in the NPT ensemble (p = 1 bar and T = 300 K), using the Langevin dynamics (γLang = 1

ps−1). After 2, 000 steps of minimization, ions and water molecules were equilibrated for 2 ns around

protein and GD/SGDs, which were restrained using harmonic forces with a spring constant of 1

kcal/(mol Å2). The last frames of restrained equilibration were used to start simulations of free

GD/SGDs and partial constrained protein (the helical part on the bottom). The trajectories and

snapshots were visualized by VMD [73]. The free energy of binding between compounds and protein

targets were evaluated by NAMD [58] in a generalized Born Implicit Solvent (150 mM). The averaged

MMGB-SA free energy was taken from the last 20 ns (500 frames) of each simulation.
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Binding of SGDs/GDs to gp120

To better understand how and where specifically the SGDs interact with the HIV-1 gp120 protein,

we set out to evaluate the binding interactions of the four most active SGDs based on the inhibition of

infectivity results (12e, 15e, 17e, 18e). Figure 9 shows the two most favorable binding configurations

of each SGD to the gp120 trimer (HIV S proteins). All these SGDs tend to bind to the gp120 trimer in

a multivalent manner, where different chemical groups of SGDs bind to gp120 in a correlated manner

by the Coulombic and van der Waals (vdW) coupling [7–10,33]. In this multivalent coupling, different

branches of SGDs can simultaneously reach several gp120 monomers, as shown in Figure 9B for the

Lactose SGD binding. On the other hand, the neutral GDs (non-sulfated) are less active in their

binding with gp120 (Figure 10), which shows the contact times of amino acids of V3 loop interacting

with different SGD/GDs.

The contact time is defined as the number of frames out of the last 500 frames (20 ns), where the

interaction or contact happens. ARG and ILE present as frequent interacting amino acids, which

stand for charged and hydrophobic interactions with SGD/GDs. Then, we divide the interacting

amino acids into three categories: positively charged, hydrophobic, and polar (polar uncharged

and negatively charged). The percentages of different types of interactions for SGDs are shown in

Figure 10E, where we counted the number of interaction times for each type of amino acids over

the period of last 20 ns (500 frames), and then divided that number by the overall contact times of

all amino acids. The interacting residues were selected either from the V3 loop or from the whole

protein, as shown in Figure 10E. As the V3 loop is a basic region on gp120, the amount of charged

interaction with the V3 loop is above 32%, which is more than 10 % higher than that with the whole

protein. The percentages of hydrophobic interactions are comparable regardless targeting V3 loop
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Figure 9: Different SGDs attached to one gp120 trimer: A. Cellobiose SGD (12e); B. Lactose SGD
(15e); C. Maltotriose SGD (17e); D. Melibiose SGD (18e). Only two SGDs with the most favorable
binding configuration are shown in each case. Proteins are shown as a white surface, SGDs are
represented in atomistic details, and the gp120 residues interacting with SGDs (within 3 Å) are
shown in licorice. The coloring scheme: V3 loop - purple, C - cyan, O - red, S - yellow, N - blue,
H - omitted, basic residue - blue, acidic residue - red, polar residue - green, nonpolar residue -
white. Water and ions are omitted for better visualization. E. Percentage of different interactions
contributing to the SGD-gp120 binding (left: quantified over the whole protein; right: quantified
only with V3 loop. Polar - red: interaction with polar amino acids; hydrophobic - white: interaction
with hydrophobic amino acids; charge - blue: interaction with positively charged amino acids.
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or the whole protein. The percentage of polar interaction is in complementary to that of charge

interaction.

Figure 10: Number of SGD/GDs contacting with the V3 loop. A. Cellobiose 12e; B. Lactose 15e; C.
Maltotriose 17e; D. Melibiose 18e. Red: SGDs; green: GDs.

In our earlier studies of sulfonated AuNPs coupled with HPV capsids, we found that the free

energy per one charged interaction (-6 kcal/mol) is 12 times larger than that per one typical hy-

drophobic group (alkyl, -0.5 kcal/mol) [6]. Coulombic coupling should also dominate the binding of

SGDs and gp120. Furthermore, the ranking of SGDs sorted by the charged interactions contributing

to the overall interaction (Figure 9E, left) matches with that of binding affinities obtained from MST

(microscale thermophoresis analysis) experiments: 15e > 17e > 12e > 18e. However, the ranking of

SGDs sorted by sulfation level (15e > 12e > 17e > 18e) is slightly different from that of the binding

affinity obtained by MST [4]. The spatial orientations of hydroxy groups, number of sugar units and
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linkage between sugar units are all contributing in a delicate manner to the overall strength of SGDs

and gp120 binding. Lactose with three hydroxy groups on one side of a ring structure and a smooth

β-1→4 glycosidic linkage could provide a more polar face, which leads to stronger binding of 15e

to gp120 (Figure 11, Figure 12, Figure 13). The sulfation level, number of sugars, orientations of

polar groups and overall arrangement of sugars in SGDs determines the strength of their multivalent

interactions with substrates [7–10,33,145].

Figure 12 shows the contact times of amino acids of V3 loop interacting with different SGDs.

The contact time is defined as the number of frames out of the last 500, where the interaction or

contact happens. The two most frequent amino acids in the binding of 12e/17e to V3 loop are ARG

and ILE, while in the case of 15e, they are ARG and ALA; in the case of 17e, they are ARG and

LYS. The frequently interacting amino acids among the four SGDs are slightly different, but they

stand for the two major amino acids categories, basic and hydrophobic. Among the four SGDs, ARG

is the common amino acid which contacts for more than half of the counting time (250). The long

binding time of amino acids arises from the strong Coulombic interaction between the positively

charged amino acids and the sulfate groups of SGDs.

As negative controls, the number of interacting amino acids with GDs were far less than SGDs.

The contact times of the amino acids interacting with GDs are less condense than their SGDs

partners as shown in Figure 12. As the GDs are neutral, the charged interaction is impaired in the

whole interaction, which could significantly weaken the binding strength of GDs to the V3 loops as

discussed in the SGD cases.

Figure 13 shows the contact times of atoms in sugar units interacting with the V3 loop averaged

over 36 branches in the cases of SGDs. For 12e, the total contacting times are 213 for the second

glucose, and 132 for the first glucose. For 15e, there are 117 contacting times for the first sugar ring
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Figure 11: The contact times of amino acids from the V3 loop (per monomer) interacting with SGDs,
averaged over the last 500 frames (20 ns). A. Cellobiose 12e; B. Lactose 15e; C. Maltotriose 17e; D.
Melibiose 18e.

(glucose), and 113 contacting times for the second sugar ring (galactose). For 18e, there are 139

contacting times for the first sugar ring (glucose) and 84 contacting times for the second sugar ring

(galactose). For 17e, there are 180 contacting times for the third glucose, 66 contacting times for the

second glucose, and 63 contacting times for the first glucose. Note here, not all of the branches bind

to the V3, the numbers obtained above cannot be used directly to compare among different SGDs.

We further defined a term, ”sugar ring attaching factor” (SRAF), to make the data comparable

among different cases. SRAF equals the difference of contacting times between sugar ring 1 and 2

divided by the total contacting time of ring 1 and 2. A smaller value of SRAF corresponds to a higher
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Figure 12: The contact times of amino acids of the V3 loop (per monomer) interacting with GDs,
averaged over the last 500 frames (20 ns). A. Cellobiose 12d; B. Lactose 15d; C. Maltotriose 17d; D.
Melibiose 18d.

potential for the multivalent binding. For example, the SRAF of 12e equals (213-132)/(213+132),

which gives 0.23. Similarly, the SRAF is 0.02 for 15e and 0.25 for 18e. As 17e has three sugar units

with the ring 1 and ring 2 presenting very similar contacting times, we consider ring 1 and ring 2 as

one unit which contributes 129 contacting times. So, the SRAF of 17e is 0.17.

Collectively, we find 15e shows the best SRAF (0.02) followed by 17e (0.17), 12e (0.23), then,

18e (0.25). Only 15e with the lowest SRAF shows comparable contacting time for both sugar units,

which indicates a more ideal multivalent interaction against V3 loop; while the rest of the SGDs

favor the terminal sugar binding style which is a sign of weaker multivalency. Given that 15e and



68

12e are different by the terminal sugars, we propose that galactose (terminal unit of 15e, with three

OH groups toward one side of the ring) could provide a more polar side concentrated with more OH

groups. The concentrated OH groups in galactose unit of 15e could increase the polar interactions

between SGD and V3 loop. As 15e (β 1-4 linkage) and 18e (α 1-6 linkage) have the same sugar units

but different linkages and SRAF, we propose that β 1-4 linkage could be the structural origin of the

better multivalency. Comparing the 15e and 17e, we find the multivalency is not in proportional to

the number of sugar units.

Binding of SGDs to monomeric SARS-CoV-2 spike

Due to the emergence of the COVID-19 pandemic caused by the SARS-CoV-2 virus, and the

similarities shared with HIV-1 and coronaviruses in interacting with the ubiquitous cell surface

proteoglycan, HSPG [146–148], we selected two of our best performing SGDs, Cellobiose 12e and

Lactose 15e, to determine how they interact with the RBD of SARS-CoV-2. Specifically, the type

and locations of amino acids contacting with the SGDs were identified. Cellobiose and Lactose GDs

(12d and 15d) were selected as controls. As the basic amino acids concentrate in the middle part of

RBD on the front side [146–148], and the host cell receptor (ACE2) binding region resides on the

top of RBD [99], the four compounds were initially placed near the top and middle regions of RBD,

respectively. Two repeating trials were set for each case. Our simulations show that the SGDs 12e

and 15e can separately target the top and middle regions of RBD( Figure 14A-B and Figure 15),

while the GDs 12d and 15d only target the top part of RBD due to the lack of sulfate groups

(Figure 16). Two most favorable binding modes of 15e targeting either the top or middle region of

RBD are shown in Figure 14A and B, where the interacting ARG and LYS residues are highlighted.

Most of the branches of 15e interact with the basic amino acids near the top of RBD. Branches of
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Figure 13: Contact times of sugar groups of SGDs with the V3 loops. A. Cellobiose 12e; B. Lactose
15e; C. Maltotriose 17e; D. Melibiose 18e. Naming rule: the ring close to compound core is named
as ring 1, the ring far from compound core is named as ring 2. The atoms are named by the element
symbol, followed by the ring name, then normal naming number for ring structure, e.g. C12 means
carbon in ring 1 at position 2; C23 means carbon in ring 2 at position 3; H1O3 means hydrogen in
ring 1 in hydroxyl group at position 3; H2O2 means hydrogen in ring 2 in hydroxyl group at position
2.
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15e could span the top region of RBD, which is facilitated by the charged interaction between sulfate

groups and basic amino acids, as shown in the side view of Figure 14A.

Figure 14: Lactose SGD (15e) binding with RBD of SARS-CoV-2. A. Two views (90˚ rotation)
of 15e binding with the ACE2 binding region. B. Two views (90˚ rotation) of 15e binding with
the purported HSPG binding region. Coloring scheme: SGD: C-cyan, O-red, S-yellow, N-blue, H-
omitted, SARS-CoV-2 interacting amino acids: ARG-pink, LYS-grey. Water and ions are omitted
for better visualization. C. Percentage of different interactions contributing to the binding to the
RBD of SARS-CoV-2 averaged over all the binding modes. Polar - red: interaction with polar amino
acids; hydrophobic - white: interaction with hydrophobic amino acids; charge - blue: interaction
with positively charged amino acids. C-cellobiose (12e); L-lactose (15e). D. Free energy of binding
for GDs (12d, 15d) and SGDs (12e, 15e) with RBD of SARS-CoV-2 (two trials for each system).
Top: refers to the initial placement of the GD/SGD near the ACE2 binding region. Mid: Refers to
the initial placement of the GD/SGD near the HSPG binding region.

In analogy to the gp120 systems, multiple ligands in SGDs develop multivalent binding to the

RBD. Moreover, 15e exhibits a stronger Coulombic coupling (percentage of charged interaction) and

overall affinity to the RBD than 12d, 12e, and 15d. (Figure 14C and D). As in the gp120 systems,

charged interactions originating from sulfated groups largely dominate the SGDs’ binding to the
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RBD, the binding affinity of 15e with the highest sulfation level (3.6/branch) is expected to be larger

than the others. Importantly, the SGDs and GDs with multiple binding modes to the RBD are not

designed to be specific inhibitors. The flexibility of branches of the dendrimers facilitates multivalent

binding to the the RBD, which causes different conformational changes to the the RBD. The SGDs

could work as broad-spectrum antivirals against HIV, SARS-CoV-2, and other possible viruses.

Figure 15: Cellobiose SGD binding with RBD of SARS-CoV-2. The coloring scheme: C - cyan, O -
red, S - yellow, N - blue, H - omitted, interacting ARG- pink, LYS- grey. Water and ions are omitted
for better visualization (four binding modes A, B, C and D).

In addition to SGD and GD, the hybrid octavalent GDs (HGDs) as conceptional compounds were

simulated with both sulfated and un-sulfated ligands, as shown in Figure 17 for Cellobiose HGD
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Figure 16: A and B: Cellobiose GD binding with RBD of SARS-CoV-2. C and D: Lactose GD
binding with RBD of SARS-CoV-2. The coloring scheme: C - cyan, O - red, S - yellow, N - blue, H
- omitted, interacting ARG- pink, LYS- grey. Water and ions are omitted for better visualization.
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(C-HGD) and Lactose HGD (L-HGD). The sulfation level is the same in C/L-HGD (3.0/branch).

Although the octavalent HGDs have more ligand branches than the hexavalent SGDs, only four of

their branches are sulfated, while all six branches are sulfated in SGD. Figure 18 shows that the

percentages of charged interactions are comparable in the cases of 15e, C-HGD and L-HGD due

to the compensation of non-sulfated ligands in HGDs. As discussed in the gp120 systems, charge

interaction dominates the binding, the overall binding affinities of C/L-HGD are expected to be

comparable to 15e (Figure 14 and Figure 15). HGDs can target both the top and middle parts

of RBD simultaneously, which could be promising inhibitors inhibiting both the specific binding of

ACE2 to the top of RBD and non-specific binding of HSPG to the middle of RBD.



74

Figure 17: A and B: Cellobiose HGD binding with RBD of SARS-CoV-2. C and D: Lactose HGD
binding with RBD of SARS-CoV-2. The coloring scheme: C - cyan, O - red, S - yellow, N - blue, H
- omitted, interacting ARG- pink, LYS- grey. Water and ions are omitted for better visualization.

Conclusion

In summary, through MD simulations, we found that different binding affinities (Kd) preserved

by different SGDs are not driven by their sulfonation levels. Sulfate groups can increase the binding

strength of SGDs towards V3 loop by electrostatic interactions, but they are not the only factor

controlling the various efficiency of binding. Mutivalency plays important roles in the strengthening

of binding between protein-protein or inhibitor-protein interactions [6,8–10]. Here, the oxime-linked
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hexavalent scaffold provides the first level mutivalency with additional mutivalency provided by the

disaccharide or trisaccharide terminus. Orientations of hydroxyl groups and linkage between units

are delicate factors determining the binding strength of the designed SGDs/GDs. For the inhibiting

of HIV-V3 loop, galactose terminus and β 1-4 linkage are found to be the factors causing the higher

binding affinities. However, the additional mutivalency cannot be improved by just increasing the

number of sugar units in the branch of SGDs. An optimization of spatial structure of the SGD

terminal groups can be done by adjusting number of sugar units, polar group orientations, and

linkage, which is also essential for designing better SGDs.

The best SGD (15e) in binding with gp120 also presents promising binding affinity towards

SARS-CoV-2. The binding of SGDs against SARS-CoV-2 is also largely determined by the number

of sulfate groups in SGDs as analyzed in the case of gp120. Although HGDs could not provide a

significantly higher binding affinity towards RBD than SGDs, they could target both the top and

middle part of RBD. The design of the HGDs could be improved by increasing the sulfation level to

strengthen the Columbic interaction or increasing the overall valency.

Figure 18: Left: Percentage of different interactions contributing to the binding between HGDs and
RBD of SARS-CoV-2. Polar: interaction with polar amino acids; hydrophobic: interaction with
hydrophobic amino acids; charge: interaction with positively charged amino acids. Right: The free
energy of binding for HGDs targeting RBD of SARS-CoV-2. C - Cellobiose; L - Lactose; H - hybrid
(two trials for each case).
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DESIGN OF INHIBITORS AGAINST CANCER AND VARIOUS VIRAL

PATHOGENS
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Toxic Antiviral Nanoparticles with a Virucidal Inhibition Mechanism. Nature Materials 102, 195

(2018); Jones, S. T., Cagno, V., Janeček, M., Ortiz, D., Gasilova, et.al. Modified Cyclodextrins

as Broad-Spectrum Antivirals. Science Advances 6, eaax9318 (2020); Qian, E. A., Wixtrom, A. I.,
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Assembled via Perfluoroaryl-Thiol SNAr Chemistry. Nature Chemistry 9, 333 (2017); Qian, E.
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American Chemical Society 142, 327 (2020).)

In this chapter, different nanomaterials presenting multivalent binding properties were studied.

Peptide-conjugated dendrimers, modified NPs and CDns, functionalized Boron clusters were simu-

lated to clarify their binding modes to specific targets. Working mechanisms of antiviral NPs and

CDns were proposed based on MD simulations.
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4.1 Peptide-conjugated dendrimers as cancer immunotherapies

Adapted from Ref. [5] (J.Am.Chem.Soc. 2020, 142, DOI:10.1021/jacs.9b10160) with the per-

mission from ACS Publishing Groups.

Introduction

PD-1 is an immunoinhibitory receptor which is expressed on activated T cells. PD-L1 is the

ligand targeting PD-1 which are often expressed by tumor cells [149,150]. The binding of PD-L1 to

PD-1 will disable the anticancer immunity [151]. As the interface for proteins binding is very wide

and flat, small molecules are less likely to inhibit the binding of PD-L1 to PD-1 [152]. Most of the anti

PD-1/PD-L1 agents are based on monoclonal antibodies which are limited by their low stability and

high cost and complexity in manufacturing [153]. Using peptide segments extracted from proteins

is a promising method to achieve high affinity and specificity to their targets [154, 155]. However,

peptides extracted from proteins are usually unstable with deformed secondary structure in solution

which hinder their binding capabilities [156]. To further improve the stability of peptides, stapling

approach, molecular self-assembly and bio-inorganic hybridization methods were used [157–159].

In this study, a novel PD-1/PD-L1 inhibitor was designed based on the unnatural peptides

(extracted from PD-1) optimized by Maute et. al. [160,161]. The PD-1 peptides were conjugated to

the surface of dendrimers which provide multivalent binding modes to their targets, PD-L1 proteins

on tumor cells. The dendrimer surface also support the secondary structure of the PD-1 peptides,

which were analyzed by MD simulations. We proposed that the peptide-conjugated dendrimers could

provide competitive binding with PD-L1 as monoclonal antibodies for the recovery of antitumor

immunity.
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Experimental results

”The Surface Plasmon Resonance (SPR) analysis revealed that G7- βH2_mt showed 5 orders

of magnitude higher PD-L1 affinity than βH2_mt (KD of 2.75×10−9 M vs 1.19×10−4 M ), which

is comparable to that of whole αPD-L1 antibody (KD of 2.09×10−9 M), as shown in Figure 19 B,

C and D. It is noteworthy that the dissociation rate constant (kd) of G7-βH2_mt was decreased

by�180 times, as compared to the free peptide, although there were only 30 peptides per dendrimer.

This nonlinear enhancement in binding is characteristic of the multivalent binding effect; that is, a

multivalent object has a higher rebinding chance to target molecules than its monovalent counterpart

(statistical rebinding mechanism)” [5].

MD simulations of peptide-conjugated dendrimers

Methods

The peptides used in the simulations were described by a CHARMM36 [64] forcefield, while the

dendrimers were described by a CHARMM general forcefield [68]. The PME [62] method was used for

the evaluation of long-range Coulombic interactions. The time step was set to 2.0 fs. The simulations

were performed in the NPT ensemble (p = 1 bar and T = 300 K), using the Langevin dynamics

(γLang = 1 ps−1). After 2,000 steps of minimization, ions and water molecules were equilibrated

for 2 ns around peptide conjugated dendrimers, which were restrained using harmonic forces with a

spring constant of 1 kcal/(mol Å2). The last frames of restrained equilibration were used to start

simulations of free peptide conjugated dendrimers.
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Figure 19: (A) Size comparison among the βH2_mt peptide, G7 poly(amidoamine) (PAMAM)
dendrimer, and PD-1/PD-L1 interface, indicating that the dendrimer surface accommodates mul-
tiple peptides being separated by enough spatial distance for binding; Concentration-dependent
binding kinetics of (B) G7-βH2_mt conjugates (45, 90, 180, 270 nM), (C) αPD-L1 antibod-
ies (25, 50, 100, 200 nM), and (D) free βH2_mt peptides (17, 25, 33, 42 µM) to PD-L1.
βH2_mt:HVVWHRESPSGQTDTKAA

Simulations of βH_mt upon conjugation with a G5 PAMAM dendrimer

To support the experimental results about the structure of peptide conjugated dendrimer, we per-

formed molecular dynamics (MD) simulations using a single βH2_mt peptide-generation five (G5)

PAMAM dendrimer conjugate. Note that G5 PAMAM dendrimer, instead of larger G7, was used for

efficient computing time. The peptide behaviors on the surface of a dendrimer were compared for 500

ns from initially (1) extended and (2) folded βH2_mt (Figure 20A and B). βH2_mt in physiological

solution is also illustrated in Figure 20C. In contrast to free βH2_mt exhibiting both folded and
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Figure 20:  (A) initially extended βH2_mt versus (B) initially folded βH2_mt (βH2_mt in red
ribbon; atoms in G5: oxygen in red, carbon in cyan, nitrogen in blue, and hydrogen in white).
Molecular dynamics (MD) simulation study. (C) Distance between N- and C-termina of a βH2_mt
molecule. (D) The number of hydrogen bonds (H-bonds) between a folded βH2_mt backbone and a
G5 PAMAM dendrimer. (E) van der Waals and electrostatic energy between a folded βH2_mt and a
G5 PAMAM dendrimer. The dielectric constant was set to one for electrostatic energy measurement
to show the trend clearly.

extended conformations in the solution, the initially extended peptide bent to a folded structure,

and initially folded βH2_mt stably maintained the folded conformation on the dendrimer surface.

Interestingly, the peptide generated various intermolecular forces with the dendrimer surface, includ-

ing hydrogen bonds, electrostatic interactions, and van der Waals interactions, while maintaining

the hairpin structure (Figure 20D and E). In general, formation of such molecular interactions with

a surface is known to reduce the structural stability of proteins. However, βH2_mt is an isolated

peptide segment that is originally exposed to multiple molecular interactions within the entire PD-1

protein structure. These molecular interactions seem to contribute to the further stabilization of
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the peptide molecule in a folded conformation on the dendrimer surface, in addition to the reduced

entropy cost.

Conclusion

Experimental results show that the peptide-conjugated dendrimers exhibiting significantly en-

hanced target affinity (avidity) and a strong PD-1/PD-L1 inhibitory effect comparable to that of

PD-L1 antibodies. MD simulations revealed that the dendrimer can stabilize the conformation of

peptides by various interactions including: H-bonding, electrostatic and VdW energies. The stable

conformation of peptides could provide geometry matching to their targets which improve their speci-

ficity. Here, the dendrimer offers a platform accommodating more than one peptide which facilitate

the multivalent binding modes. This study provides a newly engineered peptide−dendrimer system

for effective regulation of protein interactions which can be used to tackle various diseases, including

immune checkpoint blockade for cancer therapy [5].

4.2 Modified nanoparticles and cyclodextrins as broad-spectrum antivirals

Adapted from Ref. [6, 7] (Nat. Mater. 2018, 6. DOI: 10.1038/nmat5053; Sci. Adv. 2020,

6. DOI: 10.1126/sciadv.aax9318) with the permissions from Nature and Science Publishing

Groups.

Introduction

Viruses cause negative effects to our society which can infect food crops and livestock and also

cause serve health impacts on human. Effective drugs are needed to inhibit viral invasion and

replication, especially when prevention fails. However, most antivirals are limited by the problems

of permeability, toxicity, virus specificity [162], and/or reversible (virustatic) effect [163–165]. By
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mimicking the cellular receptor HS, broad-spectrum antivirals were developed including heparin or

heparin-like materials [166,167]. But the clinical efficacy remains unclear due to the recovery of viral

infectivity upon dilution of the drug [163–165]. Here, a non-toxic drug which can disable the virus

irreversibly, i.e., a virucidal drug, is need to provide long lasting antiviral effects [168].

Prof. Stellacci’s group synthesized highly sulfonated gold nanoparticles (AuNPs) which display

broad-spectrum virucidal properties in vitro, ex vivo, and in vivo [6]. However, there are concerns

about usage of gold nanoparticles due to the unknown clearance mechanism and possible long-term

toxicity [169].

Cyclodextrins (CDns) are naturally occurring glucose derivatives, which were used in many com-

mercial applications including drug delivery, air fresheners, cosmetics, and food [170]. Sulfonated

CDs were found to be virustatic and specific only to HIV [171–173]. In this work, highly sulfonated

chemicals were attached to a U.S. Food and Drug Administration (FDA)–approved CDn scaffold.

The functionalized CDns exhibited broad-spectrum antiviral properties and highly efficient virucidal

effect in vitro, ex vivo, and in an animal model. The possible working mechanism is explained by

MD simulations.

Modified AuNP antivirals

As the highly sulfonated AuNPs were first found to have broad-spectrum antiviral properties, we

briefly present some of the results from [6]. To elucidate the fate of the viruses after NPs binding,

a series of transmission electron microscopy (TEM) studies on HSV-2 exposed to modified AuNPs

were performed. Figure 21A and B show cryo-TEM images of viruses with and without AuNPs.

Figure 21C and D show the percentage of cells infected by HSV-2 and HPV16 with their IC50s.
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”To understand how MUS-type (mercapto-undecane sulfonic acid) AuNPs can induce irreversible

changes upon interaction with virus, we performed MD simulations of different AuNPs interacting

with the capsid of HPV-16, Figure 21E. The simulations were performed in physiological solutions,

where NPs were placed close to the solvent exposed HSPG-binding sites (amino acid residues K278,

K356, K361, K54 and K59) [174] at the surface of HPV-16 capsid L1 proteins. The simulation results

for MUS:OT-NP 2.4nm cores, with two types of ligands (MUS (mercapto-undecane sulfonic acid)

and OT (1-octanethiol)) in their ligand shell, 50:50 in composition, are shown in Figure 21E. They

demonstrate that selective multivalent binding develops between the negative sulfonate groups of

MUS:OT-NP and the positive HSPG binding lysine residues of L1 capsid protein complexes from

the HPV-16 capsid. Within 50-80 ns, on average 5-6 local charge interactions form between NP

terminal sulfonate groups and L1 HSPG binding sites, which are supported by a similar number of

non-local coupling contacts between nonpolar alkyl chains of NP ligands and L1 proteins. Each of

the 5-6 sulfonate groups binds to positively charged amine groups of lysine residues with a relatively

large Gibbs free energy around 6 kcal/mol, while the non-polar ligand chains acquire on average a

non-local total binding energy about 21 kcal/mol.

This multivalent binding can induce large stresses and deformations of the L1 complexes. Given

the local nature of binding of the sulfonated groups, we can use this binding to estimate the effective

force with which the NPs act on the L1 complexes. By considering the increase of binding energy,

during the NP motion on the capsid surface, we can get an effective force that drives the NP binding

and capsid deformation process forwards (Figure 21E). By combining the above Coulombic energy

change of -28 kcal/mol and considering, at the beginning of simulations, NP interacting with a lysine,

with a distance of 10.4 Å over which the MUS:OT-NP moves, while acquiring this binding energy, we

obtain an effective force of ∼189 pN. This force can deform the L1 complexes and even disturb the
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relative position of one L1 pentamer with respect to a neighbouring L1 pentamer. This disruption

of viral capsids by AuNPs with a multivalent Coulombic binding is analogous to pore formation in

neutral membranes by Ca2+ ions [175]” [6].
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Modified CDns antivirals

To test whether a modified CDn (CD1; Figure 22A) has antiviral activity like its AuNP counter-

part [6], Prof. Stellacci’s group used sodium MUS to synthesize a modified CDn (CD1) that exposes

the sulfonate groups in a similar manner. In addition, two other modified CDns were synthesized.

To alter the length of the linker, CD2 was synthesized (Figure 22A), which bears a seven-carbon

sulfonated alkyl chain.

While CD1 showed strong inhibition of the growth of HSV-2, with an EC50 of 28.51±2.319µg/ml,

CD2 showed no significant effect (Figure 22B). To alter the nature of the linker, CD3 with a nonalkyl

linker and similar overall length to MUS was synthesized. The hypothesis was that removing the

flexibility of the linker would result in stronger binding to the virus and improved overall antiviral

effect. In a dose response assay, CD3 displayed enhanced antiviral effects, with an approximately

threefold reduction in EC50 over the time course of a single-cycle infection compared to CD1. To

determine whether the observed inhibition of HSV-2 growth was virustatic or virucidal, we pretreated

viral solutions with CD1, CD2 and CD3. CD1 was highly virucidal, but this effect was markedly

reduced when using CD2 and CD3 (Figure 22C). These findings for the first time assert the utility

of long flexible linkers to provide a virucidal mode of action. CD1 also displayed broad-spectrum

activity against a wide range of viruses belonging to different families (experimental results are

omitted here).

MD simulations of CDns coupled with gB proteins

Systems and methods

MD simulations were performed for CDns interacting with Glycoprotein B (gB) of HSV. We

extended the CDn categories with new CDns which are not present in experimental results. Six
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Figure 21: (A) Human Papillomavirus (HPV) by itself and (B) after 2 hours of incubation with 5
nm MUS:OT-NPs. Percentage of cells infected by HSV-2 (C) or HPV-16 (D), in dependent on the
NPs concentration in the solution and the type of NP-ligands. (E) Top view of a small sulfonated
MUS:OT-NP (2.4nm core) selectively binding to HPV capsid L1 protein pentamer, after 25 ns of
simulations; bottom right is the proposed mechanism of the NPs. Scale bars are 1 nm.
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different βCDns including experimentally tested CDns were simulated. They are CD1 with 7 MUS

ligands, Cyc5s with 5 MUS ligands, Cyc3s with 3 MUS ligands, Pegc7 with 7 PEG-SO3 ligands

(CH2 − (CH2 − CH2 − O)2 − CH2 − CH2 − SO3), CD2 and CD3. The structure of gB is based

on the PDB 5FZ2 [176]; each protein unit of the tetramer has residues 142 to 476, and the missing

atoms in the structure were added with the VMD [73] plugin psfgen.

Figure 22: Structures and virucidal data for modified CDns. (A) Structures of modified CDns and
relative effective concentrations of inhibition of HSV-2 growth. (B) Dose response assay in Vero
cells. Serial dilutions of CD1, CD2, and CD3 were incubated for 1 hour at 37°C with HSV-2 and
then added on cells for 2 hours at 37°C. Subsequently, cells were washed and overlaid with medium
containing methylcellulose. Plaques were counted 24 hpi. Percentages of infections were calculated
by comparing the number of plaques in treated and untreated wells. (C) Virucidal assays: HSV-2
was incubated with media or CDns (CD1, CD2, and CD3) at 300 µg/ml and then serially diluted
on Vero cells to a negligible concentration of compound. Results are shown as the mean and SEM of
three (for CD1) and two (for all other compounds) independent experiments. UT, untreated; n.a.,
not assessable.

In the simulations, 10 CDn molecules were initially placed near the fusion loops of gB and solvated

in a 0.15 M NaCl solution. The key amino acid residues of gB fusion loop that are responsible for

the cell fusion activity are known (Trp 174, Phe 175, Gly 176, Tyr 179, Ala 261, His 263, Arg
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264) [177]. Unit cells of the simulated systems, containing CDns and gB in aqueous solution, had in

total between 400,000 and 500,000 atoms.

Figure 23: Snapshots of different βCDn interacting with gB after 55 ns of MD simulations. (CDns:
gray rings with ligands in cyan; Trp 174: gray; Phe 175: purple; Gly 176: white; Tyr 179: green;
Ala 261: blue; His 263: cyan; Arg 264: white)  

The CDn ligands were described with the CHARMM general forcefield [69] and proteins were

described with the CHARMM36 protein forcefield [63, 64]. The simulations were performed with

NAMD [58]. The PME method [62] was used for the evaluation of long-range Coulomb interactions.

The time step was set to 2.0 fs, and long-range interactions were evaluated every 1 (van der Waals)

and 2 timesteps (Coulombic). After 2,000 steps of minimization, ions and water molecules were

equilibrated for 2 ns around gB and CDns, which were restrained using harmonic forces with a

spring constant of 1 kcal/(mol Å2). For all the systems, the last frames of restrained systems were

used to start simulations of partially restrained proteins (restraints were placed on the atoms of the

bottom part of the protein) and free CDns. All the simulations were performed for 50 ns in the NPT
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ensemble (pressure p = 1 bar and temperature T = 300 K), using the Langevin dynamics (γLang =

1 ps−1).

Binding results for CDns

Figure 23 shows the snapshots of CDns interacting with gB at 50 ns. In each simulation, there

are 10 CDns but only those bound to key amino acids of gB are shown. The numbers of bound

CDns are quantified in Figure 24. CD1, Cyc5s and Cyc3s show similar numbers of bound CDns,

while Pegc7, CD2 and CD3 have fewer CDns bound to the fusion loops (Figure 24A). As CD1 has

more ligands than Cyc5s and Cyc3s, its negatively charged groups can interact with more residues

of the fusion loops. When the charged groups accumulate on the fusion loops, they may increase

the distance between the fusion loops due to the repulsion between charged groups in CDns. This

is verified by Figure 24B, where the average distances ( (d1+d2+d3)/3) between fusion loops of gB

(the open tetramer) are far bigger in CD1 than in other cases. Cyc3s has the fewest ligands leading

to the smallest average distance between the fusion loops. The separation or opening of the gB

tetramer may reduce the fusion activity of gB. The binding of CDns to the fusion loops can block

the initial virus entry to the cell.

Figure 24C shows the averaged binding energy per CDn to the key amino acids of gB fusion

loops obtained from the last 10 ns of simulations, where the binding energy is composed of vdW and

electrostatic contributions. The time averaged binding energy per CDn is -16.55 kcal/mol for CD1,

-15.96 kcal/mol for Cyc5s, -15.47 kcal/mol for Cys3s, -14.55 kcal/mol for Pegc7, -15.48 kcal/mol for

CD2 and -17.50 kcal/mol for CD3. Despite the fact that the binding energy shows a little difference

among the six cases, it seems to have a clear trend. CD3 with Ar-ArSO3 ligands shows the strongest

binding. CDns with long and more MUS ligands have a larger binding energy, while CDns with

hydrophilic or fewer MUS ligands show smaller binding energies. Although the CD3 shows the
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strongest binding energy with the fusion loop of gB, the binding number of CDns is smaller than

that of CD1, Cys5s and Cys3s, which leads to smaller tetramer opening in the case of CD3.

Figure 24: (A) Number of CDn within 5 Å of fusion loop key amino acids (Smoothing was performed
to noisy data by adjacent averaging method). (B) Average distance between fusion loops of gB. (C)
Averaged binding energy per CDn to gB fusion loop (Smoothing was performed to noisy data by
adjacent averaging method). (D) Number of interacting alkyl groups per CDn with key amino acids
of the fusion loop.

Figure 24D shows the number of interacting alkyl groups (within 5 Å of key amino acids of fusion

loop) per CDn. The average number of interacting alkyl groups in the last 35 ns is 14 for CD1, 15

for Cys5s, 13 for Cys3s, and 12 for CD2, respectively. Alkyl groups of MUS ligands mainly bind to

the hydrophobic amino acids of fusion loop. The binding number of alkyl groups is slightly smaller

in the Cys3s and CD2 cases due to the reduced ligand number or length.
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Conclusion

In summary, we propose that virucidal action of CDns originates in both blocking of the fusion

loop and the conformational distortion of gB caused by the CDn binding (here, manifested by

opening of the tetramer). The stronger binding strength of CDs to gB doesn’t guarantee larger

binding numbers of CDns, since the interaction between CDns may cause the accumulation of CDns

on the binding site. Compared with CD3, CD1 shows less binding strength to gB but a larger binding

number of CDns, which causes better blocking of fusion loop and opening of gB tetramer. As both

alkyl groups and sulfonate charge groups bind to the key protein of gB fusion loop, the CDn binding

is controlled by both hydrophobic and hydrophilic interactions.

4.3 Nanomolecules inhibiting protein−protein interactions

Adapted from Ref. [8–10] (Nature Chem. 2017, 9. DOI: 10.1038/NCHEM.2688; Bioconjugate

Chem. 2019, 30. DOI: 10.1021/acs.bioconjchem.9b00526; J.Am.Chem.Soc. 2020, 142. DOI:

10.1021/jacs.9b10770) with the permissions from Nature and ACS Publishing Groups.

Introduction

Multivalency plays important roles in many biological processes [178]. In our own immune sys-

tem, multivalent interactions modulate cell signaling, cell−cell interactions, and pathogen recogni-

tions [179–181]. The specificity and affinity between glycoproteins and lectins can be significantly

improved by multivalency. A model lectin concanavalin A (Con A) was selected to examine the

multivalent efficiency of nanomolecule A, which use a dense layer of rigid pentafluoroaryl functional

groups as scaffolds and glucose molecules as terminus. PEG350 and monosaccharide (β-D-glucose)

were used as control. To evaluate the application of such nanomolecules in the inhibition of viurs,

DC-SIGN (dendritic cell-specific intercellular adhesion molecule-3-grabbing nonintegrin) [182] was



92

selected as the target. DC-SIGN plays an important role in transmitting HIV-1 to the T cells and

enhancing the infection in early stages of HIV-1 invasion [183–185]. It is found to bind specificly with

high-mannose glycoproteins and glycolipids. Nanomolecules C and D, with different length of scaf-

fold, were designed to mimic those high-mannose structures. Uncovering the rules that govern the

multivalent interactions between DC-SIGN and high-mannose glycoconjugates is important to design

inhibitors against the DC-SIGN-dependent attachment and uptake of certain pathogens. With the

development of synthesis method, it was found that the scaffold containing the phenyl group was

promising [10]. Nanomolecules E, F, G, and H with phenyl scaffold and various sugar terminus were

tested against their protein targets.

Experimental results

”The structures of all the tested nanomolecules and their binding affinity were shown in Figure 25.

Surface plasmon resonance (SPR) experiments were conducted to quantify binding interactions be-

tween the nanomolecule A and a model lectin ConA at pH 7.4. The measured binding response was

dependent on the concentration of nanomolecule A in the injected sample. Furthermore, when two

controls (PEG350 and β-D-glucose) were injected at the highest mass concentration of nanomolecule

A (2.0 mg/L), minimal to no binding was observed. When the binding curves of nanomolecule A

were fitted to the Langmuir 1:1 binding model, the Kd value was estimated to be 54 nM, which cor-

responds to a 6,500-fold increase in affinity when compared with the Kd between ConA and methyl

D-glucopyranoside.

The binding interactions between the nanomolecules (C and D) and DC-SIGN were examined

by SPR. In the first set of SPR-based direct binding experiments, the tetrameric DC-SIGN extra-

cellular domain was immobilized on a commercial sensor chip via standard amide coupling, and
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Figure 25: Structure of designed nanomolecules.

the mannose-functionalized nanomolecules C and D were injected over the protein surface for real-

time visualization of their binding interactions with DC-SIGN. By fitting the Langmuir 1:1 binding

model to the binding curves of the mannose-coated clusters, we estimated Kd values of 0.11 µM

for nanomolecule C and 5.0 µM for nanomolecule D. Compared to D-mannose (low mM affinity),

these multivalent systems exhibit avidities 3−4 orders of magnitude higher for DC-SIGN through

the cluster glycoside effect.
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The binding interaction of the nanomolecule E with ConA was determined to be 116 nM at pH

7.4 based on SPR binding experiments. This Kd value agrees well with the equilibrium constant

determined for the previously developed dodecaborate perfluoroaryl analogue (54 nM) [186] with

Con A under similar experimental conditions. When the PEGylated cluster control nanomolecule H

was analyzed at the highest mass concentration of nanomolecule E evaluated (4 mg/L, 1 µM), only

minimal binding was observed, indicating that ConA binds nanomolecule E with a high degree of

specificity. Similarly, a negligible response was observed when a solution of the D-glucose monomer

was injected at a significantly higher concentration (40 mg/L, 200 µM) over the protein surface,

suggesting that the multivalent nature of nanomolecule E results in a dramatically enhanced binding

profile per mole of saccharide.

SPR binding data reveal that nanomolecule F exhibits an enhanced dose-dependent avidity (Kd =

3.7 µM) toward DC-SIGN when compared with the negligible responses observed for the D-mannose

monosaccharide and PEGylated controls nanomolecule H at significantly higher mass concentration.

A Kd value of 1.51 µM was determined for the binding of nanomolecule G with Stx1B by direct

SPR studies. Even at high concentrations, the free D-galactose monomer does not bind to Stx1B

(100 mg/L), and a phenylene-bridged disaccharide control (gal-C6H4-gal, 100 mg/L) fails to engage

in significant binding with Stx1B as displayed by its minimal SPR response. These data suggest the

multivalent binding properties of nanomolecule G are responsible for the enhancement in its binding

capacity when compared with that of its mono- and divalent controls” [8–10].
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MD simulations of nanomolecules coupled with target proteins

Methods

The proteins used in the simulations were described by a CHARMM36 [64] forcefield, while

the organomimetic clusters were described by a CHARMM general forcefield [68]. The PME [62]

method was used for the evaluation of long-range Coulombic interactions. The time step was set to

2.0 fs. The simulations were performed in the NPT ensemble (p = 1 bar and T = 300 K), using the

Langevin dynamics (γLang = 1 ps−1). After 2,000 steps of minimization, ions and water molecules

were equilibrated for 2 ns around protein and cluster, which were restrained using harmonic forces

with a spring constant of 1 kcal/(mol Å2). The last frames of restrained equilibration were used to

start simulations of free cluster and partial constrained protein (bottom part). The H-bonds number

was analyzed by VMD [73] with a cutoff distance of 3.5 Å and angle of 60˚.

Interaction between nanomolecule A and Con A

MD simulations were performed to investigate multivalent binding of sugar-coated nanoparti-

cles and proteins. Con A was chosen as the target protein to bind with multivalent sugar-coated

nanomolecules A and monovalent β-D glucose (G), respectively.

Con A forms quaternary structures, giving at pH 7 a tetramer, having four carbohydrate binding

sites (hydrogen bonds) [187]. In each Con A, up to 15 amino acids can be involved in the carbohydrate

binding, while for the monosaccharide binding only five amino acids are involved, including Asn 14,

Leu 99, Tyr 100, Asp 208, Arg 228. In our simulations, the tetramer structure of Con A used

was based on X-ray diffraction data (PDB code 1ONA) [188] . Figure 26 shows the structures

of tetramer of Con A with nanomolecule A and β-D glucose after 20 ns simulation. The metals

manganese (magenta sphere) and calcium (cyan sphere) were added in Con A according to its metal
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Figure 26: (a) Tetramer of Con A and nanomolecule A. (b) Tetramer of Con A and β-D glucoses.
The monosacharide binding sites are distinguished from the backbone of Con A by different colors.
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binding sites [188]. The monosaccharide binding sites are distinguished from the backbone of Con A

by different colors. The Con A tetramer has four binding positions. We name the top right position

as binding position 1 (B1), bottom right as B2, top left as B3, and bottom left as B4.

For the NPs binding, three nanomolecules (A1, A2 and A4) were initially put near the binding

sites of chosen monomers. The last nanomolecule (A3) was placed in the cavity between the B1 and

B3 binding positions. For the β-D glucose binding, three glucose molecules (G1, G2 and G3) are

separately placed at the binding B1, B2 and B3 positions, while the last glucose molecule (G4) was

placed between the B3 and B4 binding position. The two systems were immersed in water together

with the counter-ions and the simulations were performed with NAMD [58].

Figure 27: Nearest distances between nanomolecule A ligands and the Con A tetramer.

First, we modeled the coupling between nanomolecules A and the Con A tetramer. At each

simulation time, we calculated a distance between each sugar binding site and its nearest ligand in

the nanomolecule. Figure 27 shows a time-dependent distance between the nearest nanomolecule
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ligands and the Con A tetramer. During the 20 ns simulations, A1 and A2 have an average distance

of 4 Å, while A3 and A4 have an average distance of about 10 Å. Because the initial position of

A3 is far from any binding site, it can’t bind during the short simulations. From Figure 26, we can

see that A3 competes with A1 for the B1 position, while A4 shows a different trend. Within 1 ns,

A4 comes near to the Con A tetramer and binds to it. Then, it leaves away and binds again at

4 ns, when the binding lasts for about 4 ns. After 12 ns, A4 binds to the Con A tetramer again.

Figure 27 reveals that when nanomolecules bind to the Con A tetramer, their binding distance is

about 1.8-2 Å. nanomolecules occasionally gain and preserve for significant time periods these small

binding distances. Figure 26 show details of A1, A2 and A4 binding to their binding sites. We

can see that in all the cases only one of the nanomolecule ligands binds to the nearby binding site,

composed of Asn 14, Leu 99, Tyr 100, Asp 208, Arg 228, which is the monosaccharide binding site

shown in different color. Therefore, there is always one ligand of nanomolecule which performs like

a monosaccharide when binding to the Con A tetramer. Because the nanomolecules have several

ligands, when one ligand leaves, another nearby ligand comes and binds, which increases the binding

probability of nanomolecules. In this way, nanomolecules act like multivalent binders.

In order to compare the binding ability of nanomolecules and β-D glucose systems, we simulated

binding of β-D glucose and the Con A tetramer. Figure 28 shows the nearest distance between β-D

glucose and Con A as a function of time. Figure 26 shows that G1 only binds to Con A at the first

1 ns and then leaves. G2 only binds at the very beginning and it doesn’t bind later; G3 binds to

Con A for about 4 ns at the beginning and after that it leaves away; G4 shows weak binding during

the first 4 ns. The average distance between all the β-D glucose molecules and the Con A tetramer

is more than 20 Å, except G3 whose average distance is about 12 Å. Figure 26 shows details of

β-D glucose and the Con A tetramer binding. When β-D glucose binds to Con A, it binds to the
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Figure 28: Nearest distances between β-D glucose molecules and the Con A tetramer.

typical monosaccharide binding sites. Because β-D glucose is monovalent, when one β-D glucose

leaves, another β-D glucose from the surrounding solution might come nearby and bind. Overall,

monovalent β-D glucose molecules show shorter binding times and longer binding distances than

nanomolecules.

Simulation of nanomolecules C and D with their Target Protein DC-SIGN

In order to check the binding between nanomolecules (C and D) and DC-SIGN, atomistic MD

simulations were performed by NAMD [58]. DC-SIGN (PDB 1k9I [189]) is a tetramer, having four

carbohydrates binding sites with VAL, ASN, GLU and ASP involved. Two simulations were set up:

nanomolecule C with DC-SIGN and nanomolecule D with DC-SIGN. Both systems were immersed in

150 mM NaCl solutions. Figure 29 shows the structures of tetramer of DC-SIGN with nanomolecule

C or D after 40 ns simulation.
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Figure 29: (a) Binding of nanomolecule C to DC-SIGN with details on the right side. (b) Binding
of nanomolecule D to DC-SIGN with details on the right side. The protein is shown in light blue,
and the ligands of the cluster are in gray, with boron, sulfur, fluorine, carbon, oxygen and calcium
represented as pink, yellow, gray, red and purple, respectively.

Figure 29 top panels show how the nanomolecule C binds with DC-SIGN sugar binding pocket.

The O3 and O4 of the mannose from nanomolecule C point towards the Calcium ion, while a similar

binding of nanomolecule D to DC-SIGN can also be found in the bottom panels of Figure 29. To

quantify the difference between the two binding cases, we checked the number of hydroxy group

(containing O3 and O4) within 5 of Calcium ion. Nanomolecule C can bind with DC-SIGN for a
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longer time than nanomolecule D as shown in Figure 30. The ”2” means both 3-OH and 4-OH bind,

”1” means only one of them binds, ”0” means none of them binds. Nanomolecule D shows rapid

switching among ”2”, ”1” and ”0” with a ”1” state binding for 2 ns, while nanomolecule C stays

with ”2” for a longer time with a longest ”2” state binding for 4 ns after switching between ”0” and

”1”. The rapid switching of nanomolecule D may be induced by the stronger hydrophobic interaction

within ligands which cause a higher dissociation constant.

The equatorial 3-OH and 4-OH groups on the cluster linked mannose residues engage in Ca2+-

mediated binding in the carbohydrate recognition sites. Furthermore, nanomolecule C was observed

to stay longer than nanomolecule D near the binding site of the protein model Figure 30, which

agrees with the lower Kd value of nanomolecule D determined from the SPR experiments. A possible

explanation for the observed difference in avidity is the flexibility of the linker; while the extended

linker in nanomolecule D is still rigid, it allows more flexibility compared to the benzylic linker in

nanomolecule C. Although a moreflexible linker can relax the requirements for the precise positioning

of ligands on a multivalent scaffold, it can also lower the overall affinity for a target protein.

Simulations of nanomolecules E, F, G, and H with their Target Proteins

In order to check the binding between different nanomolecules and their protein targets, atomistic

MD simulations were performed. Con A (PDB 1ONA [188]) was chosen as target protein to bind

with multivalent 1-thio-beta-D-glucose coated nanomolecule E; DC-SIGN (PDB 1k9I [189]) was used

to bind with 1− thio − α-D-mannose coated nanomolecule F; Stx1B (PDB 1CQF) was targeted to

the nanomolecule G or H coated by 1-thio-beta-D-galactose or PEG350.

Figure 31,Figure 32,Figure 33,Figure 34 show the snapshots of four nanomolecules binding with

their target proteins. The proteins are shown in cartoon representation, and the ligands of the
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Figure 30: Number of binding hydroxy groups with time.

cluster are in gray, with boron, carbon, oxygen, calcium and manganese represented as pink, gray,

red, purple, and cyan, respectively. The amino acids color scale is Asn: orange, Trp: purple, Asp:

red, Arg: blue, Tyr: green, Leu: light blue, Val: ochre, Glu: pink.

Figure 35 show the number of ligands of the nanomolecules which are within 4 Å of the residues

of the binding sites on the protein. Four nanomolecules E were initially put near the typical sugar

binding sites of Con A (Tyr 12, Tyr 100, Pro 13, Asn 14, Thr 15, Asp 16, Asp 208, Arg 228, and

Leu 229) which are highlighted in the Figure 31. After 20 ns simulation, only one nanomolecule (E1)

binds into the exact sugar binding pocket as shown in Figure 31(c). E2 binds to the surrounding

amino acids and E3 spans the binding pocket, while E4 dissociates from the protein eventually.

From Figure 35, we can also see that there are on average 2 ligands from E1 and 2 ligands from
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Figure 31: Binding of nanomolecule E to Con A. (a) Initial configuration of nanomolecule E and
Con A; (b) one of the four E nanomolecules leaves the protein; (c) E1 binds into the sugar binding
pocket; (d) E2 binds to the surrounding residues of the binding pocket; (e) ligands of the E3 span
the binding pocket.

E2 binding with the amino acids of the binding pocket, while relatively less ligands from E3 and

E4 bind to the surrounding amino acids. Since the four binding pockets are identical and separated

with each other, we get the four different cases of binding. The ligands here without fluorination are

more hydrophobic than the fluorinated ligand used in our previous work [8], which cause a relative

stronger ligand to ligand interaction. The stronger ligand to ligand interaction thus interrupts the

specific binding of ligand to its target protein.

Nanomolecule F was initially put near one binding pocket of DC-SIGN (Asp 336, Glu 347, Asn

349, Val 351, Glu 354, and Asn 365). It hopped from one monomer to another monomer with
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Figure 32: Binding of nanomolecule F to DC-SIGN. a) Initial configuration; b) binding of
nanomolecule F to the surrounding residues of DC-SIGN at 20 ns.

Figure 33: (a) Binding of nanomolecule G to the top of Stx1B (initial); (b) binding of nanomolecule
G to the top of Stx1B at 20 ns; (c) top view of (b); d) binding of nanomolecule G to other sites
(initial); (e) binding of nanomolecule G to other sites (20 ns).
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Figure 34: (a) Binding of nanomolecule H to the top of Stx1B (initial); (b) binding of nanomolecule
H to the top of Stx1B at 20 ns; (c) top view of (b); d) binding of nanomolecule H to other sites
(initial); (e) binding of nanomolecule H to other sites (20 ns).

maximum 3 ligands around the binding pocket, while none of them binds right into the binding

pocket during 20 ns (Figure 32). This may be also caused by the ligand-ligand interaction within

the nanomolecule F.

Nanomolecule G was initially placed on the top of Stx1B (site 3), it interacts with the Asn, Trp

and Asp residues with the increased interacting number of ligands (up to 10) during the simulation

as shown in Figure 35. When nanomolecule G and H were initially placed near site 1 and 2, the

interacting ligands of nanomolecule G and H are very similar.
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Figure 35: Number of ligands of nanomolecules (E, F, G, H) around the specific binding pocket of
their target proteins (Con A, DC-SIGN, Stx1B, Stx1B).

Conclusion

The multivalent glycosylated B12 nanomolecules were tested to be capable of inhibiting pro-

tein−protein interactions. MD simulations captured special switching binding modes between nanomolecules

and their protein targets. The thiolated saccharide ligands grafted on B12 cluster was found to bind

in an alternative manner to the saccharide binding pockets, which enhance the multivalency. The

designed glycosylated nanomolecules can serve as multivalent binders with dramatically enhanced

affinity toward target lectins. The different Kd values among different nanomolecules arise from the

intrinsic difference of sugar terminus and linkage between B12 cluster and sugars. The introduction
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of hydrophobic moieties (benzene) in the ligands tends to diminish the flexibility of ligands which

hinder the overall multivalent binding efficiency.



CHAPTER 5

SIMULATIONS OF POLYMER-BASED DRUG DELIVERY SYSTEMS

(Previously published as Malfanti, A., Mastrotto, F., Han, Y., Král, P., Balasso, A., et.al. Novel

Oligo-Guanidyl-PEG Carrier Forming Rod-Shaped Polyplexes. Molecular Pharmaceutics 16, 1678

(2019); Hsu, H.jui , Han, Y., Cheong, M., Král, P., Hong, S. Dendritic PEG Outer Shells Enhance

Serum Stability of Polymeric Micelles. Nanomedicine 14, 1879 (2018); Zhang, C., Moonshi, S. S.,

Han, Y., Puttick, S., Peng, H., et.al. PFPE-Based Polymeric 19F MRI Agents: A New Class of

Contrast Agents with Outstanding Sensitivity. Macromolecules 50, 5953 (2017); Zhang, C., Liu, T.,

Wang, W., Bell, C. A., Han, Y., et.al. Tuning of the Aggregation Behavior of Fluorinated Polymeric

Nanoparticles for Improved Therapeutic Efficacy. ACS Nano 14, 7425 (2020); Zhang, C., Moonshi,

S. S., Wang, W., Ta, H. T., Han, Y., et.al. High F-Content Perfluoropolyether-Based Nanoparticles

for Targeted Detection of Breast Cancer by 19F Magnetic Resonance and Optical Imaging. ACS

Nano 12, 9162 (2018).)

In this chapter, three polymer-based drug delivery vehicles synthesized by our collaborators were

introduced. Maltotriose-based cationic polymers were designed to carry oligonucleotides. Micelles

formed by dendritic or linear amphiphilic copolymers can encapsulate molecular drugs, whose stabil-

ity were tested in the presence of serum proteins. Perfluoropolyether-based polymers with different

content of Fluorine were synthesized to form nanoparticles, which show high cell permeability. MD

simulations were conducted to check the conformation of different drug delivery systems and the

interactions between polymers and their targets.

108
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5.1 Novel oligonucleotide carriers

Adapted from Ref. [11] (Mol. Pharmaceutics 2019, 16. DOI: 10.1021/acs.molpharmaceut.9b00014)

with the permission from ACS Publishing Group.

Introduction

Therapeutic oligonucleotides (ONs) have been applied as gene therapies [190–192]. ONs alone

often suffer from degradation, low membrane transport rate, off-target profile and immunogenic

response, which hinder their efficiency in therapeutic usages [193]. ON delivery carriers based on

viral or nonviral platforms could help overcome these limitations. Viral vectors are limited by

intrinsic toxicity and immunogenicity, low ON packaging, and difficult scale-up production [194–196].

Nonviral vectors which include cationic vesicles, nanoparticles, and macromolecules, have many

advantages over viral carriers such as biosafety, easy scale-up production, low host immunogenicity,

and controlled delivery [197].

Cationic supramolecular nanocarriers could form polyplexes with ONs by electrostatic interac-

tions, which protect them from degradation and favor their internalization into the diseased cells

[196, 198, 199]. Promising cationic macromolecules need to be non-cytotoxic, highly bio-compatible,

less interactive with blood components and transfection efficient [200–202]. The introduction of

PEG into the polycationic macromolecules was found to be beneficial in escaping the immunosystem

and other clearance processes [203], reducing the carrier-induced hemolysis, protecting ONs from

enzymatic degradation, and enhancing the colloidal stability, permeability and retention (EPR) ef-

fect [204].

Prof. Caliceti’s group developed a novel cationic supramolecular platform where an oligosaccha-

ride core was functionalized with a polycationic “star-like head” formed by six guanidyl units and a
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PEG “tail”. MD simulations were performed to characterize the conformations of the complexes of

ONs and the new cationic macromolecules.

Experimental results

”The hybrid “head−tail” bioconjugate reported in this work (Agm6 −M − PEG−OCH3, Fig-

ure 36) was designed to develop an ON vector devoid of intrinsic biological activity and possessing

high chemical stability, high biocompatibility, high transfection properties, and tailorable features.

Maltotriose was selected as platform for the construction of the cationic block of the new carrier.

It contains 10 hydroxyl groups of the C2, C3, C4 and C6 carbons that can be functionalized with

guanidyl moieties to generate a star-like oligo-cationic ”head”. The PEG “tail” was introduced in

the carrier structure to enhance the solubility, physical stability, and biocompatibility of micelle-like

polyplexes [205], and prolong the residence time of the polyplexes in the bloodstream” [11].

Transmission electron microscopy (TEM) images of Agm6 −M − PEG − OCH3/dsDNA with

3 and 5 N/P ratio revealed that the polyplexes have a rodshape structure (Figure 37 A and B ).

The gel electrophoresis image of Agm6−M −PEG−OCH3/ON samples with increasing N/P ratio

([guanidyl groups (N) of Agm6 −M − PEG − OCH3]/[phosphate groups (P) of ON]) reported in

Figure 37 C shows that free dsDNA, stained with gelred nucleic acid gel stain was not detected at an

N/P ratio �3 indicating that complete Agm6 −M − PEG−OCH3/ON complexation was achieved.

The degree of dsDNA complexation with Agm6 −M − PEG − OCH3 was evaluated by thiazole

orange (TO) association assay Figure 37 D. The fluorescence of Agm6−M −PEG−OCH3/dsDNA

polyplexes significantly decreases as the N/P ratio increases. This is a consequence of the decreased

free dsDNA in solution and increased dsDNA complexed with Agm6 − M − PEG − OCH3. In

particular, major fluorescence intensity reduction was observed at a 2−3 N/P ratio indicating that
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Figure 36: Star-like (Agmatinyl)6 −maltotriosyl−N − acetyl− amino− hexanoate−PEG5kDa −
OCH3(Agm6 −M − PEG−OCH3).

at and above this Agm6−M −PEG−OCH3/dsDNA ratio, the ON undergoes extensive association

with the macromolecular carrier.

The intracellular disposition of Agm6 −M −PEG−OCH3/ dsDNA polyplexes prepared with 3

and 5 N/P ratios after incubation with KB, MCF-7, and MC3T3-E1 cells were further investigated

by confocal microscopy (Figure 38E). The cell membrane was stained with WGA-AlexaFluor488

(green), the nucleus with DAPI (blue), and the Cy3-dsDNA was visualized in red. The results

underline the remarkable influence of the polyplex structure, size, shape, and aspect ratio on the cell

uptake. The higher cell uptake was observed with the thick and short Agm6 −M − PEG−OCH3/

ON polyplexes (3 N/P ratio, 3.1 ± 0.9 aspect ratio) with respect to the thin and long structures (5

N/P ratio, 5.7 ± 1.5 aspect ratio). The different cell uptake obtained with the three different cell lines
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Figure 37: (A) TEM images ofAgm6 −M − PEG−OCH3/ dsDNA polyplexes obtained with N/P
ratio of 3 and (B) N/P ratio of 5 (scale bar: 50 nm). (C) Gel mobility profiles of Agm6−M−PEG−
OCH3/dsDNA polyplexes with N/P ratio increasing from 0.5 to 5 at pH 7.4. The samples were run in
polyacrylamide gel using TBE as running buffer. (D) Fluorescence intensities of thiazole orange (TO)
association with free (noncomplexed) dsDNA polyplexes at increasing N/P ratios in PBS, pH 7.4.
The analysis was replicated three times and the data are reported as fluorescence intensity mean ±
SD, ∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001 versus naked dsDNA. (E) Confocal microscopy images of KB,
MCF-7, and MC3T3-E1 cells: (A1, B1, C1) untreated cells (control); (A2, B2, C2) cells treated with
Cy3-dsDNA; (A3, B3, C3) cells treated with N/P ratio of 3 Agm6−M−PEG−OCH3/Cy3-dsDNA
polyplexes; (A4, B4, C4) cells treated with N/P ratio of 5 Agm6 −M −PEG−OCH3/Cy3-dsDNA
polyplexes. Scale bar indicates 10 µm.
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suggests that the polyplex internalization undergoes different mechanisms or rates of internalization

with different cells.

MD simulations of DNA-polymer complexes

MD simulations were performed to show the interaction between the dsDNA and the Agm6 −

M − PEG − OCH3s. All the simulation was performed by NAMD [58] and mainly described by

the CHARMM general forcefield [68]. The dsDNA were described by a CHARMM36 forcefield [66].

The PME [62] method was used for the evaluation of long-range coulombic interactions. The time

step was set to 2.0 fs. The simulations were performed in the NPT ensemble (p = 1 bar and T =

300 K), using the Langevin dynamics (γLang = 1 ps−1). After 2,000 steps of minimization, ions and

water molecules were equilibrated for 2 ns around dsDNA and Agm6 −M − PEG−OCH3s, which

were restrained using harmonic forces with a spring constant of 1 kcal/(mol Å2). The last frames of

restrained equilibration were used to start simulations of free dsDNA and Agm6−M−PEG−OCH3.

All the simulations lasted for 20 ns.

To get deeper structural insight about the Agm6 − M − PEG − OCH3/ON interaction, the

interaction between Agm6 −M − PEG − OCH3 and dsDNA was simulated. Figure 38A shows a

snapshot of 1 dsDNA molecule and 30 Agm6−M−PEG−OCH3 molecules (corresponding to 5 N/P

ratio, dsDNA-30) simulated in 150 mM NaCl solution. After 20 ns of equilibration, the positively

charged groups (guanidyl groups) of Agm6−M−PEG−OCH3 become oriented toward the negatively

charged backbone of dsDNA, while the remaining chains are solvated around the formed polyplex. In

total, 20 entangled Agm6−M−PEG−OCH3 molecules (out of 30) were found around one dsDNA,

which gives a N/P ratio of about 3 (each Agm6−M−PEG−OCH3 molecule contains 6 guanidinium

groups, while dsDNA has 38 phosphate groups), which is in very good agreement with the complete

ON association at 3 N/P molar ratio calculated by gel-electrophoresis, fluorescence analysis, and
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ITC. The stabilization of a limited number of charged Agm6 − M − PEG − OCH3 molecules is

performed through a terminal self-assembly, where beyond certain total charge of the complex no

more charged molecules can join the complex, due to a large Coulombic repulsion. Figure 39 shows

that dsDNA is well covered by these 20 Agm6 −M − PEG−OCH3 chains.

Figure 38: (A) MD simulations of 1 dsDNA and 30 Agm6 −M − PEG − OCH3 chains. After 20
ns, only 20 Agm6 −M −PEG−OCH3 assembled around 1 dsDNA, giving a 3 N/P ratio. (B) Two
dsDNA strengths wrapped by 40 Agm6 −M − PEG − OCH3 chains are simulated for 20 ns. The
Agm6−M−PEG−OCH3 chains become entangled, forming a potential nucleus of a larger molecular
complex. dsDNA is shown as orange ribbon with base pair in silver; Agm6 −M − PEG−OCH3 is
shown as a chain with N atoms in blue (highlighted), O atoms in red, C atoms in cyan, S atoms in
yellow, Br atoms in pink, and H atoms in white.

Next, we took from Figure 38A two polyplexes of 1 dsDNA with 20Agm6−M−PEG−OCH3 (still

corresponding to a 3.3 N/P ratio) to make a complex system Figure 38B. During 20 ns simulations,

some Agm6 − M − PEG − OCH3 chains bridged the two dsDNA assemblies, forming a larger

complex, shown in Figure 38B. We can anticipate that in the same manner like a simple dsDNA

complex which is stabilized by a terminal self-assembly of Agm6−M −PEG−OCH3 chains, a large

supercomplex of many dsDNA assemblies is stabilized in a terminal manner [42]. The decrease of
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the Coulombic repulsion between the charged constituents of a large supercomplex of many dsDNA

assemblies stabilized by terminal self-assembly of Agm6−M−PEG−OCH3 chains yields rod-shaped

structures rather than spherical structures (Figure 38). As observed for other polycationic carriers

used for ON delivery, we speculated that the rod-shaped structures could be originated from the

combination of charge distribution of the Agm6 −M − PEG−OCH3 and the relative stretching of

ON molecules into the polyplexes [206]. Importantly, 40−80 nm rod shaped polyplexes have been

reported to display longer in vivo circulation and more efficient cell up-take and gene silencing than

sphereshaped polyplexes [207–209].

Figure 39: Thickness of Agm6 −M − PEG−OCH3 chains around dsDNA. (cylinder coordinate is
used, where the center of dsDNA is set to 0; dsDNA is in the range of -40 to 40 Å; different color
stands for the thickness of Agm6 −M − PEG−OCH3 chains.)
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Conclusion

The experimental results show that the Agm6 −M − PEG−OCH3 molecules represent a novel

platform with suitable physicochemical, structural, and biopharmaceutical properties for ONs de-

livery. Agm6 −M − PEG − OCH3 molecules possess strong interaction and form complexes with

ONs as assessed by MD simulations and other analyses. The Agm6 −M −PEG−OCH3 molecules

enclosed the ONs inside by the interactions between positively charged molecule ”heads” and neg-

atively charged ON backbones. Although the conformation of ONs subjected to change due to the

interactions, no serve deformation of secondary structures was observed during simulations. The

rod-shape structure of the polyplexes generated by the Agm6−M−PEG−OCH3 and ONs exhibits

promising advantage in intracellular access.

5.2 Polymeric micelles with dendritic PEG outer shells

Adapted from Ref. [12] ((Nanomedicine: NBM 2018, 14. DOI: doi.org/10.1016/j.nano.2018.05.010)

with the permission from ELSEVIER Publishing Group.

Introduction

Polymeric nanoparticles (PNPs) are promising drug delivery vehicles [210–213]. However, the in-

teractions between PNPs and serum proteins could negatively affect the performance of nanocarriers

(NCs). Serum proteins can attach onto NC surfaces and form “protein corona” [214,215]. These un-

desired NC-protein interactions can trigger opsonization-mediated NPs clearness by immune system,

disturb the pharmacokinetic properties of NCs [216], block the targeting ligands attached on the NPs

surface and diminish the specificity of the targeted PNPs [217–219]. The NC-protein interactions

could fail the delivery of incorporated drugs to their targets [216,220,221]. Reducing the NC-protein

interactions would substantially improve the effectiveness of these self-assembled NCs [221]. Intro-
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ducing a highly hydrophilic polymer to the surface of NCs [222–224] is one of the most common

strategies to reduce the NC-protein interactions. The PEG outer shells were found to decrease the

protein adsorption to NCs and help to avoid the clearness of immune system, and thus prolong the

circulation time of NCs [211,225].

The linear configurations of PEG-conjugated hydrophobic polymers often result in less dense

PEG outer shells, which provide limited protection to NCs [221, 226, 227]. Prof. Hong’s group

synthesized the dendritic amphiphilic copolymers forming micelles which could provide high-density

PEG outer shells. The dense PEG layers on the micelle surfaces were expected to reduce the undesired

interactions with serum proteins. The effects of the dendritic PEG outer shells on the stability of

micelles were systematically studied through both experiments and simulations.

Experimental results

”The dendritic amphiphilic copolymers tested in this study were developed previously. The

PEGylated dendron-based copolymers (PDCs) consist of hydrophilic poly(ϵ-caprolactone) (PCL),

polyester dendron, and multiple hydrophilic PEG chains (Figure 40) [228]. Due to their conical

structure, these amphiphilic PDCs could self-assemble into dendron micelles with enhanced thermo-

dynamic stability. The critical micelle concentrations (CMCs) of those dendron micelles were ranged

from 10−7 to 10−8 M, which were up to two orders of magnitude lower than those of similar linear

block copolymers (LBCs) [12].”

”The FRET-based technique was employed to compare the serum stability of DMs and LMs.

To prepare FRET-micelles, DiO and DiI molecules were encapsulated into DMs or LMs through

self-assembly. The stability of these FRET-micelles was first monitored in PBS buffer at 37°C up

to 48 hours (Figure 41A). The FRET ratio (I565/(I501 + I565)) of all the micelles tested remained



118

Figure 40: Schematic illustration of the structural difference between PEGylated dendron-based
copolymer (PDC) and linear block copolymer (LBC).

constant throughout 48 hours, showing that all the micelles were stable in the absence of serum

proteins. In sharp contrast, in 50% fetal bovine serum (FBS), the FRET ratios of the micelles

rapidly decreased over time, indicating the integrity of the micelles was disrupted, as a result of the

micelle serum protein interactions (Figure 41B). The serum stability of the micelles was generally

proportional to the length (molecular weight) of the hydrophobic polymer (PCL) chains for both

DMs and LMs [229]. With the same molecular weight of the PCL chains, DMs (both DM3.5K and

DM14K) displayed a significantly slower decrease in FRET ratio over 48 hours compared to their LM

counterparts (Figure 41B). This enhancement indicates that the incorporation of dendritic polymer

architecture could improve the serum stability of the micelles” [12].

Simulations of serum proteins coupled with DM/LM

In order to better understand how different micelles become destabilized by serum proteins, we

modeled these systems by MD simulations. BSA (Bovine serum albumin), a main component of
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Figure 41: Fluorescence measurements of FRET pairs (DiI and DiO) encapsulated in LMs or DMs.
Time-dependent FRET ratios (I565/(I565 + I501)), normalized to time 0, in PBS (A) and 50% FBS
(B). In vitro DOX release profiles from DMs and LMs in 50% FBS (C), and 1% Tween 80 (D) using
a dialysis method. Results are presented as average ± S.D. (n = 3).

the blood serum, was chosen as the target protein which interacted with LBC-based (LM3.5K ) and

dendron-based (DM3.5K) micelles. The polymer forming LM3.5K was PCL3.5k-PEG5k, while the

polymer forming DM3.5K, PCL3.5k-G3-PEG600, had a dendritic structure (G3) in the middle of

PCL core and PEG out-layer. Both micelles had the same terminal group (-CH3) and the same

number of monomers (60).

In the simulated system, six BSA proteins with different orientations were placed around each

micelle in a 150 mM NaCl solution. The systems were simulated with NAMD [58] and the CHARMM

forcefield [63, 64] in a NPT ensemble at P = 1 bar and T = 300 K, using Langevin dynamics with
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a damping constant of 0.01 ps−1 and a time step of 2 fs. Long-range electrostatic interactions were

calculated by PME [62] in the presence of periodic boundary conditions.

Figure 42: Structure of DM600 (left) and LM5k (right) micelles (BSA orange, PEG blue, G3 cyan,
PCL core yellow, terminal group red, scale bar is 5 nm) at the beginning and after 20 ns of simulations
in the presence of 6 BSAs.

Figure 42 displays the simulated systems after 20 ns of equilibration. The results show that

the relaxed PEG chains in DM600 give a rather smooth micelle surface, providing a little room for

strong BSA coupling. On the other hand, the relaxed PEG chains of LM5k give a highly loose

surface allowing BSAs to submerge into. In order to quantify the strength of BSA-micelle coupling,

we calculated the electrostatic and vdW coupling energies. Figure 43 gives the interaction energies

averaged over the six BSAs, calculated with a dielectric constant of 1 (G3 was included in the whole

interaction energy and PCL was taken as core of micelle). The average interaction energies of BSA
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with DM and LM are -60.2 kcal/mol and -178.6 kcal/mol, respectively. Separate calculations were

done for coupling energies between BSA and G3-PEG, and PCL (core). In DM600, they are about

-37.3, and -22.9 kcal/mol, respectively, while in LM5k, they are -171.8 kcal/mol (PEG) and -6.8

kcal/mol (core). Therefore, the total coupling energy of BSAs with LM5k is about 3 times larger,

which might explain why in experiments LM5k tends to be destabilized more. Even though most

of this coupling in both DM600 and LM5k is associated with the PEG chains, the exposed PCL

core chains in LM5k still have chance to significantly couple with BSAs, which can cause the micelle

destabilization. In contrast, the PCL core in DM600 is highly protected by G3-PEG, even by much

shorter PEG chains, since the energy between G3-PEG and BSA is -37.3 kcal/mol which is 6 times

less than that of LM5k (-171.8 kcal/mol).

Figure 43C and D show the interaction energy of each of the six (differently oriented) BSA

proteins with micelle; P1 stands for the first BSA protein, etc. In both cases, P5 has the lowest

interaction energy during most of the simulation time. The interaction energies averaged over the

whole simulation time in the case of DM600 are -71.8 kcal/mol for P1, -56.7 kcal/mol for P2, -41.0

kcal/mol for P3, -53.5 kcal/mol for P4, -90.9 kcal/mol for P5 and -47.5 kcal/mol for P6. In the case

of LM5k, they are -182.0 kcal/mol for P1, -110.0 kcal/mol for P2, -174.1 kcal/mol for P3, -176.5

kcal/mol for P4, -306.4 kcal/mol for P5 and -123.3 kcal/mol for P6. Therefore, P5 has the lowest

averaged interaction energy in both DM600 and LM5k cases.

We also counted the number of LYS and ARG within the proteins which have long side chains

and may strongly interact with PEG chains. For the DM600, the averaged number, sum of LYS and

ARG within 10 Å of PEG chains during the whole simulation time, is 7, 4 , 4, 7, 8, 3 for P1, P2, P3,

P4, P5, and P6, respectively. For the LM5k, it is 22, 17, 16, 20, 23, and 13, respectively. P5 has the

largest number of LYS and ARG which interact with PEG chains in both cases. Moreover, the total
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Figure 43: Interaction energies between micelles and proteins averaged over six BSAs (A-B); total
interaction energy between micelles and each protein (C-D). Electrostatic and vdW energies between
micelles and proteins averaged over six BSAs (E-F).

number of interacting LYS and ARG for LM5k is about 3.4 times of that for DM600. Figure 43E

and F show that in DM600, the averaged electrostatic energy per protein is -105.3 kcal/mol, and

the averaged vdW coupling energy is -73.3 kcal/mol. On the other side, the averaged electrostatic

and vdW coupling energies in LM5k are -41.2 and -19.0 kcal/mol, respectively. Therefore, the vdW

coupling energy of BSA with LM5k is almost 4 times of that with DM600, which is consistent with

the results of the number of interacting amino acids (LYS and ARG). The increased vdW coupling
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may be caused by the interaction between PEG chains and amino acids with long side chains in the

BSAs.

Conclusion

Experimental results show that DMs exhibit 2-fold longer half-life in serum-containing solutions

compared to their LM counterparts, suggesting that the dendritic PEG outer shell of DMs signif-

icantly reduces micelle-serum protein interactions. MD simulations reveal that the dendritic PEG

outer shell prevents the penetration of serum proteins into the micelle core and thus weakens the

protein binding. Interaction energy calculations indicated a strong binding energy in the case of LM

with serum proteins. All of these results demonstrated that the dense dendritic architectures could

enhance serum stability of DMs and reduce their non-specific interactions with serum proteins. The

DMs exhibited a desired biological property as NCs. This design suggests a novel approach that can

be potentially applied to improve the effectiveness of many self-assembled polymers as drug delivery

vehicles.

5.3 High F‑content perfluoropolyether-based nanoparticles

Adapted from Ref. [13–15] (Macromolecules 2017, 50. DOI: 10.1021/acs.macromol.7b01285;

ACS Nano 2020, 14. DOI: 10.1021/acsnano.0c02954; ACS Nano 2018, 12. DOI: 10.1021/ac-

snano.8b03726) with the permission from ACS Publishing Group.

Introduction

Many experimental results have shown that substitution of hydrogen by fluorine could improve

the efficiency of certain drugs in cellular uptake and crossing of cellular membranes [230, 231]. Flu-

orine has been widely used to tailor the properties and behavior of molecules and particles for
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biomedical applications [13–15]. In this section, Prof. Whittaker’s group prepared a series of flu-

orinated polymeric nanoparticles. The nanoparticles have hydrophobic perfluoropolyether (PFPE)

as the cores and oligo(ethylene glycol) methyl ether acrylate (OEGA) as the hydrophilic chains.

The synthesizing process is called reversible addition−fragmentation chain transfer(RAFT) poly-

merization (Figure 44A). The synthesized nanoparticles have well-controlled aggregation behavior

in solution. The fluorine content was found to be the factor determining the formation of multiple-

chain nanoaggregates or single-chain nanoparticles [13]. A combination of experimental and com-

putational techniques was employed to investigate the relations between the aggregation behavior

of these PFPE-containing nanoparticles and their therapeutic efficacy. The experimental results

suggest that a single-chain folding conformation (lower fluorine content) of fluorinated polymeric

nanoparticles facilitate a significant drug delivery efficiency to living cells [14]. MD simulations were

performed to check the different aggregations of different PFPE-polymers and the interactions be-

tween aggregates and three different lipid bilayers. The single-chain folding polymers show a larger

proportion of hydrophobic PFPE segments exposed to solvent, which could provide enhanced cellular

internalization and improve their therapeutic efficacy.

Experimental results

”The chemical structure of the poly(OEGA)m-PFPE polymer is shown in Figure 44A, with m

= 5, 10 and 20, respectively. The uptake of Cy5.5-labeled PFPE nanoparticles by MCF-7 cells after

exposure for 24 h was visualized using confocal microscopy. The Z-slices through the center of the

cells clearly show red staining, indicating localization of the PFPE nanoparticles within the cell body

(Figure 44D-F). The confocal images show stronger red fluorescence and, hence, greater extent of

uptake of P20 single-chain unimers compared to P5 and P10, agreeing well with the observations by
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Figure 44: (A) The chemical structure of the poly(OEGA)m-PFPE polymer; (B) flow cytometry,
based on the detection of fluorescence intensity per cell, and (C) 19F NMR spectroscopy, based on
the quantification of the 19F NMR signal intensity per cell. Experiments were performed in triplicate
to obtain mean and standard deviation values (shown as error bars); ns, not significant; p > 0.05;
**p < 0.01; ***p < 0.001, ****p < 0.0001 (t test). The total cell number was determined using a
hemocytometer with Trypan blue exclusion. (D-F) Confocal microscopy of MCF-7 cells incubated
with Cy5.5-labeled PFPE nanoparticles (red) at same dye concentration (0.25 mM) for 24 h at 37
◦C. Cell nuclei were counter stained with DAPI (blue).

flow cytometry and 19F NMR analysis (Figure 44B and C). These results confirm that P20 is taken

up most efficiently, and that the extent of uptake of the polymers correlates with the proportion of

PFPE segments exposed in an aqueous solution” [13–15].

MD simulations of polymer-based nanoparticles

Systems and methods

MD simulations of self-assembled polymers adsorbed on membrane were performed. The model

self-assembled polymers had different number of monomers, P1 with 8 monomers, P2 with 4 monomers,

P3 with one monomer, and P3-A based on P3 with an adaptor at the end of polymer. Three differ-

ent membrane surfaces were prepared based on a POPC (phosphatidylcholine) bilayer: M1 (perfect
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POPC membrane), M2 (POPC membrane with one protrusion, which means one POPC molecule

with its hydrophobic tail towards outside), M3 (POPC membrane with HSP70 protein spanning

across). Since HSP70 was found in the tumor cells membrane [232], which may have a specific

polymer recognition function, we first placed the HSP70 across membrane with C-terminal domain

toward outside (predicted by Botzler et. al. [233]) and then equilibrate the membrane around HSP70

for 10 ns to get M3. We modeled the adsorption of P1, P2 and P3 on the M1 and M2 membrane,

and the adsorption of P3 and P3-A on M3. The structure of the HSP70 in our model is based on

the PDB ID (5e84) [234] with an open state [235], containing residues 24 to 629, and the missing

atoms in the structure were added with the VMD plugin psfgen [73]. In the simulations, P1, P2

and P3 were initially placed near the outside surface of membrane M1 and above the protrusion of

M2; P3 and P3-A were placed near the C-terminal domain of HSP70. All the systems were placed

in a 0.15 M NaCl solution. Unit cells of systems, containing P1, P2 and P3 with M1 and M2 in

aqueous solution, had in total between 123,000 and 136,000 atoms, while the unit cell containing P3

and P3-A with M3 had around 194,000 atoms. The simulations were performed in the same way as

described in the previous chapters.

Adsorption of polymers on different membranes

Figure 45 shows how these amphiphilic copolymers assemble in water. In 20 ns simulations, 5

P1 polymers aggregate by van der Waals (vdW) and hydrophobic forces into a big cluster with the

hydrophobic groups present in its core, like in micelles. In a similar manner, the P2 copolymers

aggregate, as shown in Figure 45B. However, only 4 P2 copolymers are seen to aggregate, since

there is not enough room in the cluster for the remaining P2. Finally, Figure 45C shows that P3

copolymers tend to be wrapped with their own PEG chains, rather than forming a compact cluster

with a hydrophobic core. In this case, the steric and entropic forces between displaced PEG chains,
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Figure 45: Self-assembly of 5 copolymers in solution. (a) P1, (b) P2, (c) P3

associated with bringing the hydrophobic parts together, would be too large to overcome. However,

at longer times, we can expect that P3 dimers and occasionally trimers can form in the system. Since

the P3 copolymers tend to be individually wrapped, the coverage of hydrophilic chains is less thick

than those in the cluster of P2 and P1 cases.

These results are consistent with our experimental findings and further confirm that the P1

and P2 nanoaggregates can form micelle-like assemblies (eight and four polymer chains for P1 and

P2, respectively), with the OEGA side chains within the shell and the PFPE blocks constituting

the core. In contrast, the P3 adopts a single-chain folded conformation, indicating that the longer

OEGA segment is able to stabilize a single fluorocarbon block.

Interactions between PFPE nanoparticles and cell membranes were not observed within the

simulation time frame for membranes without lipid tail protrusion (Figure 46). As some defects
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Figure 46: Side view of the interactions of polymers with M1 at 0 ns and 16 ns of the simulation.
(A) P1 with M1; (B) P2 with M1; (C) P3 with M1. (Polymer hydrophobic parts are shown in orange
surrounded by hydrophilic chains; Membranes show in cyan highlighted with the N atoms at the
outside edge.)

may appear on the membrane in the real case [236], a biological membrane, consisting of a phos-

phatidylcholine (POPC) bilayer with stochastic protrusion of an aliphatic lipid tail into solution,

was simulated under the same conditions. PFPE nanoparticles were then placed within 5 Å of the

membrane, and simulation of the whole system was performed (Figure 47). Over the time course of

40 ns simulations, interactions between PFPE nanoparticles and the cell membrane were recorded.

The proportion of hydrophobic PFPE and hydrophilic PEG segments exposed to the cell membrane

(within 3 Å distance) was calculated to be 10.8, 11.3, and 13.3% for P1, P2, and P3, respectively.

At 40 ns, the nanoparticles of P1 and P2 moved toward and stably settled on the surface of the

membrane without noticeable changes in conformation, whereas the P3 single-chain unimers with
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more hydrophobic PFPE segments exposed to the cell membrane were observed to insert and fuse

within the lipid membrane (Figure 47C), presumably due to stronger hydrophobic interactions with

the exposed lipid tail. We should also note that P3 has a much smaller hydrophobic core (one PFPE

chain per nanoparticle) compared with P1 and P2 with eight and four PFPE chains per nanopar-

ticle, respectively, leading to faster diffusion across barriers of cell membrane. These simulation

results further support the experimental observations and highlight how exposure of hydrophobic

PFPE segments to the cell surface can promote interactions with membranes and hence enhance

uptake. The simulations also illustrate that a critical step to initiate cellular uptake is the hydropho-

bic−hydrophobic contact between the fluorinated segments and the lipid chains, and that stochastic

protrusion of an aliphatic lipid tail of the bilayer into the solution is important. A similar observation

was reported by Van Lehn et. al. in their studies of insertion of gold nanoparticles into model cell

membranes [237].

Figure 47: Side view of the interactions of polymers with M2 at 0 ns and 16 ns of the simulation.
(A) P1 with M2; (B) P2 with M2; (C) P3 with M2. (protrusion is shown in green)
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Figure 48 shows snapshots from the MD simulations of the interactions between the polymers

and cell membrane with Hsp70 protein. In the case of P3 with M3 (Figure 48A), the polymer was

not observed to interact with the Hsp70 protein for further insertion into the interior of the lipid

bilayer. Therefore, the cellular uptake of P3 was not a result of the specific binding and recognition

with the Hsp70 protein. However, other uptake pathways, such as passive diffusion, could still be

operative. However, the incorporation of the aptamer in P3 changes dramatically the behavior.

The aptamer was observed to specifically bind to the C-terminus of the SBD domain of the Hsp70

protein (Figure 48B), leading to extended retention of P3-A on the surface of cell membrane and

thereby facilitating higher cellular uptake. The combination of MD simulations and experimental

FACS and confocal studies of cellular uptake leads to a more complete understanding of how the

highly fluorinated polymer interacts with the cell membrane in the presence of the Hsp70 protein.

We determined the number of contact points between polymers and membrane. The contacts

points involve hydrophobic part, hydrophilic part and adaptor of polymer within 4 Å of the membrane

or HSP70 protein (Figure 49). Figure 49A shows the decreasing hydrophilic contacts between P1, P2

and P3 with M1, respectively. The hydrophobic contacts are almost zero in all the three cases, which

indicated a weak interaction between polymers and M1. With protrusion (Figure 49B), P3 shows

increasing of both hydrophobic and hydrophilic contacts with M2. Compared with the interacting

with M1, P1 and P2 obtained enhanced hydrophobic and hydrophilic contacts with M2. Figure 49C

shows that all the contacts between P3 and HSP70 decreased to zero after 16 ns simulation, which

means HSP70 has no recognition of P3. However, the P3 adaptor shows a relative stable contact with

HSP70 (average 60 atoms), and the hydrophilic interaction of P3-A increase from 20 to 80 with a few

hydrophobic contacts (about 10). All these indicated that HSP70 can recognize the adaptor of P3,
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Figure 48: (A) Side view of the interactions of P3 with M3 at 0 ns and 16 ns of the simulation; (B)
P3-A with M3 (Adaptor shows in red and HSP70 shows in yellow.)

and the interaction between adaptor and HSP70 could strengthen the P3 adsorption on membrane

surface.

Figure 49: Number of different types of contacts between polymers and membrane during 16 ns
trajectory. (A) P1, P2 and P3 with M1; (B) P1, P2 and P3 with M2; (C) P3 and P3-A with M3 (-1
means hydrophobic contacts number, -2 means hydrophilic contacts number, and Ad stands for the
interaction number of adaptor with membrane.)



132

Conclusion

The polymeric PFPE-based platform was used to examine how aggregation behavior affects

interactions between fluorinated nanoparticles and living cells at the molecular level [13–15]. P3

nanoparticles in the form of unimers contain fewer hydrophobic PFPE segments which are more

extensively exposed to the solution and hence to the cell surface on encountering cells. Experimental

results show that the P3 single-chain polymers show an approximately 2-fold higher uptake by MCF-

7 cells, more extensive penetration into 3D MCF-7 tumor spheroids, and higher therapeutic efficacy

compared to the P1 and P2 nano-aggregates which form micelles [13, 14]. MD simulations revealed

that P3 with smaller size and bigger exposed hydrophobic cores is more efficient in penetrating lipid

bilayer. Here, the hydrophobic interactions between PFPE parts and lipid tails provide the main

driven forces. When there is protein in the membrane, the specific adaptor functionlized on P3

facilitates the interactions between P3-A and protein, which indicates the significance of specific

recognition in cellular internalization of polymers.



CHAPTER 6

MODELING OF DYNAMICAL NANOSYSTEMS

(Previously published as Han, Y., Langer, M., Medved́, M., Otyepka, M., Král, P. Biomimetic

Materials: Stretch-Healable Molecular Nanofibers. Advanced Theory and Simulations 3, 2070023

(2020); Zheng, L., Zhao, H., Han, Y., Qian, H., Vukovic, L., et.al. Catalytic Transport of Molecular

Cargo Using Diffusive Binding along a Polymer Track. Nature Chemistry 11, 359 (2019); Chu, Z.,

Han, Y., Bian, T., De, S., Král, P., Klajn, R. Supramolecular Control of Azobenzene Switching

on Nanoparticles. Journal of the American Chemical Society 141, 1949 (2019); Chu, Z., Han, Y.,

Král, P., Klajn, R. “Precipitation on Nanoparticles”: Attractive Intermolecular Interactions Stabilize

Specific Ligand Ratios on the Surfaces of Nanoparticles. Angewandte Chemie International Edition

57, 7023 (2018).)

In this chapter, intermolecular interactions in dynamical nanosystems were studied. The in-

termolecular interactions are the factors controlling the stretch-healable process of nanofibers, the

diffusive motions of molecular sliders on polymer tracks, the self-assembly of NPs, and the isomer-

ization of azobenzene ligands on NP surfaces. MD simulations were used to check the intermolecular

interactions in different cases in atomistic details.

6.1 Stretch-healable molecular nanofibers

Adapted from Ref. [16] ((Adv. Theory Simul. 2020, 3. DOI: 10.1002/adts.202070023) with the

permission from Wiley Online Library.
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Introduction

The self-assembly of various nanostructures [238–240] and nanoparticles [241] could be directed

by solvents [44], pH [42], salinity [242], temperature [41], electric [243], optical [20] and magnetic fields

[43], and other parameters. Once the coarsed materials are formed, they usually stop reorganizing,

with a few exceptions, e.g., liquid crystals can be reorganized by electric fields [244]. In contrast,

most biological systems retain their ability to reorganize during their entire lifetimes. Dynamically

reorganizable and healable low-D materials can have applications in electronics, photonics, energy

storage, and medicine, both in dry and wet forms.

It would be particularly appealing to synthesize highly stretchable (spider silk-like) and possibly

electrically conducting nanofibers. Such nanofibers might be based on molecular flakes formed from

graphene, graphene-like structures and other 2D materials [245], which are covalently linked into

chains. The π-conjugated flakes could form conducting fibers, with structures dependent on their

charging. Such molecular nanowires could transfer electric and mechanical signals from/into cellular

environments [246,247].

In this work, we combine classical molecular dynamics (MD) simulations with quantum elec-

tronic structure calculations to study nanofibers formed by functionalized, covalently linked, and

self-assembled molecular flakes based on coronene and perfluorocoronene molecules. We examine the

stability of these nanofibers and their ability to reversibly stretch and reassemble (self-heal) in bulk

water and air of different humidities.

Methods

In the MD simulations, the partial atomic charges of flakes with different charges (−1, +1 and

0) were derived using the RESP method at the MP2/6-31G(d) level by Gaussian 09 [248] in water
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implicit solvent. The systems of free and linked stacked flakes were simulated by NAMD [58] and

the CHARMM general forcefield [249]. The PME method was used for the evaluation of long-range

Coulomb interactions. The time step was set to 2 fs. The simulations were performed in the NPT

ensemble (p = 1 bar and T = 298 K), using the Langevin dynamics with a damping constant of 1

ps−1.

To gain more physical insight into the coupling of CORs and PERs dimers, the coupling energies

were calculated by DFT and SAPT0 methods on dimers optimized in vacuum. The dimers and

monomers were first optimized at the ωB97x-D/6-31++G(d,p) level of theory, which was followed

by single-point calculations with ωB97x-D and ωB97x functionals with the 6-31++G(d,p) basis set

(Gaussian09). The SAPT0 and sSAPT0 [56] (i.e., modified SAPT0 method with empirically scaled

exchange terms evaluated in S2 approximation) calculations were performed in the Psi4 code [250]

with the aug-cc-pVDZ basis set, on the previously optimized geometries.

The MM interaction energies were calculated by the NAMD energy plugin, which evaluates

Coulombic and Lennard-Jones (LJ) 6−12 potential energy contributions. The two adjacent flakes in

the middle of the columnar structures (Figure 54 a, d and g) were selected as the interacting CORs,

PERs and CORs/PERs dimers. The MM energies were averaged over the last 2 ns (50 frames).

The parameters in the potentials were taken from the CHARMM general forcefield with charges

calculated as in Figure 50. The dielectric constant was set to 1.

Interactions between free flakes

We used classical MD simulations to model systems of many coronene C24H12 (COR) and perflu-

orocoronene C24F12 (PER) molecules in different charge states. Their partial atomic charges (Fig-

ure 50) were calculated in water implicit solvent by Gaussian 09 [248]. In neutral PER, highly elec-
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Figure 50: Partial charges distribution of (a) coronene and (b) perfluorocoronene. Labeling of 1− 4
atoms refers to the table that displays partial atomic charges used in MD simulations for negatively,
neutral and positively charged flakes.

tronegative F atoms have negative charges and neighboring C atoms have positive charges, whereas

in neutral COR, less electronegative H atoms have positive charges and neighboring C atoms have

negative charges. Similar charge distributions are present in benzene (C6H6) and hexafluorobenzene

(C6F6), which form stable alternating stacks [251–253]. In the charged CORs and PERs, the charge

distributions show the same trend as their neutral cases, except the inner C atoms of PERs (labeled

as 1 in Figure 50).

To understand coupling of such flakes, we calculated their coupling energies in vacuum by differ-

ent methods. The benchmarking of coupling energies calculated by selected density functional theory

(DFT) methods for different molecules coupled with COR indicates that the ωB97x-D method [254]
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fairly reproduces the trend revealed by the reference CCSD(T)/CBS method (Table 1 and Ta-

ble 1), overestimating the coupling energies by ca 1.6 − 3.8 kcal/mol. The interaction energies

of the COR/PER, PER/PER, and COR/COR dimers, calculated by DFT methods, the symmetry-

adapted perturbation theory (SAPT) [54], and the Molecular Mechanics potential (MM), are shown

in Table 2, Figure 51 and Table 3. Under the DFT framework, the ωB97x-D and ωB97x [255]

functionals with the 6-31++G(d,p) basis set were used. The interaction energies of COR/PER,

PER/PER, and COR/COR dimers calculated with ωB97x-D are −37.0, −33.9, and −27.0 kcal/mol,

respectively (Table 2). These results are in a reasonable agreement with the SAPT0 method [55]

giving the interaction energies of −48.0, −40.6 and −37.8 kcal/mol for these pairs of flakes, respec-

tively (Table 3). Figure 51b shows the decomposition of the SAPT0 interaction energies, where

the dispersion interactions contribute by more than 50 % to attractive energy in all three cases.

Dispersion interactions originates from electron correlations, which tend to be large in unsaturated

systems (aromatic), where electrons can occupy many unoccupied orbitals and thus stabilize binding

of the structures. Therefore, the dispersion interactions play a significant role in stabilization of

the flake COR and PER systems. Stacking of aromatic systems are known to be stabilized to a

large extend by dispersion interactions, as shown in many research papers [256, 257]. However, the

stability of different flake dimers (CORs, PERs and CORs/PERs dimers) is a result of a complex

interplay of noncovalent interactions. Using the partial charges calculated in water implicit solvent,

MM predicts somewhat smaller interaction energies, but reproduces the trend predicted by the QM

methods calculated in vacuum. These energy values could provide a rough physical insight about

the assembling patterns observed in the MD simulations.

The interaction energies ∆Eint of two flakes are calculated as an energy difference of a flake dimer

and two flake monomers having the geometries of the dimer. The physical insight into the strengths
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of coupling of CORs, PERs and CORs/PERs was deciphered by DFT calculations, SAPT0 [55]

calculations, and Molecular Mechanics potential in vacuum. In the DFT calculations, the ωB97x-

D [254] and ωB97x functionals [255] with the 6-31++G(d,p) basis set were chosen. The empirical

atom-atom dispersion potential in ωB97x-D accounts for the dispersion interaction between molecules

in the dimer.

First, the validity of the ωB97x-D functional was benchmarked against the CCSD(T)/CBS

method in calculations of the interaction energies for small organic molecules weakly bound to

coronene [258]. The interaction energies of seven organic molecules adsorbed on coronene were

calculated using Gaussian 09 [248] with the ωB97x-D functional and the same B97D geometries as in

the CCSD(T)/CBS calculations, kindly provided by the authors [258] (Table 1). The ωB97x-D func-

tional correctly sorted molecules according to their interaction energies (Table 1) (for the absolute

values, please see Table 1). Therefore, this functional was used in the DFT calculation of interaction

of COR/COR, COR/PER and PER/PER dimers, together with ωB97x and MM potential (Table 2,

Figure 51a).
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Figure 51: (a) Interaction ∆Eint (in kcal/mol) of COR, COR/PER and PER dimer, calculated
with two different functionals and Molecular Mechanics (MM) potential. (b) Decomposition of the
attractive contributions to the interaction energy from SAPT0.

Table 1 clearly shows that in the absence of dispersion interactions, the interaction energies

calculated with ωB97x are energetically higher for all three cases, which indicates that stacks are

mainly stabilized by dispersion interactions. Furthermore, SAPT [54–56], which is a suitable method

to estimate the role of dispersion and other terms, demonstrated that dispersions largely contribute to

attractive forces between the dimers (see Figure 51 and Table 3). Both DFT and SAPT calculations

revealed that CORs/PERs formed the most stable dimer, followed by PERs and CORs. The same

trend was also obtained from the calculations performed with a molecular mechanics (MM) potential,
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composed of Coulombic and Lennard-Jones (LJ) 6− 12 potentials (the parameters were taken from

CHARMM general force field with the charges recalculated as shown in Figure 50).

Table 1: Interaction energies ∆Eint (in kcal/mol) of seven studied molecules on coronene calculated
by ωB97x-D, ωB97x functionals, and other methods. [258]

compound ωB97x-D/ ωB97x/ optB88-vdW/ M06-2X/ SCS(MI)-MP2/ CCSD(T)/
6-31++G(d,p)a 6-31++G(d,p)a PWb cc-pVTZb CBSa,b CBSa,b

acetone -9.0 -5.3 -8.5 -7.5 -7.9 -7.6
acetonitrile -6.9 -4.3 -6.6 -5.4 -6.6 -6.2

dichlormethane -7.4 -4.6 -6.8 -5.4 -7.0 -6.7
ethanol -8.7 -5.4 -7.8 -7.1 -7.1 -7.1

ethyl acetate -11.5 -6.6 -10.5 -9.1 -9.7 - 9.7
hexane -13.5 -6.7 -11.6 -9.9 -10.7 -10.4
toluene -13.7 -6.7 -12.1 -9.7 -13.5 -11.9

a B97D geometries; b Taken from the literature.

Table 2: Interaction ∆Eint (in kcal/mol) of COR, COR/PER (ACOR) and PER dimer, calculated
with two different functionals and Molecular Mechanics (MM) potential.

Method ωB97x-D/ ωB97x/ MM
6-31++G(d,p)a 6-31++G(d,p)a dimer in MDb

System COR ACOR PER COR ACOR PER COR ACOR PER
∆Eint -27.0 -37.0 -33.9 -11.7 -18.3 -12.2 -17.3 -24.1 -19.5

a ωB97x-D geometries. b dimer taken from MD simulations (Figure 54a, d, g).

MD simulations of free flakes

Next, we used classical MD simulations to model the self-assembly of free molecular flakes with

partial charges from Figure 50. Initially, alternating stacks of neutral CORs and PERs were simu-

lated in water. Within 10 ns, the stacks arranged into a hexagonal lattice, as shown in Figure 52a

and Figure 53. The flakes rotated [258] and became slightly tilted, due to interactions between

neighboring stacks.

In the following model simulations, all flakes were charged in the same way, each with elementary

charges of +e or -e (Figure 50), but no chemical reactions of flakes with water and each other

were considered. The charged flakes quickly reorganized, as shown in Figure 52b (negative) and
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Table 3: SAPT0 [55] and sSAPT0 [56] interaction energy decomposition (in kcal/mol), calculated
with aug-cc-pVDZ basis set in Psi4 code [250].

System COR/COR COR/PER PER/PER
Basis set aug-cc-pVDZ aug-cc-pVDZ aug-cc-pVDZ

SAPT0 sSAPT0 SAPT0 sSAPT0 SAPT0 sSAPT0
Electrostatics -12.2 -12.2 -21.3 -21.3 -9.4 -9.4

Exchange 34.0 34.0 41.0 41.0 36.5 36.5
Induction -3.1 -3.2 -4.7 -4.7 -4.6 -4.6
Dispersion -56.4 -56.5 -62.9 -62.9 -63.1 -63.1
TOTAL -37.8 -37.8 -48.0 -48.0 -40.6 -40.7

Figure 52d (positive), collected after 30 ns. In the system with negative flakes, PERs formed columnar

structures, but CORs were mostly free. On the other hand, in the system with positive flakes, CORs

formed columnar structures, but PERs were mostly free. The presence of different structures, due

to different charging, shown in Figure 52b, d, is in line with Figure 54c, e. Figure 54 shows that

columnar structures of 8 CORs can be maintained when CORs are neutral or positively charged.

Neutral PER stacks are dimerized (Figure 54d), but negative PER (Figure 54e) and alternating

neutral COR/PER (Figure 54g) stacks are stable.

When the flakes in Figure 52b, d were discharged, they reorganized in a random way where stacks

were mixed preferably in a COR/PER pattern, as shown in Figure 52c, e (as in Figure 54a, g). The

same system was also simulated in a 150 mM NaCl aqueous solution (Figure 55). Here, the columnar

structures formed by charged flakes were shorter, which is attributed to screening. Our simulations

show that the self-assembling of free flakes can be controlled by their composition, charging and

solvent environment.

Figure 53 shows the initial and final structures of neutral CORs and PERs stacks, modeled by MD

simulations and discussed further in Figure 52. After 10 ns, the stacks rearranged into a hexagonal

lattice and the alternating CORs and PERs arrangement was maintained.
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Figure 52: MD simulation snapshots showing differently stacked CORs (blue) and PERs (red) in
water with NaCl counterions. (a) Initially pre-assembled and thermalized system after 10 ns of
simulations. (b, d) Then, the flakes in (a) were negatively and positively charged by -e or +e
according to Figure 50. After 30 ns simulations, the flakes reorganized differently. (c, e) Then, the
flakes in (b, d) were discharged. After another 30 ns, they reassembled into structures with mixed
CORs and PERs. For clarity, water and ions are not displayed.

To reexamine the observations in Figure 52, eight columnar flakes of neutral, positive, and neg-

ative CORs, PERs, and alternating CORs/PERs (ACORs) were separately prepared and simulated
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Figure 53: The stacks of neutral flakes were stable after 10 ns simulations in water. The stacks
arranged into hexagonal shape (see top view) and the alternating HFHFHF pattern was preserved
(see side view). Coloring scheme: blue – CORs; red – PERs.

in water. When the flakes were charged by +e or -e with the partial atomic charges shown in the

table of Figure 50, they were simulated with counterions. These simulations gave similar results as

Figure 52 in the main text: after 30 ns, the neutral and positively charged CORs, the neutral ACORs

and the negatively charged PERs were all stable (see Figure 54). PERs tend to form dimers rather

than columnar structure as shown in Figure 54d. This could be explained by a weaker electrostatic

energy of the dimer coupling (−9.4 kcal/mol, Table 3).

To check how the ionic solution influence the formation of stacked flakes, the system in Figure 52

was also simulated in a 150 mM ionic solution (NaCl). Once the flakes in the original stacks were
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Figure 54: (a-c) The final structures of coronene stacks with neutral, negative, and positive charges,
(d-f) The final structures of perfluorocoronene stacks with neutral, negative, and positive charges,
(g-i) The final structures of alternating coronene stacks with neutral, negative, and positive charges.
Counterions and water are not presented. Coloring scheme: blue – CORs; red – PERs.
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Figure 55: Snapshots of MD simulations showing differently stacked CORs and PERs in 150 mM
NaCl solution. (a) Initially pre-stacked and thermalized system after 10 ns of simulations. (b, d)
Then, each flake in (a) was negatively or positively charged by -e or +e with the partial charges
shown in Figure 50 . After 30 ns of simulations, they reorganized differently. (c, e) Then, the flakes
in (b, d) were discharged. After another 30 ns, they re-assembled into structures with mixed CORs
and PERs. For clarity, water and ions are not displayed. Coloring scheme: blue – CORs; red –
PERs.
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negatively or positively charged (each one was charged by -e or +e according to Figure 50), columnar

structures formed in Figure 55(b, d) similar to those in Figure 52(b, d). The difference is that shorter

columnar stacks were formed in the ionic solutions after charging the flakes, compared with that in

water Figure 52(b, d). This is attributed to the screening effect of ions. After all the stacks were

discharged, alternating structures of CORs and PERs and random stacks were formed in Figure 55(c,

e).

MD simulations of linked flakes

Highly-defined ”spider silk-like fibrils” could be prepared when the molecular flakes, which tend

to self-assemble, are covalently linked by short and flexible bridging molecules. To explore this

possibility, we linked the neutral COR and PER (COR/PER pattern) flakes by short oligomeric

polyvinyl alcohol (PVA) chains: 8 flakes were connected by 7 PVA chains (-[CH2-CH(OH)]-), each

with 5 vinyl alcohol monomeric units, where carbon atoms of PVA connected to carbon atoms of

the flakes in the trans configurations. These short linear stacks were simulated in bulk water, in the

presence of water nanodroplets (vapor), and in vacuum, as shown in Figure 56 and Figure 59.

Stacks of linked neutral CORs and CORs/PERs were first prepared and stabilized for 30 ns in

vacuum. Then, these stacks were placed in bulk water, close to nanodroplets, or left in a vacuum

(Figure 56a, Figure 59a). In these media, the stacks were gradually stretched by a force of F = 200

pN, applied to the right terminal flakes (one atom on the left terminal flakes was fixed), as shown

in Figure 59a. In all media, the flakes at the two ends of the chains started to unfold first. In

the systems with water droplets (humidity), their surface tension caused the droplets to embrace

groups of self-assembled flakes and to resist their dis-assembly by the stretching force. Since the

applied force is large, the linked flakes stretched fast into chains. Once the force was turned off, the

stretched chains started to collapse in a stepwise manner. They did not form the same structures
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Figure 56: (a) COR and COR/PER flakes linked and pre-assembled into linear stacks in bulk water
and with small water droplet (top to bottom). (b) Intermediate and fully stretched chains; top
4 panels at 0.2 ns (forward motion) and 3.0 ns (backward motion, marked in blue box). (c) Re-
assembled structures. Coloring scheme: blue – CORs; red – PERs.

as at the beginning (Figure 56a, Figure 59a), but more random assemblies embracing water droplets

(Figure 56c, Figure 59c). Figure 56b shows some intermediate steps of stretching and collapsing

(healing) nanofibers in different media.

Figure 57 shows time-dependent lengths of the above nanofibers, which were stretched by a

force of F = 200 pN and then spontaneously released (no force). In bulk water (Figure 57a), the

CORs and CORs/PERs stacks were stretched to full lengths within 1.5 ns, with relatively smooth

trajectories, where the featured conformations are shown in the plots. When the force was turned

off, the structures collapsed in ≈ 4 ns. In the presence of water droplets (Figure 57b, c), the droplets

release in a stepwise manner with the assembled flakes solvated in their interior, which led to a
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Figure 57: Stretching of neutral CORs and neutral CORs/PERs fibers: The distance between the
two fiber ends under a stretching force of F = 200 pN (a) in bulk water, (b) with a big water droplet,
(c) with a small water droplet, and (d) in vacuum. The force is turned off at times when the chain
lengths are seen to drop from their maximum values (marked as off). Coloring scheme: blue – CORs;
red – PERs.

slow stepwise stretching of the fibers. The stronger the flakes bind to water, the more significant is

this effect. For larger droplets (Figure 57b), a full stretching of the CORs and CORs/PERs stacks

took 12.5 ns and 53 ns, respectively, when the CORs/PERs trajectory developed five plateaus. For

smaller droplets (Figure 57c), the CORs and CORs/PERs stacks were fully stretched within 5.0 ns

and 2.5 ns, respectively. In vacuum (Figure 57d), the stretching processes took < 0.2 ns. Here, CORs
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(binding energy of −27.0 kcal/mol) stretch quicker than CORs/PERs (−37.0 kcal/mol) in bulk water

and vacuum, since the mixed flakes have a stronger coupling (Figure 51, Table Table 1, Table 2).

In all simulated systems, except bulk water (slow diffusion), the structures collapsed extremely fast

(< 0.03 ns).

Figure 58 also shows the stretching dynamics of nanofibers in bulk water under different forces

applied to their two ends. At F = 100 pN, a full stretching of CORs and CORs/PERs took 25 ns

and 12 ns, respectively (Figure 58a), while at F = 200 pN, it took just 0.9 ns and 1.2 ns (Figure 58b).

The CORs were stretched faster than PERs during earlier stretching times, as shown in Figure 58 a

and b, which is in line with cases in Figure 57 a-d. However, the overall stretching time is affected by

fluctuations. In general, at smaller stretching forces, the prolongation was slow with typical steps,

while at larger forces it was fast and smooth. The steps are caused by energy barriers associated

with the dis-assembly of individual flakes from the stacks. Larger forces can easily overcome these

barriers, giving fast and smooth prolongation of the nanofibers.

To better understand the fluctuations in elongation of these nanofibers during their stretching,

three separate replicas of neutral CORs and CORs/PERs fibers were separately stretched in bulk

water by a force of 85 pN. As shown in Figure 58 (c-d), the elongation steps and simulation times that

were necessary for these nanofibers to fully stretch were slightly different in the three replicas. These

differences may be related to slightly different initial arrangements of the structures and fluctuations

present in each replica. However, these effects should average out in ensembles of such fibers, i.e., in

longer fibers or many parallel fibers.

The stacks of neutral CORs and neutral CORs/PERs covalently connected by short linkers were

put in bulk water, water droplets and vacuum (Figure 56, Figure 59). The water droplets were placed

on top of stacks in the middle position as shown in Figure 59a. The stacks were stretched by applied
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Figure 58: (a-b) Stretching of neutral COR and COR/PER nanofibers in bulk water: The lengths
of nanofibers under a stretching force of (a) F = 100 pN, (b) 200 pN. (c-d) Three replicas stretched
separately with a force of 85 pN: (c) neutral CORs, (d) neutral CORs/PERs.

forces of F = 200 pN to their terminal flakes on the right with an atom on the left end fixed (top

panel of Figure 59a). Once the stacks were fully stretched into chains, as shown in Figure 59b, the

forces were disconnected. Figure 59c reveals that the stretched chains re-assembled back, but they

did not form exactly the same structures as at the beginning (Figure 59a). Figure 59b shows part of

the intermediate structures with the applied forces at different time. The flakes at the two ends of

the chains start to unfold first which is independent of the water environment. The big water droplet

tends to embrace the unfolded flakes to resist the stretching force. Due to the limit of the surface

tension of the water droplet, the embracing force is quickly overcome by the applied force which

lead to the full stretching of the chain. Without water environment, the applied force only need to
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overcome the interaction between the CORs and CORs/PERs flakes, which cause faster stretching.

The intermediate stretching steps at t = 0.03 ns are shown in Figure 59b (bottom two panels).

Figure 59: (a) CORs and CORs/PERs flakes linked and pre-assembled into linear stacks (top to
bottom): with a big water droplet and in vacuum. (b) Intermediate and fully stretched chains. (c)
Re-assembled structures. Coloring scheme: blue – CORs; red – PERs.

Conclusion

In summary, using MD simulations and electronic structure methods, we have shown that

coronene and perfluorocoronene molecules can self-assemble into stacks in environments of differ-

ent humidities. When the molecular flakes within such stacks are covalently linked, they can form

stretchable and healable nanofibers [259]. These ultra-stretchable and possibly electrically conduct-

ing nanofibers can have many diverse applications in materials, electronics, and sensing.
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6.2 Cargo-carrying peptide sliders on polymer tracks

Adapted from Ref. [17] (Nat. Chem. 2019, 11. DOI: 10.1038/s41557-018-0204-7) with the

permission from Nature Publishing Group.

Introduction

Inspired by the natural transport systems e.g. transport of vesicles along microtubular tracks

[260], scientists want to develop synthesized transport systems with the ultimate goal of developing

molecular robotics and assembly lines [261]. Most artificial systems have employed DNA architectures

as programmable devices for the transport of DNA strands [262] or gold nanoparticles [263]. However,

most of the designs need the supply of energy to trigger the transporting motions [264]. In contrast,

diffusive transport is energy independent and can have comparable efficacy as active transport [265].

A number of interesting examples of molecular-scale walkers have been developed which were based

on reversible supramolecular interactions or dynamic covalent bonds [17, 266]. We are inspired by

the efficient sliding and hopping motion of proteins along polynucleotides, as this form of diffusive

transport does not require a chemical fuel [267]. Here, we present a synthetic diffusive transport

system which is capable of picking up, transporting and ultimately depositing molecular cargo [17].

By functionalizing the molecular sliders with different reactive groups, we can study the changes

in reaction rates between freely diffusing molecules and systems with reduced dimensionality [17].

Furthermore, MD simulations were performed to study the diffusive binding modes of sliders on

polymeric tracks. The experimental observed rate enhancement was well explained in combination

of diffusion constant calculations.
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Experimental results

”As a model reaction, we chose the reaction between an alkylthiol and bromo-substituted N-

methylmaleimide, which yields a fluorescent product on substitution of the bromide by the thiolate.

This reaction is typically slow in the absence of tracks, as seen in Figure 60C and D where µM

concentrations of reactants (6 µM thiols and 5 µM maleimides, respectively) were used. However,

following the addition of polycations, the reaction rates were enhanced significantly, with either slider

reaching nearly full conversion within minutes on both pLys and pArg tracks (Figure 60C and D).

The concentrations of pArg and pLys were chosen such that the charged monomer concentration

equivalents were 1.76mM, that is, the concentration of positive charges on the track was at least

50-fold greater than the measured dissociation constants between polymers and sliders. It follows

that over 98% of the reactants are bound on the polycations (at the µM concentrations used). We

calculated the relative rate enhancements from the initial slopes of the reactions. The reaction

between slider 1 and the bromo-substituted N-methylmaleimide-1 conjugate was accelerated by 113-

and 110-fold by pArg and pLys, respectively. Similarly, slider 2 gave enhancements of 149- and

77-fold by pArg and pLys, respectively. As a control, the addition of 1.76mM arginine (the same

concentration of opposite charge, but no polymeric backbone) showed only a marginal increase in

the reaction rate, confirming the essential role of the polymeric ‘tracks’ in increasing the rates of

bimolecular reactions” [17].

MD simulations of sliders with tracks

Systems and methods

In order to clarify the observed reaction rates of molecular sliders and their bromo-substituted

N-methyl-Maleimide conjugates taking part on polycation tracks, atomistic MD simulations of the
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Figure 60: (A) Two types of molecular tracks; (B) functionalized (reactive) sliders; (C) The ki-
netics of the reaction between slider 1 and bromo-substituted N-methylmaleimide-1 are accelerated
significantly by the presence of polycations. (D) The kinetics of reaction between slider 2 and bromo-
substituted N-methylmaleimide-2 are also accelerated significantly by the presence of polycations.

sliders’ motion on these tracks were performed. These cases were simulated: slider 1-pArg/pLys,

with one slider 1 and one polyArginine or polyLysine track of 95 Arginine or Lysine residues placed

in a 25 mM MES solution; slider 2-pArg/pLys, with one slider 2 and one polyarginine/polylysine

track of 95 arginine/lysine residues placed in a 22 mM MOPS solution. A 95-residues long track

with a molecular weight of 15,000 Da was selected to represent a polycation track. The positive

charge arising from the polycation chain is close to 96 mM (3,000 folds larger than the dissociation
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constant of slider), which means that a slider practically does not leave the polycations during the

simulations.

The charges and dihedrals parameters for the tail of slider1 (between the thiol group and phos-

phate group) were separately calculated by a ForceField Toolkit [72] from VMD [73] after performing

a geometry optimization at the MP2 level by GAUSSIAN 09 [248]. The polycation tracks were de-

scribed by a CHARMM36 forcefield [249]. The PME [62] method was used for the evaluation of

long-range Coulombic interactions. The time step was set to 2.0 fs. The simulations were performed

in the NPT ensemble (p = 1 bar and T = 300 K), using the Langevin dynamics (γLang = 1 ps−1).

After 2,000 steps of minimization, ions and water molecules were equilibrated for 2 ns around sliders

and tracks, which were restrained using harmonic forces with a spring constant of 1 kcal/(mol Å2).

The last frames of restrained equilibration were used to start simulations of free sliders and tracks.

Then, 200 ns trajectories were used to computes MSD at a variety of lag times (τ). A diffusion

coefficient D(τ) was computed from D(τ)=MSD(τ)/2Eτ , where E is the integer dimensionality of

the system (1, 2 or 3) [268]. The H-bonds number was analyzed by VMD with a cutoff distance of

3.5 Å and angle of 60˚. The free energy calculation was performed using an umbrella sampling (US)

method. The coordinate, which was defined as the distance between the center of charged groups

of slider and the center of pARG track (11 units of ARG), was partitioned into 40 windows of 1

Å width, where confinement potential were introduced in the form of harmonic restraints with a

force constant of 3 kcal/(mol Å2). During sampling, three backbone atoms of pARG track were hold

by restraints performed by collective variables (colvars [81]). Each US window was run for 10 ns.

The weighted histogram analysis method (WHAM) [82–84] was used to reconstruct the potential of

mean force (PMF). A MC bootstrap error analysis was performed with the WHAM algorithm (with
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num_MC_trials set to 3). The histograms of the US windows used to reconstruct the PMF were

examined and shown to have an appropriate overlap.

Diffusion of sliders on polycation tracks

To examine a diffusive motion of the sliders on different tracks, we used the coordinates of charged

groups centers within each slider to calculate their mean square displacement (MSD) and diffusion

coefficient D(τ) at various lag times τ in 3D, while being on the track, and in 1D along the track

(with respect to its longitudinal coordinate).

Figure 61A and B show that MSD and D(τ) in 3D for both sliders and at most lag times (τ)

are larger on pLYS than on pARG. These results include jumping between bent loops of pLYS and

pARG. Since the sliders bind to their tracks, their 3D motion also reflects the tracks’ motion. To

separately study the sliders diffusion with respect to the tracks, we find in each slider a backbone

atom which is nearest to the charge group center of each slider. By using the residue number (CA)

of this atom as the coordinate, we study 1D diffusion along the track and calculate D(τ) in units of

residue2/ns and MSD in units of residue2. Figure 61C shows that the sliders moved by 4-5 residues

along tracks (1D) at a lag time of 100 ns. Contrary to the 3D diffusion, results in Figure 61D

reveal that for most of the lag times, the 1D diffusion constants are larger on pARG than on pLYS.

At a lag time of 100 ns, D(τ) reaches 0.10/0.15 residues2/ns in the cases of Slider1/Slider2-pARG

and 0.09/0.13 residues2/ns in the cases of Slider1/Slider2-pLYS. This trend is consistent with an

enhancement of the reaction rates, observed in experiments: Slider1-pARG (enhanced by 113-fold)

> Slider1-pLYS (110) and Slider2-pARG (149) > Slider2-pLYS (77). Since most of the reactions

between the sliders occur on the tracks (50-fold more sliders binding positions in the experiment), we

can conclude that the experimentally observed increase of reaction rates is related to the 1D diffusion

of sliders along the tracks.
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Figure 61: (A and B) MSD and D(τ) for a 3D diffusion of sliders on tracks in solution; (C and D)
The same for 1D diffusion of sliders along tracks.

Motion of polycation tracks caused by sliders

The simulation snapshots in Figure 62 and Figure 63 show that both sliders can make transient

loops by attracting the track with different charged groups of sliders. It seems that loops are easier

to make on the pARG tracks (better coupling of the charged groups of sliders with track), especially

by Slider1 which has more localized charged groups.

To examine the looping of tracks in the absence/presence of sliders, resembling track condensa-

tion, we quantified the radius of gyration (Rg) of the tracks and the number of H-bonds within the

tracks. Figure 64A shows that, during the 150-200 ns simulations, Rg=12/39 Å for Slider1/Slider2-

pARG, while Rg=45/55 Å for Slider1/Slider2-pLYS. Rg is smaller for pARG in the presence of both
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Figure 62: (A) Slider1 on pARG track; (B) Slider1 on pLYS track. Track is shown in dark blue with
side chains of ARG, and the slider is shown in grey, with P atom in orange, O in red, N in blue, S
in yellow and H in white. Red point on the track is the initial nearest backbone atom from track to
slider, and blue points are the backbone atoms within 7 Å of slider during the simulation. Scale bar
1 nm.
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Figure 63: (A) Slider2 on pARG track; (B) Slider2 on pLYS track. Track is shown in dark blue with
side chains of ARG, and slider is shown in grey, with P atom in orange, O in red, N in blue, S in
yellow and H in white. Red point on the track is the initial nearest backbone atom from track to
slider, and blue points are the backbone atoms within 7 Å of slider during the simulation. Scale bar
1 nm.
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sliders, especially Slider1. This means that the pARG chains are more condensed than pLYS chains,

which increases their intra-track connection and a 1D diffusion of the attached sliders (switching

between different loops). On the other hand, the tracks folding can slow down a 3D diffusion of the

sliders. Figure 64(B) shows for both sliders that pARG has at least 4 times more H-bonds within

the track than pLYS. The increased number of H-bonds also indicates a higher chance of looping in

the pARG track.

Figure 64: (A) Radius of gyration; (B) number of H-bonds within polycation track itself (with cutoff
distance of 3.5 Åand angle of 60˚). (C) number of H-bonds within polycation track itself; (D).
pARG Ramachandran plot at 60 ns; (E) pLYS Ramachandran plot at 60 ns. Scale bar is 2 nm and
the PPII helix region is circled.

We still need to clarify whether the looping of pARG/pLYS tracks is autonomous or caused

by the sliders. Figure 64D and E show that after 60 ns of simulations both tracks are curved in a

PPII helix form, but pARG has almost 4-fold more H-bonds than pLYS even in the absence of sliders
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(Figure 64C). However, the number of H-bonds is smaller than in the presence of sliders (Figure 64B).

Therefore, pARG has a higher tendency of looping than pLYS, and this looping tendency is further

increased in the presence of sliders. Thus, a relative high 1D diffusion observed in Figure 61 on

pARG tracks is related to their spontaneous looping. Figure 61D also reveals that Slider2 with more

separate charged groups has a faster 1D diffusion because of a more flexible multivalent binding to

the tracks. Therefore, both the structures of tracks and sliders influence this 1D diffusion, where a

more flexible track and a slider with more separated charged group guarantee a faster diffusion.

Free energy calculation

To understand better the interaction between sliders and polycation track, we calculated the

Gibbs free energy of binding of slider1/slider2 to the pARG track. Compared with experimental

free energy values -7.05/-8.02 kcal/mol, the calculated values (-4.9/-5.1 kcal/mol) are smaller for

slider1/2-pARG, which may due to the insufficient sampling and the restraints on the pARG. Based

on the calculated PMF, the energy barrier for slider1/2 unbinding is estimated to be about 5.6/5.8

kcal/mol Figure 65A. According to the Arrhenius equation and method used in [269], this will give us

an estimation of the slider1 unbinding rate of 1.54×106 s−1 and the binding time of 0.6 µs (assuming

the Arrhenius frequency factor as 2.5×1010 s−1). Similarly, the binding time of slider2 is estimated to

be 0.7 µs. We assume that the average contact number per second is equal to the Arrhenius frequency,

which is predicted from average contact number between sliders and side chains of polycation track

(Figure 65C). The contact number defined as the number of side chains of polycation track within 4

Å of slider charge group was collected every 0.2 ns Figure 65B.

We further simulated the system of slider 2 interacting with two short pLYS tracks (25 and

29-residues long). Initially, slider 2 was put in between the two tracks as shown in the snapshot

at 0 ns (Figure 66). After 18 ns interaction with both tracks, slider 2 dissociates from one track
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Figure 65: (A) Free energy profile of slider1/2 unbinding from the pArg track. (B) The contact
number change between sliders and side chains of pARG/LYS during 200 ns trajectory (data collect
every 0.2 ns). (C) Average contact number and Arrhenius frequency

and completely binds to the other nearby track at 22 ns. The unbinding of slider 2 from one track

was observed at 44 ns, which is the only unbinding event observed during 0.9 µs simulation. This

is consistent with our binding time prediction. The dissociated slider finally jumped back to the

original track at 46 ns. We propose that the slider have a chance to bind with the other track, if the

other track is nearby (just like in the first 22 ns).

Conclusion

We have presented examples of rate enhancement of reactions mediated by diffusive binding and

hopping of a molecular slider on polymer tracks. Our system is inspired by the efficient 1D Brownian

motion of proteins along polynucleotides found in nature, but adapted to a generally applicable
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route for functional nanosystems. MD simulations revealed the sliding and hopping motions of

slider molecules on their polymer tracks. The tracks provide enormous binding sites for sliders which

facilitate the diffusive motions of sliders along tracks, which can be explained by 1D diffusion models.

In contrast to the free sliders in solutions, the binding sliders on tracks gained increased collision rates

with each other. The diffusive motions also counterpart part of the intrinsic Coulombic repulsions

between negatively charged sliders, which resulted in significantly increased reaction rates in both

slider systems. We anticipate that our work will inspire new applications based on Brownian motion,

including reaction diffusion systems and other spatially encoded smart materials [17].

Figure 66: Snapshots of slider2 interacting with two short pLYS tracks. Scale bar 1 nm.
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6.3 Intermolecular interactions stabilize ligand ratios on nanoparticles

Adapted from Ref. [18] (Angew. Chem. 2018, 130. DOI: 10.1002/anie.201800673) with the

permission from Wiley Online Library.

Introduction

Gold NPs covered with two novel thiol ligands with different ratios were synthesized in Prof.

Klajn’s lab. In solution, these thiols are solvated and do not interact with each other. Once attached

onto NPs, the ratio of the two ligands favor a narrow range which is independent of the inital ratio

in solutions [18]. The adsorption of free ligands on pre-assembled NPs were modeled to explain the

saturated ratio of ligands on NPs. The intermolecular interactions were analyzed based on simulation

results, which favor the electrostatic interactions.

Experimental results

”A schematic representation of a ligand exchange reaction on nanoparticles (NPs) involving a

mixture of two incoming thiol ligands is shown in Figure 67. The molar fraction of thiol 1 (MV) in

the initial solution is denoted as θ and on the resulting NPs as κ.

The dependence of κ on θ followed a roughly linear curve with a slope of about 0.15 (see the red

data points in Figure 68 c), which indicates that NPs have a propensity to stabilize a narrow range

of 1:2 ratios, suggesting the presence of attractive electrostatic interactions between immobilized 1

and 2.

Next, we investigated the effect of NP size on the mutual stabilization of both ligands. To this

end, we functionalized 2.4 nm gold NPs (Figure 68d with different mixtures of 1 and 2. Similar

to 5.9 nm NPs, the smaller particles exhibited a narrow range of ζ-potentials (+ 32 to + 49 mV;
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Figure 68e), and NMR analysis revealed that increasing θ by 16 times led to only a 2.4-fold increase

in κ (Figure 68c, solid blue markers).

These observations led us to conclude that decreasing the NP size results in a larger number of

2 forming an intramolecular salt bridge rather than exposing the terminal sulfonate group to the

solution and/or making it available for intermolecular interactions with 1 (Figure 68f, right and left,

respectively)” [18].

Figure 67: Schematic representation of a ligand exchange reaction on NPs involving a mixture of
two incoming thiol ligands. The thiol 1 corresponds to MV and thiol 2 stands for SB. Molar fraction
of thiol 1 (MV) in the initial solution is denoted as θ and on the resulting NPs – as κ.

MD simulations of MV/SB functionalized-nanoparticle

Systems and methods

Atomistic MD simulations of gold NPs functionalized with mixed-ligands (F-NPs) were performed

to clarify the observed experimental results. F-NPs are ligated with different molar ratio of positively
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double charged 1 (MV) and zwitterionic 2 (SB). To clarify why the number of immobilized 1 on NPs

surfaces saturate when their concentration in solution is increased, we tested the adsorption of free

1 and 2 on F-NP. We also tested the self-assembly of different F-NPs.

Figure 68: (A) representative TEM image of 5.9 nm gold NPs. (B) ζ-potentials of 5.9 nm gold NPs
functionalized with mixtures of1 and 2 as a function of κ. (C) as a function of θ for 5.9 nm (red) and
2.4 nm (blue) gold NPs estimated using NMR (solid markers) and UV/Vis absorption spectroscopy
(empty markers). The gray line corresponds to θ=κ. (D) A representative TEM image of 2.4 nm
gold NPs. (E) ζ-potentials of 2.4 nm gold NPs functionalized with mixtures of 1 and 2 as a function
of θ. (F) Proposed modes of dominating inter- and intramolecular electrostatic interactions on 5.9
nm (left) and 2.4 nm (right) NPs.

First, we studied the adsorption of free ligands on partly functionalized F-NPs, rather than

considering their direct attachment through thiolated coupling. F-NP1s, with 400 surface-attached

1/2 (κ account for 0.205), were placed into chloroform with different concentrations of free 1/2

ligands (50,000 chloroform molecules in a box of 200×200×200 Å 3): F-NP1-A (F-NP1 with 23 1

and 23 2 free ligands), F-NP1-B (F-NP1 with 33 1 and 23 2 free ligands), F-NP1-C (F-NP1 with 43

1 and 23 2 free ligands). Second, to analyze the solubility of different F-NPs, we separately modeled

the self-assembly of two F-NP2s (κ = 0.157, ligands immobilized) or F-NP3s (κ = 0.094, ligands

immobilized) in water or 0.5 M NaCl solution. In these four simulations, F-NPs were initially placed

apart from each other in a water solvent (80,000 water molecules in a box of 220×115×115 Å 3).
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The ligands were described by the CHARMM general forcefield [68, 69] and the charge were

obtained from electrostatic potential fitting using the CHELPG algorithm by GAUSSIAN 09 package

[248]. The simulations were performed with NAMD [58]. The PME [62] method was used for

evaluation of long-range Coulombic interactions. A van der Waals (vdW) coupling between the NPs

core was separately added in the simulations [20]. The time step was set to 2.0 fs. The simulations

were performed in the NPT ensemble (p = 1 bar and T = 300 K), using the Langevin dynamics

(γLang = 1 ps−1). After 2,000 steps of minimization, the equilibration of F-NP1s lasted for 40-50

ns, and the self-assembly of F-NP2s and F-NP3s lasted for 8 ns.

Adsorption of 1 and 2 on the F-NPs surfaces

During the simulations, the freely solvated ligands interact with the 400 ligands (1 20.5% and 2

79.5%) constrained to F-NP1s, but these ligands are free to move on the F-NP1s surfaces. Figure 69

shows the distributions of free 1/2 ligands as a function of their distance from the F-NP1s centers.

These distributions are obtained by averaging results from the last 500,000 steps (1 ns) of 40-50 ns

long simulations. Free ligands present within 55 Å from the NPs centers are considered to be adsorbed

on F-NP1s. Figure 69A-C show that there are 7, 10, 9 (1) and 13, 9, 8 (2) ligands for concentrations

denoted above are absorbed to F-NP1. The time evolution of the free ligands distribution is shown

in the Figure 70. With the increasing concentration of free 1, the number of such ligands adsorbed

on F-NP1s reaches saturation, where 1 replace the adsorbed 2. This self-limiting process is caused

by Coulombic repulsion of 1, in analogy to terminal assemblies of charged NPs clusters.

Self-assembly of F-NP2s and F-NP3s

Figure 71 (B, C) show that in 8 ns simulations F-NP2s with a higher ligand 1 ratio (κ = 0.157)

on their surfaces never aggregate both in water and salt solutions. However, F-NP3s (κ = 0.094)
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Figure 69: Free ligand distribution: A. F-NP1-A (23 1 and 23 2 in solution); B. F-NP1-B (33 1 and
23 2 in solution); C. F-NP1-C (43 1 and 23 2 in solution). Inset: F-NP1 with 1 and 2 within 55
Å of its center (blue: immobilized 1; red: immobilized 2; green: free 1; yellow: free 2; orange: gold
nanoparticles)

Figure 70: Time evolution of free ligand distributions: A. F-NP1-A (23 1 and 23 2 in solution); B.
F-NP1-B (33 1 and 23 2 in solution); C. F-NP1-C (43 1 and 23 2 in solution).
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aggregate in water after 7.5 ns, but stay separated in the salt solution. All these results agree with

the experimental observations. The distance between F-NP2s (more charged) keeps a relative stable

value during the simulations, but F-NP3 (less charged) shows large fluctuations both in water and

salt solutions.

Figure 71: A. Snapshot of F-NP3 aggregation in water; Enlarged figure: closest ligand to ligand
contacts. B. Center to center distance between F-NPs in water. C. Center to center distance
between F-NPs in salt solution.

The self-assembly of F-NP3s is possible due to a reduced Coulombic repulsion between these less

charged NPs. Once the center-to-center distance of F-NP3s is within the effective distance of the bulk

vdW coupling, the particles are pulled closer. Figure 71 shows that when F-NP3s are nearby, similar

to Liu et. al. [270]. the positively charged group of 1 further interact with the negatively charged

group of 2 and the negatively charged group of one 2 ligand interact with the positively charge group
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of different 2 ligands. When the ionic strength is larger, the salt ions screen this Coulombic coupling

between charged groups, which causes weakening of the attraction between F-NP3s and prevents

their self-assembly.

Conclusion

Co-adsorption of a positively charged viologen-based ligand (MV) and a zwitterionic sulfobetaine

ligand (SB) onto metallic nanoparticles favors a narrow range of molar ratios of these two ligands

on the functionalized particles [18]. Molecular dynamics simulations revealed that this result could

be attributed to attractive electrostatic interactions between the two ligands upon adsorption onto

the NPs. The Coulombic repulsion between positive charged MV ligands is the factor limiting the

accumulation of MV ligands on NP surfaces, which cause the saturated ratio of the two ligands

with increasing free ligands concentration in solution. The self-assembly of NPs is driven by the

intermolecular interactions between different NPs. The intermolecular interactions can be screened by

increasing the concentration of ions which can explain the different self-assembly behaviors observed

in different ionic solutions.

6.4 Supramolecular control of azobenzene switching on nanoparticles

Adapted from Ref. [19] ((J.Am.Chem.Soc. 2019, 141. DOI: doi.org/10.1021/jacs.8b09638) with

the permission from ACS Publishing Group.

Introduction

Prof. Klajn’s lab synthesized cofunctionalized NPs with mixtures of polar and apolar ligands.

They developed a modified NP functionalization procedure that allowed to predictably control the

molar ratio of the two ligands on the NPs. These NPs were used to systematically investigate how the
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background ligand influenced the switching properties of azobenzene-based ligands in solution. MD

simulations were performed to characterize the conformations of different NPs functionalized with

different pairs of ligands. The ligand switching mechanism was proposed based on the combination

of simulation and experimental results.

Experimental results

We functionalized gold NPs with different combinations of thiolated azobenzenes Am (m = 1

through 6) and background (“dummy”) thiols Bn (n = 1 through 9) (Figure 72).

Figure 72: Structural formulas of thiolate ligands used in this study.

”It was of critical importance to verify that azobenzenes adsorbed on the surfaces of gold NPs

retain their photoswitchable properties. Figure 73A shows changes in the UV/vis spectra of A1/B1-

functionalized 2.5 nm NPs (κ = 0.17) resulting from exposure to a low-intensity (∼0.7 mW· cm−2 )

hand-held UV light source. Within several minutes of UV irradiation, the band at ∼350 nm decreased

nearly to the background level, indicative of trans → cis azobenzene isomerization. Notably, azoben-

zene switching did not affect the high colloidal stability of the NPs (no absorption increase in the

long-wavelength region, Figure 73A. Therefore, these NPs behave differently than the azobenzene-
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coated NPs do in hydrophobic solvents, which, upon UV irradiation, readily assemble into metastable

aggregates to minimize contact with the nonpolar environment. To accurately determine the pho-

toisomerization yield of azobenzene on NPs, we developed a procedure based on a combination of

UV/vis absorption and NMR spectroscopies Using this method, we found that the photostationary

state (PSS) under UV light contained �92% of the cis isomer (Figure 73B). Subsequent exposure

to blue light (we worked with a 460 nm light-emitting diode) triggered a fast back isomerization

reaction; the PSS was reached within <2 min, and it consisted of �84% trans-azobenzene.

Next, we investigated the effect of ligand length on the switching properties of NP-bound azoben-

zene. To this end, we functionalized AuNPs with a mixture of a short thiolated azobenzene A4 and

background ligand B3 and found that the resulting NPs were readily soluble in water. However,

exposure to UV did not induce any changes in the absorption spectra of these NPs, indicating that

trans-azobenzene groups residing close to the gold surface are difficult to photoisomerize. This can

be attributed to the quenching of the excited state of azobenzene by gold, in agreement with previous

literature reports [271–273]. We therefore considered combining the short background ligand, B3,

and the long-chain azobenzene, A1 (Figure 73C and D). Similar to A1/B1-coated NPs, azobenzene

A1 coadsorbed with B3 could be readily switched for many cycles, and the reversible isomerization

was not accompanied by NP aggregation.

To investigate the effect of background ligand on the switching properties of azobenzene, we

prepared 2.5 nm NPs cofunctionalized with A2 and several different background ligands (all NPs

were at κ ≈ 0.15). We found that shortening the alkyl chain of B1 by five methylene groups (i.e.,

ligand B4) had no effect on the kinetics of the back-isomerization reaction (Figure 77E; k ≈ 0.024

h−1 ). Likewise, replacing the terminal positively charged group of B1 with the negatively charged

carboxylate (ligand B5) had little effect (k ≈ 0.030 h−1 ). In contrast, replacing B1’s alkyl chain
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Figure 73: (A)Evolution of the UV/vis absorption spectra of an aqueous solution of A1/B1-
functionalized 2.5 nm Au NPs (κ = 0.17) under UV light exposure. (B) Reversible photoswitching
of A1 on A1/B1-functionalized 2.5 nm Au NPs. (C) UV/vis absorption spectra of an aqueous solu-
tion of A1/B3-functionalized 2.5 nm Au NPs before (black) and after (purple) exposure to UV light
and after subsequent exposure to blue light (in blue). (D) Reversible photoswitching of A1 on the
same NPs. (E) Dependence of the thermal back-isomerization of cis-A2 and cis-A5 on 2.5 nm Au
NPs as a function of background ligand Bn (note the logarithmic scale). The surface coverage of
azobenzene, κ, corresponded to �0.15 for all NPs. (F) Proposed mechanism for back-isomerization of
cis-azobenzene assisted by a neighboring hydroxy group.



174

with a tris(ethylene glycol) chain of similar overall length (B6) increased the rate of relaxation

approximately 2-fold (k ≈ 0.053 h−1 ). We hypothesized that this increase might be related to

the high flexibility of OEG chains [274] (compared to alkyl chains), resulting in more conformational

freedom available to the terminal azobenzene groups. To verify the critical role of the hydroxy group,

we also prepared NPs cofunctionalized with A2 + B2 and found that the rate of thermal relaxation

was even faster, k ≈ 10.8 h−1 (Figure 73E). This can be explained by the higher propensity for

H-bond formation between A2 (where the distance between the S atom and the center of mass of the

N=N moiety is dS−N = 21.1 Å) and B2 (the distance between the S and terminal O atoms is dS−O =

20.1 Å; ∆dA2/B2 = 1.0 Å) than between A2 and B8 (dS−O = 26.7 Å, ∆dA2/B8 = 5.6 Å; all distances

were calculated for extended structures using GaussView software [275]). Overall, our results show

that the rate of azobenzene back-isomerization in water can be tuned by a factor of ∼500 simply by

changing the background ligand with which it is coadsorbed on gold NPs.

Extending the OEG chain of A2 by three EG units (i.e., ligand A5) again resulted in a fast

back-isomerization reaction (k ≈ 11.9 h−1 on A5/B8-functionalized 2.5 nm NPs, corresponding to

a τ1/2 value of 3.5 min). Although this result may appear surprising given the relatively large

∆dA5/B8 = 5.5 Å(dS−N in A5 = 32.2 Å), it can be explained by the high flexibility of long OEG

chains, which can facilitate interactions between H-bond donors and acceptors. When, however, the

distance between the donor and acceptor sites was increased to δd = 16.3 Å(using the A5 + B7

combination; dS−O in B7 = 15.9 Å), the rate of back-isomerization dropped substantially (k ≈ 0.20

h−1 ; see Figure 73E)” [19].
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MD simulations of azobenzene-functionalized nanoparticles

Systems and methods

A thiolated AuNP with a diameter of 2.5 nm was modeled as an icosahedron decorated with 91

ligands (14 thiolated azobenzenes Am and 77 background ligands Bn). We considered nine systems:

trans- A1/B1-, cis-A1/B1-, trans-A1/B3-, cis-A1/B3-, trans-A3/B1-, and cis-A3/B1-, trans-A5/B8-,

cis-A5/B8-, and cis-A5/B9-functionalized nanoparticle. The ligands were described by a forcefield

used in our previous studies [20]. Electric charges were calculated from the electrostatic potential

fitting in the implicit solvent of water using GAUSSIAN 09 [248]. The simulations were performed

with NAMD [58] in the NPT ensemble (p = 1 bar and T = 300 K), using Langevin dynamics

(γLang = 1 ps−1) with a time step of 2.0 fs. Initially, the simulated NPs were placed in water with

counterions (in a box of 100×100×100 3). The PME [62] method was used for evaluating long-range

Coulombic interactions. After 2, 000 steps of minimization, the equilibration of the functionalized

NPs lasted for ∼10-20 ns. The hydrogen bond numbers were analyzed by VMD [73] with a cutoff

distance of 4 Å and an angle of 60°. The distance between the NP center and the N=N moiety was

averaged over all the ligands. The local number of water molecules was averaged over the last 5 ns.

Reversible Isomerization of Azobenzene on Water Soluble Nanoparticles.

To help better understand the high solubility and efficient switching of A1/B1-functionalized

NPs in water, we studied these particles by means of atomistic MD simulations. In these studies, an

icosahedral gold nanoparticle functionalized with a densely packed monolayer of randomly distributed

trans-A1 and background ligands B1 was first constructed. The size of the metallic core was �2.5

nm, and κ amounted to 0.15 (which corresponds to 14 A1 ligands and 77 B1 ligands; Figure 74A,

left), in agreement with a typical experimental situation, and the NP was allowed to equilibrate
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Figure 74: Snapshots from molecular dynamics (MD) simulations of an A1/B1-coated gold NP in
the trans (A) and cis (B) state of azobenzene. The images on the left correspond to t = 0, and those
on the right correspond to t = 20 ns. Color codes: C, cyan; N, blue; O, red; S, yellow. (C) Average
distance between the center of the NP and the center of mass of the N=N moiety of the trans (red)
and cis (blue) isomer of A1 as a function of time.
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(20 ns) in a box of water. We found that in their energy-minimized state (Figure 74A, right) these

NPs featured trans-azobenzene moieties buried within the ligand monolayer; in other words, the

high energy of trans-A1 in water was decreased by solvation with long alkyl chains. The positively

charged ammonium groups of B1, on the other hand, retained their initial protruding configuration,

which can explain the excellent water solubility of these NPs despite the presence of the hydrophobic

trans-azobenzene groups. We separately considered a cis-A1/B1-coated NP (Figure 74B). Similar to

their trans isomers, the cis-azobenzene groups became buried within the nonpolar monolayer, albeit

to a lesser (by ∼2 Å) extent, which can be visualized by plotting the average distance of the center of

mass of the N=N moiety to the center of the NP (Figure 74C). This result can be rationalized by the

more hydrophilic character of the cis form, which can interact with water molecules via its nitrogens’

lone electron pairs [20, 276]. On the basis of these results, we postulate that azobenzene switching

in A1/B1-functionalized NPs occurs within the nonpolar nanoenvironment of the NP bound alkyl

chains [277] (Figure 74, green arrows) rather than in the aqueous phase.

We then proceeded to study azobenzene photoswitching on NPs functionalized with other Am/Bn

combinations. A3/B1-functionalized 2.5 nm NPs behaved analogously to A1/B1 NPs, with the

photoisomerization reactions completed within �10 min for the trans → cis and ∼2 min for the cis

→ trans reaction, respectively (Figure 75).

The good colloidal stability of A1/B3-functionalized NPs in water may be surprising, given the

lack of background ligands’ long alkyl chains capable of solvating the azobenzene groups (compare

with the right panels of Figure 74A and B). To help explain the efficient hydration of these NPs, we

performed additional MD simulations and found that energy-minimized configurations of these NPs

in water featured small bundles (aggregates) of azobenzene (Figure 76A,B). As expected, the trans

isomer of A1 exhibited a higher propensity to aggregate, with aggregates of up to five azobenzene
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Figure 75: Snapshots from MD simulations of a trans-A3/B1-coated 2.5 nm gold NP (A) and a
cis-A3/B1-coated 2.5 nm gold NP (B). (C) Average distance between the center of the NP and the
center of mass of the N=N moiety of the trans (red) and cis (blue) isomer of A3 as a function of time.
Note that over time, the average distance in both cases equilibrates to ∼23.5 Å, which is similar to
the distance between cis-A1’s N=N moiety and the NP center, but considerably more than that
between trans-A1’s N=N moiety and the NP center (compare with Figure 74 in the main text).

units, whereas the more polar cis-A1 afforded a ∼1:1 mixture of free and dimerized azobenzenes.

These results indicate that in the absence of a nonpolar nanoenvironment on the NP surfaces, the

surface energy of the NP−water interface is decreased by stacking the azobenzene units.
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Figure 76: Snapshots from MD simulations of an A1/B3-coated gold NP in the trans (A) and cis (B)
state of azobenzene. The images on the left correspond to t = 0 and those on the right correspond
to t = 16 ns.

Effect of Background Ligands on the Kinetics of Azobenzene Isomerization

To verify the importance of hydrogen bonding between coadsorbed azobenzene- and hydroxy-

terminated thiols on the kinetics of azobenzene isomerization on gold nanoparticles, we performed

MD simulations for cis-A5/B8, trans-A5/B8 and cis-A5/B9 Figure 77 Figure 78.

This on-nanoparticle H-bonding investigated by MD simulations revealed that the presence of H-

bonds between cis-A5 and B8 residing on the same NPs (Figure 77). In sharp contrast, the terminal
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Figure 77: (A) Snapshots from MD simulations of a cis-A5/B8-coated 2.5 nm gold NP. (B) Number
of hydrogen bonds (by MD simulations) between B8 and trans- vs. cis-A5 over a period of 20 ns.

methoxy groups of B9 were exposed to the solvent (Figure 78A) . The trans isomer of A5 may also

be capable of forming H-bonds with B8’s hydroxy group (Figure 78B and C), thus possibly reducing

the double-bond character of the N=N group and increasing the rate of the trans → cis forward

isomerization. To verify this hypothesis experimentally, we exposed NPs functionalized with trans-

A5/B8 and trans-A5/B9 to UV light for increasing periods and found that, indeed, isomerization

proceeded faster with the OH-terminated B8 as the background ligand. The difference in rates,

however, was much smaller than in the case of back-isomerization (≈4 and ≈74, respectively), which
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Figure 78: (A) Snapshot from MD simulations of a cis-A5/B9-coated 2.5 nm gold NP. (B), (C)
Snapshots from MD simulations of a trans-A5/B8-coated 2.5 nm gold NP.

can be accounted for by the lower percentage of trans-A5 vs cis-A5 engaged in H-bonding with B8

(estimated as 0.7% and 1.9%, respectively, over a period of of 20 ns; Figure 77B) and by the lower

strength of H-bonds formed by trans-A5 (a significant distortion from planarity in the O−H···N

moiety (Figure 78C);

To verify that the increased rate of relaxation by replacing alkyl chain (B1) with a tris(ethylene

glycol) chain of similar overall length (B6) is related to the high flexibility of OEG chains [278–280]

(Figure 73E), which results in more conformational freedom available to the terminal azobenzene

groups. We performed MD simulations of cis-A2/B1- and cis-A2/B6-functionalized 2.5 nm gold NPs
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and analyzed the position of the azobenzene group in time. To this end, we calculated the root-

mean-square deviation (RMSD) of the N=N moiety (Figure 79A). The results (Figure 79A) confirm

that the azobenzene group moves a larger distance (with respect to the 1-ns reference frame) in the

presence of background ligand B6. This reasoning is further confirmed by analyzing the distance of

the azobenzene group in cis-A2/B1- vs. cis- A2/B6-functionalized 2.5 nm Au NPs from the surface

of gold. As Figure 79B shows, the average distance between the center of mass of the N=N moiety

and the surface of gold is smaller for B6, indicating that this background ligand offers more room

for the azobenzene groups. In Figure 79C, we plotted the total number of atoms within an arbitrary

distance (we selected 3 Å) of the A2 ligands. It can be seen that cis-A2 resides in a less congested

environment on A2/B6-functionalized NPs compared with A2/B1-functionalized NPs (Figure 80).

To verify that the different kinetics of back-isomerization in cis-A2/B1- and cis-A2/B6-coated AuNPs

are not due to the different degrees of azobenzene aggregation, we analyzed the snapshots from the

simulations at t = 20 ns (Figure 80). Indeed, we found that the aggregation was negligible in both

cases (see also Figure 79D).

Conclusion

In sum, nanoparticules co-adsorbed with the inherently hydrophobic azobenzene ligands and

water-solubilizing ligands can be water-soluble by precisely fine-tuning the amount of azobenzene

ligands which is observed in the lab of Prof. Rafal Klajn. Molecular dynamics simulations helped

to identify two distinct supramolecular architectures (depending on the length of the background

ligand) on these nanoparticles, which can explain their excellent aqueous solubilities. The background

ligands with hydroxy (OH) groups show a slightly bigger number of H-bonds with cis-azobenzene than

with trans-zaobenzene ligands, which might be the reason for the observed increased rate of back
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Figure 79: (A)Root-mean-square deviation of the N=N moiety in cis-A2 co-adsorbed on 2.5 nm
AuNPs with B1 (blue) and B6 (red). (B) Average distance of the center of mass of A2’s N=N
moiety from the surface of gold on cis-A2/B1- functionalized 2.5 nm Au NPs (cyan) vs. cis-A2/B6-
functionalized 2.5 nm Au NPs (blue). For comparison, average distances between B1’s and B6’s
ammonium N atoms and the gold surface are also plotted. (C) The total number of atoms present
within 3 Åof A2 ligands on an A2/B1- vs. an A2/B6- functionalized NP. (D) An attempt to quantify
the aggregation of cis-A2 on an A2/B1- vs. an A2/B6-coated 2.5 nm Au NP. An azobenzene group of
an A2 ligand is considered aggregated when there are at least six atoms of another A2’s azobenzene
group within a distance of 4 Å.

isomerization. RMSD and N=N moiety distance measurements indicated stronger intermolecular

interactions between ligands with similar length, which could accelerate the isomerization rate.
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Figure 80: (A) Snapshots from MD simulations of a cis-A2/B1-coated 2.5 nm gold NP. (B) Snapshots
from MD simulations of a cis-A2/B6-coated 2.5 nm gold NP.



CHAPTER 7

CONCLUDING REMARKS

This thesis includes projects spanning three main research blocks: Design and simulations of in-

hibitors against various pathogens, simulations and analysis of drug delivery systems, and modeling

of dynamical nanosystems. Most of the works are based on collaborations with experimental groups.

MD simulation methods were used to design the systems, test them by simulations, interpret ex-

perimental observations and explain mechanisms. Ab initio calculations were used to analyze some

delicate interactions and prepare forcefields for MD simulations. Besides those collaborative works,

we also used MD simulations for designing protein inhibitors and boosters against virus causing pan-

demics, where a new adaptive evolution algorithm was developed. The major results of our studies

are summarized below:

7.1 A: Design of inhibitors and boosters for SARS-CoV-2

Section 1 - Design of ACE2-based peptide inhibitors of SARS-CoV-2: Four SARS-CoV-

2 inhibitors with different template scaffolds were designed based on ACE2, which is the cellular

receptor of the coronavirus. A computational strategy was developed to adaptively evolve peptides

that could selectively inhibit mutating S protein receptor binding domains (RBDs) of different SARS-

CoV-2 viral strains. Starting from suitable peptide templates, we gradually modified the templates

by random mutations and Monte Carlo decisions, while retaining those mutations that maximize

their RBD-binding free energies. The computational search could provide libraries of optimized

therapeutics capable of reducing the SARS-CoV-2 infection on a global scale [1, 2].

185
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Section 2 - Retrained generic antibodies can recognize SARS-CoV-2: The dramatic impact

which novel viruses can have on the human society could be mitigated without the need of vaccination

if antibodies present within the population are retrained to recognize these viruses. With this idea

in mind, double-faced peptide-based boosters are designed and evaluated computationally to allow

recognition of SARS-CoV-2 by Hepatitis B antibodies. One booster face is made of ACE2-mimic

peptides that can bind to the receptor binding domain (RBD) of SARS-CoV-2. The other booster face

is composed of a Hepatitis B core-antigen, targeting the Hepatitis B antibody fragment. Molecular

dynamics simulations revealed that the designed boosters have a highly specific and stable binding

both to RBD and the antibody fragment (AF). This approach can provide a cheap and efficient

neutralization of emerging pathogens [3].

Section 3 - Glycodendrimer inhibitors of HIV and SARS-CoV-2: By mimicking HSPGs,

several hexavalent sulfoglycodendrimers (SGDs) were synthesized and found to be promising in in-

hibiting the early stages of viral binding/entry of HIV-1 mediated through gp120. MD simulations

demonstrated that the sulfation level, number of sugars, orientations of polar groups and overall

arrangement of sugars in SGDs determines the strength of their multivalent interactions with gp120.

Since coronaviruses also utilize HSPGs during their cell entry, cellobiose and lactose SGDs were eval-

uated for binding to the RBD of the S protein in SARS-CoV-2 using MD. SGDs were found to bind

both the top region (ACE2-RBD binding interface) and the middle part (HSPG binding region) of

RBD, while GDs only target the top region of RBD. These combined results illustrate the potential

of using SGDs to prevent transmission of the HIV-1 and SARS-CoV-2 pathogens [4].
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7.2 B: Design of inhibitors against cancer and other viral pathogens

Section 1 - Peptide-conjugated dendrimers as cancer immunotherapies : β-Hairpin pep-

tides present great potential as antagonists against β-sheet-rich protein surfaces. A peptide−dendrimer

conjugate (PDC) approach was designed to stabilize the β-hairpin structure of the peptide via inter-

molecular forces and the excluded volume effect in the lab of Prof. Seungpyo Hong. The PDCs based

on a β-hairpin peptides isolated from an engineered programmed death-1 (PD-1) protein showed sig-

nificantly higher affinity (avidity) to their binding counterpart, programmed death ligand 1 (PD-L1).

MD simulation results conformed the stable conformations of peptides on dendrimer surface. The

interactions between dendrimers and peptides were quantified. The results demonstrate the poten-

tial of the PDC system as a novel class of inhibitors targeting β-strand-rich protein surfaces, such as

PD-1 and PD-L1, displaying its potential as a new cancer immunotherapy platform [5].

Section 2 - Modified nanoparticles and cyclodextrins as broad-spectrum antivirals: An-

tiviral AuNPs with long and flexible linkers mimicking HSPG were designed in the lab of Prof.

Francesco Stellacci. The strong and multivalent binding between AuNPs and the repeating units

of virual capsid was captured by MD simulations. The functionalized AuNPs could generate forces

(∼190 pN) that eventually lead to irreversible viral deformation. Virucidal assays, electron mi-

croscopy images, and MD simulations support the proposed mechanism. In order to design nontoxic

antival agents, the naturally occurring glucose derivatives, CDns, were functionalized by different

sulfonated ligands mimicking HSPGs. Some of the CDns exhibit virucidal properties against var-

ious viruses. MD simulations of six types of CDns interacting with envelope protein gB of HSV

implied that virucidal action of CDns originates in both blocking of the fusion loop and causing

conformational change of gB though multivalent binding modes [6, 7].
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Section 3 - Boron clusters inhibiting protein−protein interactions: Using a structurally

characterized boron cluster-based organometallic building block, several Boron clusters were system-

atically synthesized and tested in binding with different protein targets in the lab of Prof. Alexander

Spokoyny. MD simulations demonstrated the topological rigidity of the resulting Boron clusters

and their multivalent binding capabilities to complex protein targets. Combining elements of inor-

ganic cluster chemistry, organometallic synthesis, nanobiotechnology and MD simulations, we have

provided a basis for the generation of robust and programmable hybrid Boron clusters with unique

applications targeting molecular recognition [8–10].

7.3 C: Simulations of polymer-based drug delivery systems

Section 1 - Novel oligonucleotide carrier: The synthesized nonviral cationic supramolecular

polymers (in the lab of Prof. Paolo Caliceti) represent a novel platform with suitable physicochemical,

structural, and biopharmaceutical properties for oligonucleotides delivery. Both experiments and

simulations show that polyplexes formed by certain ratio of cationic polymers and oligonucleotides

preserve a rod-shape structure, which play a key role in the intracellular access of the nanocarrier

and thus the delivery of the ON payload [11].

Section 2 - Polymeric micelles with dendritic PEG outer shells: A higher surface density

of poly(ethylene glycol) (PEG) on polymeric micelles enhances their stability in serum, leading to

improved plasma circulation, observed in the lab of Prof. Seungpyo Hong. The dendron micelles

exhibited a better serum stability (longer half-life) and thus a slower release profile than the linear

micelles. Fluorescence quenching assays and molecular dynamics (MD) simulations revealed that the

high serum stability of the dendron micelles can be attributed to the reduced micelle-serum protein

interactions, owing to their dendritic, dense PEG outer shell. These results provided an important

design cue for various polymeric micelles and nanoparticles [12].
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Section 3 - High F‑content perfluoropolyether-based nanoparticles: Copolymers with dif-

ferent fluorine contents were prepared in the lab of Prof. Andrew Whittaker. The simulations

have shown that the copolymers can aggregate in solution in a manner dependent on the fluorine

content. Dynamic light scattering and MD simulations were conducted and demonstrated that

poly(OEGA)m −PFPE with the longest poly(OEGA)m segments (m = 20) undergoes single-chain

folding in water while poly(OEGA)10 − PFPE and poly(OEGA)4 − PFPE with shorter OEGA

segments experience multiple-chain aggregation. The aggregation behavior of these fluorinated poly-

mers plays a critical role in internalization and transport in living cells and 3D spheroids, providing

important design criteria for the preparation of highly effective delivery agents [13–15].

7.4 D: Modeling of dynamical nanosystems

Section 1 - Stretch-healable molecular nanofibers: Ab initio calculations were used to analyze

the dedicate noncovalent interactions between coronene or perfluorocoronene molecular flakes. The

interaction energy was interpreted by both SAPT and molecular mechanics potential. MD simula-

tions show that mixed coronene and perfluorocoronene molecular flakes in aqueous solutions form

linear stacks having predominantly an alternating pattern. When such molecular flakes are cova-

lently connected by short flexible molecular linkers into chains of various organizations, they can

form stretchable and healable fibers with parameters dependent on humidity [16].

Section 2 - Cargo-carrying peptide sliders on polymer tracks: The oligoanionic molecular

sliders were designed that exploit Brownian motion and diffusive binding on polycationic tracks in

the lab of Prof. Wihelm Huck. The presence of the polymer tracks increases the rate of bimolecular

reactions between modified sliders by over two orders of magnitude. Molecular dynamics simulations

showed that the sliders not only diffuse, but also jump and hop surprisingly efficiently along the

polymer tracks. The concept of diffusive binding can also be utilized for the spatially controlled
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transport of chemical groups across gels. This work represents a new concept for designing functional

nanosystems based on random Brownian motion [17].

Section 3 - Intermolecular interactions stabilize ligand ratios on nanoparticles: Confining

organic molecules to the surfaces of inorganic nanoparticles can induce intermolecular interactions

between them, observed in the lab of Prof. Rafal Klajn. A narrow range of molar ratios of the two

ligands (positively and zwitterionic ligand) can be preserved on the functionalized particles. Molec-

ular dynamics simulations revealed that this self-limiting process could be attributed to attractive

electrostatic interactions between the two ligands upon adsorption onto the NPs [18].

Section 4 - Supramolecular control of azobenzene switching on nanoparticles: Nanopar-

ticules co-adsorbed with the inherently hydrophobic azobenzenes and water-solubilizing ligands can

be water-soluble by precisely fine-tune the amount of azobenzene, observed in the lab of Prof. Rafal

Klajn. Molecular dynamics simulations helped to identify two distinct supramolecular architectures

(depending on the length of the background ligand) on these nanoparticles, which can explain their

excellent aqueous solubilities [19].

Most of our simulations are in close agreement with experimental results. Combining the experi-

mental observations, theoretical analysis, and computational simulations, we provided a comprehen-

sive view of the studied systems. Based on the experience gained from the collaborative projects,

we further developed the usage of MD simulations in drug discovery. A series of peptide inhibitors

were designed and tested with the binding affinity against their target protein. The computational

search could provide libraries of optimized therapeutics capable of reducing the virus infection.
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