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SUMMARY 

 

Achieving use of evaluation findings, the sixth step in the Framework for Program 

Evaluation (CDC, 1999), remains an elusive but desired goal for many programs at the Centers 

for Disease Control and Prevention. Little is known about how CDC units use their evaluation 

data and findings. The objective of this study was to explore the factors that influence the use of 

program evaluation data and findings among units at CDC. A retrospective exploratory case 

study design was used to examine three exemplar CDC units.  

This research undertook a strengths-based approach to examine how three exemplar CDC 

units that self-report success at regularly and visibly using program evaluation data and findings 

to inform decisions and make changes to the program. These case studies assessed the presence 

of factors in the exemplar cases’ contexts that have been previously found to influence use of 

evaluation data. The literature outlines four categories of factors that influence use of evaluation 

data and findings: organizational/social context, user, evaluator, and evaluation factors. The 

research also documented the ways that the exemplar units’ use of evaluation data aligns with the 

four common types of use: instrumental, conceptual, enlightenment, and persuasive/symbolic.  

This research provided insights into the use of evaluation CDC. In this first foray into 

three CDC units’ inner workings, the facilitators of their success and the ways they are using 

their evaluation data were uncovered, along with several challenges. Ideally, the results from the 

case studies stimulated thinking and encouraged new and invigorated use of evaluation findings 

across CDC. The findings may also add to federal government conversations about increasing 

the use of evaluation data to inform evidence-based decision making.  The case studies may also 

spark renewed interest in how organizations of all kinds can increase their use of evaluation data 

and findings to improve their efforts. 
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I. Chapter 1: Introduction and Background 

A. Study Objectives 

The objective of this study was to explore the factors, facilitators, and barriers that 

influence the use of program evaluation data and findings among units at the Centers for Disease 

Control and Prevention (CDC). A retrospective exploratory case study design was used to 

examine three exemplar CDC units. A CDC unit is the organizational department, often 

designated in the agency’s hierarchical structure as a topic-based center, department, division, or 

branch, which operates as a functional administrative entity, overseeing funding, topical 

expertise, and human resources. Each CDC unit selected has demonstrated success at regularly 

and visibly using program evaluation data and findings to inform decisions and make changes to 

the program. Understanding the factors that contributed to the units’ ability and success at using 

program evaluation data and findings add to the knowledge base within CDC and advance the 

national conversation on evaluation use across federal agencies.  

The aim of this research was to better understand how three CDC units were able to use 

program evaluation data and findings. This was achieved by analyzing qualitative data from three 

exemplar programs at CDC using previously gathered by the researcher. This data was collected 

via semi-structured interviews and document review to identify themes and patterns within and 

between the units.  

B.  Background  

i. Increasing emphasis on evaluation in at the federal level 

The US government imparts millions of dollars annually to grantees to conduct public 

health research and undertake programmatic activities. The federal government provided $607 

billion in grants to state and local governments in 2011 (Congressional Budget Office, n.d.). In 

2018, CDC, as the nation’s health protection agency, allocated over $5.4 billion to US health 
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departments, universities, and other public and private agencies via over 4,500 grants and 

cooperative agreements (CDC, 2018; Carman, 2009). These funding recipients are required to 

report program and performance data. There is growing pressure for grantees of all kinds to 

conduct more impact-focused evaluation and demonstrate substantial progress towards outcomes 

in reporting processes (Carman, 2009; Heinrich, 2002; De Lancer Julnes, 2006; Newcomer, 

1997; Newcomer, Hatry, & Wholey, 2004; Plantz, Greenway, & Hendricks, 1997).  

In 2009 the Office of Management and Budget (OMB), the federal department that 

executes the President’s vision and statutory requirements on policy, budget, management and 

regulatory matters, issued a memorandum titled, “Increased Emphasis on Program Evaluations” 

that noted a paucity of rigorous evaluation and a failure to use of findings from those evaluations 

that were conducted to influence federal budgets and practices. The department launched an 

initiative to increase outcome-focused evaluations, initially voluntarily (Orszag, 2009). Also in 

that year, the Administration launched the High-Priority Performance Goal initiative to drive 

federal agencies to commit to “ambitious, but realistic, targets to achieve within 18 to 24 months 

without need for new resources or legislation, and well-defined, outcomes-based measures of 

progress” (OMB, 2009, para. 3). Yet, the Government Accountability Office (GAO) suggested in 

its evaluation of a diagnostic tool to assess program performance and evaluation information to 

inform program improvement that more evaluation simply for the sake of conducting it does not 

always result in good or useful data: “Because agency evaluation resources tend to be limited, 

they are most usefully focused on important areas of uncertainty. Regular performance reporting 

is key to good management but requiring all federal programs to conduct frequent evaluation 

studies is likely to result in superficial reviews of little utility and to overwhelm agency 

evaluation capacity” (GAO, 2005, para 4). The emphasis on using evaluation at federal level to 

inform decision making and justify programs will likely continue in the coming years. Federal 
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agencies, including CDC, will need to continue to engage and evolve their evaluation efforts to 

meet Congressional and Executive Branch demands for data and evidence-based decision 

making.  

Public health under pressure to increase evaluation. Public health has been swept into 

the ongoing push for more and better evaluation. Numerous initiatives, departments, and 

mandates have been established in the past decades to encourage, and sometimes mandate, 

evaluation in federally funded public health programs. In 1965, the Department of Health and 

Human Services (HHS) established the Office of the Assistant Secretary for Planning and 

Evaluation, the lead advisory group for setting the direction of evaluation, among other topics, at 

HHS. Part of their mission includes driving an agenda to use assessment and analysis to 

determine what public health programs work and why. Five years after the establishment of 

ASPE, the Public Health Service Act was amended to permit the HHS to use up to 1 percent of 

appropriated funds to evaluate programs; this set-aside was increased to 2.5 percent in the 

Appropriations Acts for 2012 and 2013 (ASPE, 2014).  

Legislative actions to increase evaluation and accountability touch public health as well. 

The 1993 enactment of the Government Performance and Results Act (GRPA), and subsequent 

GPRA Modernization Act of 2010 (GPRAMA), was intended to improve the effectiveness of 

federal programs and have driven agencies to implement highly results-oriented performance 

management approaches. A challenge to the implementation of the Act’s aim has been a strong 

emphasis on reporting but a lack of direction on translating the reported data into meaningful 

action. Agencies have been left with little guidance on how to ensure robust and meaningful 

data, make sense of the data, and select areas for improvement (Radin, 1998). 
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CDC challenged by data demands. CDC has been subject to the same pressures to 

demonstrate outcomes and to use that data to inform decision making as sister federal agencies. 

There is little literature documenting the effects of these pressures at CDC, but anecdotal 

evidence gathered during an environmental scan within the agency confirms the challenges in 

meeting those demands. Informational interviews with several CDC programs that provide 

funding to public health organizations, and funding recipients themselves, revealed that there is 

awareness that the source of the emphasis on outcomes is Congressional and the Executive 

Branch of the government. These requirements seem disconnected from the reality and needs of 

state and local public health agencies that carry out the interventions and respective evaluations 

(Massuda Barnett, 2016; Brooks, 2016; Smith, 2016; Downing, 2016). The recipient 

interviewees acknowledged the reasoning behind the need to report highly specific outcome data 

to demonstrate that the programs were having an effect, but they were exasperated by the 

seeming lack of use of the data they provided. CDC interviewees shared the converse view of the 

same issues: pressures to deliver outcome data without allowing for the recognition of the 

recipients’ context or the inability to show progress toward incremental but critical intermediate 

outcomes left CDC staff feeling frustrated and thwarted in their attempts to collect and use 

meaningful recipient data. 

Wealth of data does not translate to use of data. This has led to an abundance of data but 

little in the way of learning from the information or making changes to public health programs. 

Though there is a wealth of information, federal funders, including public health, are not as 

successful as they could be at using their evaluation data to inform decision-making (Bickel, 

Millet, and Nelson, 2003; Snibbe, 2006). A 2016 study found that “Public sector data analysts 

report that they spend 47 percent of their time collecting and organizing data but less than one-

third of their time actually gleaning actionable insights from it” (Latham, 2016, para. 4). In 2018, 
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the Government Accountability Office (GAO) noted “despite various efforts aimed at increasing 

managers’ use of data in decision making, our work has found little change over the past 20 

years.” (GAO, 2018, para 2) This was confirmed by a 2018 survey of government managers in 

which only 21% reported that the performance of the programs they oversaw was improving 

(Myers, as cited in Clark, 2019). Efforts to improve utilization of government data began in the 

1990’s through the National Partnership for Reinventing Government initiative (GAO, 2000), 

sparking a shift toward better performance management (Kidder and Chapel, 2018). In the last 

decade, the government’s General Services Administration (GSA) and the Office of 

Management and Budget (OMB) have adopted a results-focused agenda to push federal agencies 

to require and track results from grant recipients, driven by their finding that “Managers report 

spending only 40% of their time using antiquated process to monitor compliance instead of 

analyzing data to improve results” (George Washington University et al, 2017, para 3). This 

increasing emphasis on using data across the government includes CDC – and by extension, the 

public health system that CDC funds help support. 

  This effort was solidified in the 2018 development of the President’s Management 

Agenda. The aim of the Agenda was to modernize and improve the efficiency and effectiveness 

of government programs, driving agencies and funding recipients to produce more data and 

demonstrate results from the programs. However, it does not require agencies to plan for learning 

from or using the data. Government efforts have historically not explicitly required planning on 

for learning from the data or improving programs based on the data. Often the leap from 

collecting data to improving programs or making evidence-based decisions is implicit; the 

planning and actions required to span that gap is missing from these government efforts. There is 

an assumption that use of data to inform program improvement or decision-making will take 

place. Improving progress toward outcomes in federal programs should include learning from 
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and using recipient data. This step is not acknowledged or explicitly required of government 

agencies in the Agenda, leaving a gap in the guidance around learning and using the data in 

decision making processes.  

ii. Evidence-based decision making in public health 

Definitions of evidence-based decision making (EBDM) vary but share a common focus 

that it is an intentional effort to use the best available research evidence to inform decisions 

about a program or policy. CDC adds the inclusion of experiential evidence from the field and 

relevant contextual evidence to the components that should inform EBDM (CDC, n.d.-a). The 

effort to make decisions based on the best evidence is rooted in evidence-based medicine 

(Brownson, Gurney, and Land, 1999; Mowat, 2017; Pettman et al, 2012) and is a common 

approach to program development and improvement in public health.   

EBDM is built on a foundation of actionable evidence, that is, evaluation findings that are 

sufficient and useful for decisions (Julnes & Rog, 2015). Within CDC, there are limited 

examples of published efforts to use evidence in decision-making in specific disease areas, 

including in the field of violence prevention (CDC, 2017), chronic disease prevention 

(Brownson, Allen, Jacob, deRuyter, Lakshman, Reis, 2017; Allen, O’Connor, Best, Lakshman, 

Jacob, Brownson, 2018) and public health genomics (Dotson, n.d.).  

During the Obama administration, funding was funneled to increase the use of evaluation 

data in decision-making. A recent effort by the government may lead to better use of evaluation 

findings, especially as they may present actionable evidence for decision-making. Relevant to 

this research is the first-ever governmental requirement that evaluation be a pillar of programs in 

federal agencies, including at CDC. The Foundations for Evidence-Based Policymaking Act, 

passed in 2017, is beginning to take shape in federal agencies. In time, the Act will impact public 

health evaluation strategy at CDC. CDC cites this Act as a notable move by the US government 
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toward more evaluation and better use of the information stemming from them (Kidder and 

Chapel, 2018). The Act has been years in the making, beginning with the 2003 and 2013 

Government Accountability Office publications on program evaluation (GAO, 2003, 2013), and 

the precursor to the legislation, the 2017 Report of the Commission on Evidence-Based 

Policymaking (2017), The Foundations for Evidence-Based Policymaking Act charts new 

territory for the Department of Health and Human Services (HHS), in which CDC sits, by 

requiring and planning for learning from data. The Act aims to improve data accessibility and 

privacy but also has major implications for federal evaluation including institutionalizing 

evaluation and evaluators in government agencies. Notable in the Act’s mandates is the 

establishment of a temporary advisory committee to provide insights on effectively promoting 

the use of federal data for evidence building. The Act will also require agencies to have 

evaluation officers with experience in evaluation including use of evaluation data. The potential 

exists for this Act to further push a culture of evaluation data-driven decision making in HHS 

and CDC. The potential for learning from evaluation within CDC and other organizations is 

discussed below. 

A wider exploration of EBDM is outside the scope of this research but may be a useful 

avenue for future research. A valuable next step would be an examination of the extent to which 

successful use of evaluation findings results in evidence-based decision making. This critical 

topic underscores the need to explore how evidence, including evaluation findings, are used. The 

findings from this research set the stage for an investigation of the processes by which CDC units 

use evidence to inform decisions. 

Evaluation and learning organizations. Evaluation data, including quantitative 

measurements and qualitative observations, can inform decision-making at every level of the 

organization and serve to instruct improved program development. Program evaluation findings 
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can be used to ask deeper questions and foster reflective and strategic thinking about programs 

(Patton and Blandin Foundation, 2014). Using evaluation data to improve programs has been a 

long-sought goal, first raised in the literature by Alkin, Daillak, and White (1979, 1980). In the 

mid-1990’s, evaluators began to look at organization’s capability and capacity to learn as an 

important lever in moving toward better use of evaluation data (Torres and Preskill, 2001). 

Torres and Preskill (2001) summarize organizational learning as a process for continued 

improvement and growth using information with three essential elements: “(a) uses information 

or feedback about both processes and outcomes (i.e., evaluation findings) to make changes; (b) is 

integrated with work activities, and within the organization’s infrastructure (e.g., its culture, 

systems and structures, leadership, and communication mechanisms); and (c) invokes the 

alignment of values, attitudes, and perceptions among organizational members” (Cousins, Goh, 

Clark, and Lee, 2004, p. 388).  

Many definitions exist to describe a learning organization, but most have several 

common elements: an organization that has processes for knowledge acquisition, performance 

improvement, and evolves in its capacity to learn over time (Garvin, 1993). Senge’s scholarly 

perspective is that of a learning organization “where people continually expand their capacity to 

create the results they truly desire, where new and expansive patterns of thinking are nurtured, 

where collective aspiration is set free, and where people are continually learning how to learn 

together.”(1990, p1) Building from Senge’s theory of learning organizations, an organization that 

fosters a culture that promotes and expects learning from its experiences is well-positioned to 

extract the most value from program evaluation efforts. Increased evaluation capacity can foster 

learning (Hoole, 2007) within government agencies and the organizations they fund, but “too 

often funders uphold standards of accountability without enabling nonprofits to develop a 

learning culture in service of the mission” (Hoole and Patterson, 2008, p. 94).  
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Cousins, Goh, Clark, and Lee (2004) developed a conceptual framework to illustrate the 

relationships between evaluation and organizational learning. (See figure 1.) In this framework, 

they posit evaluative inquiry is a pillar of the organization, similar to communication or 

professional development, and can encourage learning from evaluation. The concept of 

evaluation as central to the design of the organization is echoed in the government efforts to 

institutionalize the practice in federal agencies.  

There is little understood about the connection between evaluation use and organizational 

learning at CDC. As a larger topic this merits further investigation. This study attempted to 

explore a facet of the topic by focusing on the ways that evaluation data is used and what factors 

influence successful use. This research can be seen as a precursor to additional study on the 

larger topic of how learning from evaluation occurs at CDC. 

Figure 1. Evaluative Inquiry as an Organizational Learning System (Cousins, Goh, Clark, and 

Lee, 2004) 

Evaluation at CDC. CDC is a decentralized agency organized into 13 overarching units with 

many sub-units of divisions, branches, and teams managing work; evaluation follows this 
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decentralized structure. Evaluation activities can be seated in any level of the organization. A 

strength of this structure is that many evaluations can happen simultaneously and independently 

and are highly tailored to the needs of the program. A drawback of this disparate approach is that 

there is little visibility of or consistency in evaluations across the agency. The effort to 

institutionalize evaluation and the use of evaluation data to improve programs have been 

decades-long goals at CDC. Limited study has been done to examine the extent to which CDC 

has achieved these goals; however, milestones in the last two decades indicate significant 

progress. Two of the most influential developments were creating the Framework for program 

evaluation in public health (CDC, 1999) and establishing an office of evaluation at the highest 

level of the organization staffed with a chief and senior-level evaluation officers (Kidder and 

Chapel, 2018). The Framework and the office are described in greater detail in the following 

sections.  

iii. The Framework for Program Evaluation in Public Health 

In 1999, CDC released the framework for program evaluation in public health. It features 

two complementary components: the steps that thorough evaluation practice should undertake, 

and a set of standards that define an effective evaluation in public health. This guidance 

document was intended to drive a systematic approach to evaluation within CDC, to the 

recipients of CDC funding, and to the wider field of public health. Prior to the development of 

the Framework, a practical and methodical process for evaluation in public health did not exist. 

In the ensuing decades, the Framework has become the “backbone” of evaluation at CDC and 

“has caused them to become more situation-specific, participatory, aptly designed, and 

appropriately implemented” (Kidder and Chapel, 2018, p. 356). The Framework guides 

evaluators across public health settings, and as anecdotal evidence suggests, informs evaluators 

working in other fields as well (e.g., education). In addition to the research proposed in this 
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study, CDC is also several other lanes of inquiry to understand the reach and impact of the 

Framework, including a scan of the scientific and gray literature to estimate the reach and impact 

of the Framework within and beyond public health in the US and internationally. 

CDC developed the framework to serve as a guide for evaluators and to ensure the field 

of public health “remain accountable and committed to achieving measurable health outcomes.” 

(CDC, 1999, p. ii) The steps (figure 2) describe the essential elements of evaluation as a cycle of 

six interconnected phases that comprise a process for assessing public health practice. The steps 

may be carried out in a linear fashion or iteratively, but each must be included in an effective 

evaluation as they build upon one another (CDC, 1999). Thorough planning is necessary to 

ensure that programs progress through each step, culminating in sharing and using the findings 

from the evaluation.  

Figure 2. Framework for program evaluation in public health (CDC, 1999) 

The framework is designed as a cycle in which data informs each step, and from which 

learning and action is the result. The first step begins with engaging stakeholders, those who are 

involved in the evaluand (the object of the evaluation) and who can learn from the findings of the 
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evaluation. By including their perspectives, this helps to stave off criticism or dismissal of the 

evaluation and can support increased use of the findings. The second step paves the way for the 

evaluation to begin by describing the program’s aims, activities, populations, and expected 

outcomes, often captured in a logic model. The third step lays the foundation for the evaluation 

through determining the approach to the assessment. Notably, this step considers the impetus for 

the evaluation and the potential uses for the information, increasing the likelihood that the 

evaluation findings will be used. The fourth and fifth steps involve carrying out the evaluation 

itself, collecting and analyzing data and reaching findings and recommendations. An important 

facet of the fifth step is ensuring stakeholders “agree that conclusions are justified before they 

will use the evaluation results with confidence” (CDC, 1999, p. 6).  

The final step of the Framework aims to ensure the use and sharing of findings, 

conclusions, and lessons learned and is the focus of this research. The framework describes five 

elements to effective use: design, preparation, feedback, follow-up, and dissemination. CDC 

notes that deliberate effort is required to ensure that evaluation findings are used.  

Figure 3. Summary of five elements critical for ensuring use (Adapted from CDC, 1999) 

Milstein and Wetterhall (2000) reaffirm the role of use in the public health context, 

echoing the evaluation field’s pursuit of utility, “The last step is perhaps most important of all—

to ensure use of the evaluation and share its lessons learned…Fortunately, the likelihood of use 

can be increased through deliberate planning, preparation, and follow-up” (p. 223). Step six of 

the framework can lead to organizational learning, if the CDC unit has structures in place to 
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transform findings into program knowledge and actionable evidence for decision making. CDC 

programs have made strides in achieving step six of the framework, in part through the 

supportive efforts of the Program Planning and Evaluation Office (PPEO).  

The Program Planning and Evaluation Office. As captured in Kidder and Chapel’s 

retrospective of evaluation at CDC (2018), it was a decade after the release of the Framework 

that CDC moved to create a single body in a high-level office of the organization that would 

focus on program evaluation, performance measurement and planning. In 2010, the agency 

created the position of Chief Evaluation Officer and established the Program Planning and 

Evaluation Office (PPEO) in the Office of the Director. The purpose of PPEO is to offer 

programs guidance and to champion evaluation continuous program improvement principles 

across the agency (Kidder and Chapel, 2018). The Office evolved from a single position to a 

small contingent of staff and provides evaluation and performance measurement expertise to 

programs across the agency. These services range from evaluation development support to CDC 

programs by senior evaluators; the competitive appointment of master- and doctoral-trained 

evaluation fellows to programs; free trainings with evaluation experts outside of the agency; 

issuing guidance, tools, and resources; and consultation on the development of CDC non-

research funding opportunity announcements (Notice of Funding Opportunity, NOFO). 

The Program Planning and Evaluation Office promotes and assists with the use of the 

Framework within CDC and, in some cases, has offered consultation with non-CDC entities on 

its use. As CDC approaches the 20th anniversary of the inception of the Framework, PPEO has 

undertaken several lanes of research to study the reach, value, and impact of work. These 

projects include the aforementioned scan of the scientific and gray literature; a survey of the 

structures and operational characteristics of evaluation at CDC done in concert with the US 

government’s Assistant Secretary for Planning and Evaluation (ASPE); profiles of use of the 
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Framework in CDC programs; and the research proposed in this dissertation, case studies of 

programs excelling at step six of the Framework: the use of evaluation data and findings. 

Current Evaluation Use Practices at CDC. An environmental scan was conducted by the 

researcher from late 2015 through early 2016 to investigate issues around using evaluation 

findings at CDC. Information was gathered from eight formal interviews and then analyzed 

thematically by the researcher. Informal discussions with several additional individuals 

confirmed the findings. Detail is available in Appendix A.  

Themes emerged from the interviews that provided insights on the challenges to 

effectively using evaluation data and findings. As previously discussed, there is growing pressure 

to demonstrate in the reporting substantial progress toward outcomes. Recipients and funders in 

this environmental scan corroborated this from their experience. They expressed the feeling that 

evaluations are driven by the requirements of the funder rather than by the needs of the program 

or research agenda. They noted that the rigidity in evaluation requirements and the intense focus 

on showing improvement in outcome metrics to the detriment of foundation-building steps in 

program development and implementation. This can lead to curtailed and narrow evaluations that 

collect limited data, often weighted toward demonstrating outcome successes.  

Several individuals indicated frustration and bewilderment at how CDC uses the data 

they collect with one funding recipient noting, “What does CDC do with all the data we send in? 

It’s a mystery to us.” Furthermore, evaluation findings are not shared in ways that are useful to 

recipients or not disseminated at all. In addition, interviewees from CDC acknowledged that their 

units strived to achieve the use of evaluation findings but remained far from their goals. They 

welcomed insights from other programs who have been able to put evaluation results to use, with 

one interviewee noting, “We know what is not working [in using evaluation findings], I don’t 

need to hear more on that. What I would like to know is what is working here. How are they 
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doing it?” The findings from this environmental scan supported the aim of this research to 

uncover the factors that have led some units at CDC to success in using their evaluation findings 

regularly and visibly to inform decisions and make changes to their program. 

The scan also confirmed that some CDC programs had reservations about the close 

examination that research would entail. Interviewees voiced concern at being studied, even if 

framed by an appreciative inquiry or strengths-based approach. Some reasons for this reticence 

stemmed from fears of exposing dysfunction within the CDC unit and flawed processes for 

making decisions, or uncomfortableness at the vulnerability that such inquiries can elicit. This 

was further reinforced during the process for selecting case study programs as several units noted 

they had had some success in using evaluation findings but were uncomfortable with the label of 

“exemplar” and demurred being considered for the study. (A discussion of case study selection 

follows in chapter 3.) Taken together, the desire for this information and the challenge of finding 

cases underscored the importance of this research to explore an understudied aspect of evaluation 

at CDC. 

C. Problem Statement and Research Questions 

i. Problem Statement 

Achieving use of evaluation findings – step six of the Framework – remains an elusive, 

but desired, goal for many programs at CDC. In a survey of a subset of evaluators at CDC, 

participants noted the “goal is to make [evaluation] useful and real-world,” and “data use is a big 

focus now.” (Schooley, 2018) In the ensuing years since the publication of the Framework, there 

is a gap in understanding who, how, and to what effect CDC units are able to successfully 

achieve step six of the framework. For the purposes of this research, success in using evaluation 

data and findings is characterized by a CDC unit’s ability to “regularly and visibly use evaluation 
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findings to inform decisions” (Patton, 2017, slide 29) in a systematic and comprehensive way 

across the program. 

As we approached the 20th anniversary of the Framework, we had the opportunity to 

investigate the ways that some units at the agency are succeeding in using their evaluation 

findings. This research undertook a strengths-based approach to examine how programs that self-

report using evaluation data successfully to inform decisions and make changes to their 

programs. This study focused on the Framework’s sixth step to uncover the factors, facilitators, 

and barriers that have led to their success and identify opportunities for further improvement.  

ii. Gap in Understanding 

Little is known about how CDC units use their evaluation data and findings. This 

research explores one aspect of the larger issues around evaluation use that exist at CDC, that is, 

the factors that facilitate three exemplars ability to use their evaluation data and findings. This 

study was an initial examination of evaluation use at CDC; it documented some of the ways 

evaluation data is used and what elements are at play in ensuring use. First, the research 

documented the ways that the exemplar units’ use of evaluation data aligns with the four 

common types: instrumental, conceptual, enlightenment, and persuasive/symbolic. Second, these 

case studies assessed the presence of factors in the exemplar cases’ contexts that have been 

previously found to influence use of evaluation data. The literature outlines four categories of 

factors that influence use of evaluation data and findings: organizational/social context, user, 

evaluator, and evaluation factors. (The four types of uses and the four categories of factors are 

detailed in chapter 2.). Additional research to explore other aspects of evaluation use, such as the 

process by which evaluation findings are used in evidence-based decision making, are warranted 

for future studies. 
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This research complemented the aforementioned efforts by PPEO to examine and reflect 

on progress made since the inception of the Framework. An advisory committee of senior 

evaluators at CDC, along with evaluation officers from PPEO, provided consultation and 

guidance on the study. This research avoided duplication among these additional lanes of 

research and augmented the retrospective efforts by focusing on the single aspect of use of 

evaluation findings.  

iii. Study Conceptualization 

Evolving focus for this research. It was through this environmental scan, discussions with 

the Chief Evaluation Officer, and reading of the literature that this research came to focus on the 

issue of use of evaluation findings. The original research interest had been on the lack of 

documentation and use of lessons learned or failure in program improvement. As issues were 

identified by interviewees, the researcher recognized that more fundamental concerns exist about 

the value, relevance, and use of the evaluation data that CDC collects. In the field of evaluation 

more broadly, the challenges to using evaluation findings has been documented in the literature 

(Alkin, 1985; Preskill and Torres, 2000; Taut and Alkin, 2003), and conversely, the factors 

necessary for effective use of evaluation findings has arguably been the “most studied area of 

evaluation” (Fleischer and Christie, 2010, p. 171). (A discussion of literature on evaluation use 

follows in chapter 2.) In the CDC setting, little is known about how these factors influence 

evaluation use within the agency. This research attempted to illuminate the factors, facilitators, 

and barriers several CDC units have experienced, put in place, or overcome to effectively use the 

findings from their evaluations. 

 The evolution of this research was informed by additional conversations with colleagues 

at CDC and the agency’s Chief Evaluation Officer that opened an avenue of inquiry into 

evaluation use at the agency. It was evident from these conversations that there is a general 
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understanding of the reasons why evaluation use is minimal or nonexistent, including but not 

limited to lack of leadership and organizational will, limited time and resources, irrelevant or 

limited data, and ineffective dissemination and translation of evaluation findings that discourage 

or inhibit use. Individual units’ environments pose unique challenges to use of evaluation 

findings, both overt and hidden. The challenges to use in any program merit exploration. 

However, those the researcher spoke with did not express a need to learn about what barriers 

exist in evaluation use at CDC; many individuals wanted to learn about how others at the agency 

were using their evaluation findings. This common sentiment, coupled with the gap in 

knowledge at CDC about how some units are finding success in using evaluation findings, led to 

the research described here. Further, during the assessment to determine the case studies for this 

research, an unanticipated finding emerged: there is wide variability among CDC units in their 

use of evaluation data to improve programs.  

Many units at CDC are using their evaluation findings in small, piecemeal ways. 

However, there are few units that are using their evaluation findings regularly and visibly to 

inform decisions (Patton, 2017). Several of these units are the focus of this research. (Case 

selection is discussed in chapter 3.) 

Contextual considerations. CDC is a large and complex organization, and like other 

federal agencies, is subject to political forces that can exert pressures on funding, organization 

direction, and ability to operate independently. Similar to that of other federal agencies, fear may 

exist around scrutiny and the vulnerability inherent in close examination. Regardless, it is 

important to understand issues around evaluation in this complex environment. Following the 

guidance of the Framework, these real or perceived risks must be taken into account in the 

engagement of stakeholders and in the design of the research in order to increase the likelihood 
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of use of the findings from this study. The specific focus of this study at CDC was a novel 

investigation and additional research questions exist and were revealed from this inquiry.  

Because the gap in understanding use of evaluation findings at CDC is substantial, this 

strengths-based approach allowed for a lower-risk introduction into research in this area yet 

yielded important and meaningful information. This study highlighted strengths and shared 

challenges (surmounted and remaining), but notably begins from a perspective of bringing forth 

the factors that are leading programs to success. Reminiscent of themes found in the 

environmental scan, the evaluation advisory committee confirmed that a study seeking to 

identify why evaluation findings were not being used would not be particularly useful and would 

likely be met with resistance by CDC units. The converse approach to identify what is working 

for several CDC units not only begins to meet the need expressed by agency evaluators but has 

been positively received by the case study sites that were selected for this study. The findings 

from this study can inform future research and open a pathway for exploration that probes 

strengths and weaknesses in more depth. 

Finally, the complex environment of CDC may limit the transferability of the findings 

from this research. However, the researcher sought to increase the likelihood that the results can 

be transferred to other settings by selecting diverse cases that represent different contexts and 

providing thick descriptions of the case study units. 

iv. Research Questions 

This research provided snapshot of the ways that several units at the CDC are succeeding 

in using their evaluation findings. Using an appreciative inquiry/strengths-based approach, a 

series of three case studies examined the factors present in units that self-report using evaluation 

findings to regularly and visibly inform decisions and make changes to their programs. The 

information yielded from the research informed at least three audiences: the CDC unit of study, 
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other CDC units, and CDC leadership. Within the CDC unit of study, the research identified the 

ways the program had success using evaluation data and findings to inform the program further 

and potentially spur on greater use. This research answered these research questions:  

1. What are the ways that program evaluation data and findings are used in the exemplar 

CDC unit?  

a. How do the CDC unit’s uses align with the four types of evaluation data use, 

instrumental, conceptual, enlightenment, and persuasive/symbolic? 

2. What factors enable and hinder the use of program evaluation data and findings in the 

exemplar CDC unit?  

a. How are the four categories of factors, organizational/social context, user, 

evaluator, and evaluation, exhibited in the unit? 

These questions began to address the gap in understanding how CDC units are using evaluation 

data and findings.  

D.   Leadership Implications  

i. Utility for audiences 

This research provided a profile of several programs successfully using evaluation 

findings at CDC that can inform increased use of evaluation and provide recommendations for 

undertaking these efforts. For the units that are the focus of the case studies, the findings from 

this effort provided a holistic and in-depth picture of the program’s functioning around 

evaluation. The CDC units that are studies may glean insights and new understanding of their 

program operations. For example, they may recognize the beneficial ways that their 

programmatic and evaluation teams interact such as around communication, information-sharing, 

and collaboration. This may lead to reinforcing positive processes and altering ineffective ones. 

The research may also shed new light on elements of the evaluation and their use of the findings 
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that were impactful and should be repeated. The CDC unit may also be encouraged to adapt and 

replicate their practices in other programs within the department. Ideally, the results from the 

case studies spurred on deeper and wider use of evaluation findings in the CDC unit. 

Another purpose of this research was to elevate across CDC effective practices that are 

leading to the use of evaluation data and findings. Other CDC units may learn about the ways 

that the case study sites are having success and may have seen parallels in their programs. The 

potential for other units to adapt and apply the case study sites’ approaches influenced the 

selection of the sites. The researcher and the evaluation advisory committee sought diversity in 

the case study sites so that others at CDC might have “seen themselves” in characteristics of 

those profiled in this study and be more inclined to adopt the successful practices. Other CDC 

units may find a de facto community of practice and connections around using evaluation 

findings through dissemination of this research. Ideally, the results from the case studies 

stimulated thinking and encouraged new and invigorated use of evaluation findings across CDC. 

Leaders in PPEO and the Office of the Director may gain awareness of the factors and 

approaches the case study sites used. Ideally, this study promotes the use of evaluation findings 

and established the issue as a priority for advancing evaluation use and performance 

measurement at the agency, especially in light of the new legislation mandating increased use of 

evidence in decision-making. Leaders may use the results of this research to adapt and applying 

similar efforts in the programs. For example, PPEO may coach a program to adopt a tailored 

approach described in the case studies during their consultation on evaluation design and 

implementation. In addition, this research may lead PPEO and other leaders at the agency to 

prioritize to additional research and initiatives to further evaluation at CDC and throughout 

public health.  
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The primary audience for this research was leadership within CDC; this is partly due to 

restrictions on federal research stemming from OMB Paperwork Reduction Act which, for this 

study, limits the generalizability of knowledge. However, there were potential benefits from the 

findings from these case studies that extend beyond CDC. The results from this research may 

reach to other public health organizations in two ways. First, other CDC programs may 

implement some of the promising practices identified in this study and require funding recipients 

to participate in new approaches to using evaluation data. In turn, recipients may find value in 

the approaches and adopt them for use in other, non-CDC funded programs within their 

organization. Second, public health organizations may be exposed to the findings from this 

research through dissemination efforts (e.g., conference presentations, publications), potentially 

leading to tailoring and adoptions of the lessons learned and promising practices revealed in the 

results. In addition, insights from this research may contribute to the federal conversation around 

institutionalizing evaluation, particularly as the Foundations for Evidence-Based Policymaking 

Act is implemented. Lessons learned and promising practices from the experience of these three 

CDC units may inform programs at other federal agencies. The factors identified may add to 

models aiming to increase evidence-based decision making in public health. These findings may 

also contribute to larger conversations about building a culture of evidence-based decision 

making throughout the field of evaluation. 

ii. Unique focus 

This effort provided a unique focus on use that complemented the other PPEO efforts to 

examine and reflect on progress made since the inception of the Framework. This research began 

to fill a gap in CDC’s understanding of how CDC units are using their evaluation findings as 

there is currently little visibility on successful practices used in individual programs. Additional 

research is needed to close the knowledge gap; this initial investigation allows for a snapshot of 
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three units’ approaches as an introduction to a challenging and potentially fraught area of nonuse 

and use of evaluation findings. These case studies opened a pathway to further study. Beyond the 

context of CDC, this research may also contribute to national federal and evaluation-field 

conversations on use of evaluation for decision-making and program improvement and provide 

insights on how federal agencies and other complex organizations can promote and facilitate the 

use of data, through dissemination of the case studies’ practices. 
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II. Chapter 2: Theoretical and Conceptual Frameworks 

A. Literature Review 

A literature review was conducted using the CDC library search engines to search the 

Scopus, ERIC, Web of Science, and PubMed databases and Google Scholar. These searches 

aimed to provide 1) context on the problem, 2) research previously explored in the literature, and 

3) shape the research questions for this study. The timeframe for the search ranged from 1980 to 

the present. These boundaries spanned nearly 40 years of research on the topic to capture the 

evolution of discourse on evaluation use. Variations and combinations of the following terms 

were used to guide the search: program evaluation, evaluation data, data use, data for change, 

program improvement, organizational learning, and learning from evaluation. The results were 

grouped into categories to streamline themes and complementary and contrasting schools of 

thought. The results primarily fell into two categories: advancements in understanding and 

conceptualization of evaluation use and factors contributing to use. 

i. Evaluation and Use of Data and Findings  

The field of evaluation is broad and has been studied for decades. Many definitions of 

evaluation are used with consideration to the intent of the evaluation, perspective of evaluator 

and stakeholders, and factors relating to the evaluand. Shadish and Luellen (2005) note that 

civilizations have employed evaluation throughout our history, ‘‘Humans identify a problem, 

generate and implement alternatives to reduce its symptoms, evaluate those alternatives, and then 

adopt those that results suggest will reduce the problem satisfactorily’’ (p. 183; cited in Alkin 

and King, 2016). They conclude that use is the end goal of evaluation and achieving use has been 

a concern of the field for decades.  

Though varying definitions of evaluation exist, some common elements are included in 

this in this simple description: “a systematic investigation of the merit, worth, or significance of 
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an object.” (Scriven, 1998; Shadish, Cook, Leviton, 1991). The inclusion of the use of the 

evaluation is important for this research as it is focused on the factors that contribute to using 

evaluation findings. Indeed, Alkin and King (2016) assert that “Evaluation’s raison d’être is the 

contribution it makes to better program operations. It is intended to be a practical craft” (p. 569).  

Because this research focuses on program evaluation at CDC and across several public 

health topics, a decision was made to include a broad definition of program evaluation as well as 

the CDC definition that guides evaluation efforts at the agency. The Framework defines program 

evaluation as collecting, analyzing, and using data to examine the effectiveness and efficiency of 

programs and to contribute to continuous program improvement (CDC Evaluation Working 

Group, 1999). Other sources broaden the definition. Patton (2008) defines program evaluation 

can be defined as “the systematic collection of information about the activities, characteristics, 

and outcomes of programs, for use by people to reduce uncertainties, improve effectiveness, and 

make decisions” (p. 39). Yarbrough, Shulha, Hopson, and Caruthers (2010) and Newcomer, 

Hatry, and Wholey (2015) add to this definition by calling out the need to address stakeholders 

concerns in the evaluation, an emerging area of inclusion in program evaluation. This research 

may confirm the importance of accounting for stakeholders’ needs in the use of evaluation at 

CDC, particularly for the staff involved in shaping the design and implementation of programs. 

Yarbrough et al (2010) asserts that evaluation can serve a program learning or accountability 

purpose; the former’s purpose aiming to improve the program. This conceptualization aligns 

with CDC’s definition and lends itself well to this research as a focus on use of and learning 

from evaluation.  

Evaluation use is a term has many definitions and researchers have not yet reached 

consensus. Alkin and King assert that “the use continuum extends from nonuse to use and 

reflects the extent to which someone does something with an evaluation” (2017, p.436). In the 
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Framework, ensuring use and sharing lessons learned means that “stakeholders are aware of the 

evaluation procedures and findings; the findings are considered in decisions or actions that affect 

the program; and those who participated in the evaluation process have had a beneficial 

experience.” (CDC, 1999, box 8) A summative working definition for this research is the ways 

and extent to which evaluation data and findings affect operations, decisions, and outcomes. 

(Kirkhart, 2000; Patton, 1985; Weiss, 1981 as cited in Peck, 2009).  

A primary goal of evaluation to provide meaningful information that inform decision 

making (Fleischer and Christie, 2009). Alkin and King (2016) explored the history of evaluation 

use, noting the rise in federally funded social science programs in the 1960s and 1970s yet a lack 

of knowledge transfer from these programs to policy makers. Weiss (1989) attributed a surge of 

evaluation research from this recognition that policy makers were not learning from existing 

programs and making uninformed decisions despite the existence of meaningful data. In the 

midst of the uptick of evaluations and a push to use findings to inform policy decisions, Caplan, 

Morrison, and Stambaugh (1975), traced federal use of evaluation findings via two forms of 

knowledge: “hard,” quantitative and described in scientific language, and “soft,” qualitative, 

often not stemming from research and stated in lay language. They note ‘‘our data suggest that 

there is widespread use of soft information and that its impact on policy, although often indirect, 

may be great or even greater than the impact of hard information’’ (p. 47, as cited in Alkin and 

King, 2016).  

There are four commonly recognized types of evaluation use: instrumental, conceptual, 

enlightenment, and persuasive or symbolic (Weiss, 1980; Patton, 1994; Kirkhart, 2000). These 

definitions, summarized by Fleischer and Christie (2009), reflect general consensus in the 

evaluation field on each type of use. Examples of each use in the CDC context follow each 

definition.  
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Instrumental use describes a use that modifies the object of the evaluation, the evaluand 

(Rich, 1977; Shulha and Cousins, 1997; Greene, 1998). This is often the most direct and visible 

outcome of evaluation use. This form of evaluation use can inform evidence-based decision 

making. An example of instrumental use in a CDC unit is an evaluation finding that reveals a 

critical missing step in an intervention, resulting in the CDC unit altering the logic model and 

adding additional technical guidance for funding recipients conducting the intervention.  

Conceptual use leads to new understanding of the program (Rich, 1977; Weiss, 1979). It 

often includes process use, knowledge gained during the practice of the evaluation (Kirkhart, 

2000). An example of conceptual use in the CDC setting is evaluation findings that help shed 

new light on the interplay of primary prevention factors for a particular behavior. Process use can 

often be an unanticipated but beneficial consequence of stakeholder involvement in evaluation 

by growing evaluative thinking among users (Patton 1997, 2003). For example, process use may 

be demonstrated by CDC funding recipients who apply newly obtained evaluation skills to a 

non-CDC funded project. 

Enlightenment use characterizes utilizations that adds knowledge to the field, allowing 

for use by anyone not just those engaged in the original evaluation (Weiss, 1979). In the CDC 

context, enlightenment use often results in publications in the literature so that others may learn 

from the CDC unit’s experience.  

Persuasive or symbolic use has debated meanings, often negative in connotation, 

including demonstrating that program values accountability or legitimizing foregone decisions 

with no sincere intention of using the evaluation findings (Leviton and Hughes, 1981; Greene, 

1998; Weiss, 1998; Henry, 2000; Alkin and Taut, 2003; American Evaluation Association, 

2008). An example of persuasive use is evaluation data being manipulated to produce positive 
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findings that support a pre-determined course of action such as funding a program for another 

cycle without a close examination of the evaluation results. 

Of note, Alkin and Taut (2003) make a distinction between evaluation use and evaluation 

influence. Evaluation use ‘‘refers to the way in which an evaluation and information from the 

evaluation impacts the program that is being evaluated,” with the evaluator’s awareness of these 

impacts (p. 1). They also note that evaluation influence “adds to the concept of use in instances 

in which an evaluation has unaware/unintended impacts’’ (Alkin and Taut, 2003, p. 9). In the 

course of this research, any of these uses may be revealed in the ways that the CDC units have 

used evaluation findings to influence and/or change their programs.  

ii. Factors influencing evaluation use 

 History of research on use factors. Research on the factors that contribute to the use of 

evaluation can be traced back to the mid-1980s with reviews of studies by Patton, Grimes, 

Guthrie, Brennan, French, and Blyth (1977), Alkin (1985) and Cousins and Leithwood (1986), 

summarized in Alkin and King’s (2017) historical review of evaluation use. In each effort, the 

researchers reviewed empirical studies on evaluation use; they identified common factors and 

grouped these into categories. Alkin developed more broad buckets accounting for human factors 

(partitioned by users and the evaluator), evaluation activities, and organizational/social/political 

factors. Cousins and Leithwood generated 12 factors in two categories: evaluation 

implementation factors and decision/policy-setting factors. These two compendiums provided 

the basis for considering the factors associated with evaluation use until Shulha and Cousins’ 

review of the literature in 1997, in which they documented new directions in evaluation, 

including the emergence of process use and the changing role of the evaluator to facilitator and 

teacher. A decade later, additional research built upon the prior studies to surface confirmatory 

and new factors. Johnson, Greenseid, Toal, King, Lawrence, and Volkov (2009) added the 
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growing influence of stakeholder engagement to the mix of factors associated with evaluation 

use. Many of the factors identified in these studies overlap or seem to describe similar 

phenomena. Alkin and King attempt to synthesize and summarize the factors into unifying 

categories; these provide the foundation for this research.  

 Four groupings of factors. Alkin and King (2017) assemble the factors uncovered in the 

last 30 years of research into four categories: user factors, evaluator factors, evaluation factors, 

and organizational/social context. They emphasize the interrelationships of the factors; a 

constellation of factors may need to be present to assure successful use of evaluation findings. 

An a priori assessment of influences driving evaluation use at CDC aligns well with this 

evidence-based compilation of factors. Their categorization serves as the structure of the 

conceptual framework guiding these case studies, described in chapter 3.  

 Organizational/social context factors refer to the environment in which the program 

operates that impacts the use of evaluation findings – and includes the sway of the larger 

organization which houses the program (Johnson et al, 2009) as well as the influence of other 

agencies (Alkin, Daillak, and White, 1979). In the CDC setting, these factors must account for 

the complexity of the organization and the external, largely political, pressures and sister 

agencies’ agendas that influence its programs’ operations. The organization must also have 

functional knowledge exchange processes that allow for information to be managed and flow to 

and from the relevant stakeholders (Patton, 2001). An additional element that aids in use of 

evaluation findings include the maturity of the program, not only measured by the age of the 

program but by the extent of its development (Alkin and King, 2017). I posit that several other 

factors affect the organizational ability to use evaluation findings at CDC; these are informed by 

anecdotal information from the environmental scan, input from evaluation experts at CDC, and 

my experience. These additional factors include the presence of leadership buy-in, a culture of 
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organizational learning and support for program improvement, and a co-located structure of 

program & evaluation teams within the CDC unit.  

 User factors refers to the factors affecting those who use the evaluation findings. In the 

CDC context, this can include funding recipients who tailor and implement programs at the local 

level and are responsible for meeting evaluation milestones and performance measures, and 

internal programmatic staff who design and guide programs, and leaders who decide funding 

allocations and are accountable for progress toward outcomes. Patton’s early research (1977) 

identified the “personal factor” as a key factor in how and whether evaluations were used; this 

factor encompasses attitudes toward evaluation and previous experiences with evaluation. User 

factors that can be influenced by the evaluator also play a role; trust in the evaluator and users’ 

involvement in the evaluation also affect their engagement in and commitment to use evaluation 

findings (Johnson et al, 2009; Alkin, Daillak, and White, 1979). The information needs of the 

user, as well as competing demands on their time and attention, must also be considered when 

examining use of the evaluation findings (Cousins and Leithwood, 1986).  

 Evaluator factors describes the characteristics and actions of the individual planning, 

conducting, analyzing, and sharing the results of the evaluation. Alkin and King (2017) 

summarize relevant factors present in the evaluator including her or his skills and credibility, and 

savvy in navigating political issues that surround the evaluation and its uses. King and Stevahn 

(2013) note the evaluator’s interpersonal factor as a complement to Patton’s user’s personal 

factor, building on the factor identified by Alkin, Daillak, and White in 1979. It is demonstrated 

by “a dedication and commitment to facilitating and stimulating use” by the users (Alkin and 

King, 2017, p 38). The ability to build rapport and good working relationships is also essential to 

encouraging use of the evaluation data and findings (Johnson et al, 2009).  
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 Evaluation factors focus on the evaluation itself. Use of evaluation findings is associated 

with quality and credible evaluations (Cousins and Leithwood, 1986), requiring not only 

technical excellence but high value to the user. The information provided by the evaluation must 

be seen as relevant, legitimate, and accessible by the user (Contandriopoulos, Lemire, Denis, and 

Tremblay, 2010), delivered in a timely fashion (Alkin, Kosecoff, Fitzgibbon, and Seligman, 

1974) and via clear, comprehensible communication (Cousins and Leithwood, 1986; Shulha and 

Cousins, 1997). Alkin and King (2017) also note the complex interplay of competing 

information streams vying for the attention of the user, underscoring the importance of good 

communication of the findings to facilitate use. Cousins and Leithwood (1986) also assert that 

the evaluation findings must be congruent with decision-maker expectations and provide value to 

decision-making. An additional factor that may be particularly relevant in the CDC context is 

adequate funding to support an appropriate evaluation as well as resources (human and 

programmatic) to share and learn from evaluation findings.  

  The preceding four categories of factors serve as a basis for the conceptual model that 

guides the proposed research. The next section describes the theoretical supports and introduces 

the conceptual framework. 

B. Conceptual Framework  

i. Theoretical model of evaluation use 

This research uses the Integrated Framework for Evaluation Use developed by Peck and 

Gorzalski (2009) as a framework to illustrate the linkages and relationships between the factors 

at play in successful use of evaluation data and findings. The researchers sought to synthesize 

decades of research on the factors associated with evaluation use into a unified model that might 

predict successful use.  
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Figure 4. Integrated Framework for Evaluation Use (Peck and Gorzalski, 2009) 

 

In this model, the contextual factors are depicted as the landscape in which human and 

evaluation factors are expressed. The type of change and influence take place against the 

“backdrop” of these factors (Peck and Gorzalski, 2009). Though the processes leading to 

evaluation use are not linear, time plays a role in the ways that evaluation findings are used. The 

researchers cite Smith’s (1998) application of time on evaluation use processes in three stages: 

immediate, end-of-cycle, and long-term. Immediate refers to influence or use of evaluation 

findings in real-time, often as a result of process use or early learning from the evaluation. End-

of-cycle denotes use of findings at the conclusion of the evaluation, while long-term influence 

has longer range effects over time.  

This model was developed in 2009. Alkin and King endeavored to summarize and order 

the literature’s factors on evaluation use into four categories in 2017. A hybrid conceptual model 

has been built from these two sources. They serve as the evidence base for figure 6 below, 

placing Alkin and King’s four categories of constructs into the Peck and Gorzalski model. In this 



  

33 
 

environment, the factors may be seen to interact, and it shows how they may influence the 

likelihood and success of a CDC unit’s ability to use their evaluation data and findings.  

ii. Conceptual models  

The conceptual models I have developed reflect an assessment of the process by which 

CDC units embark on evaluation from data collection and analysis, processing and sense-

making, and ultimately using the findings to inform decision and making change within a 

program. Figure 5 is an a priori process map depicting the route that CDC units undertake to 

design, fund, and evaluate programs including developing evaluation and reporting requirements, 

as well as (optionally) establishing evaluation plans that are internal to CDC. The process map 

also illustrates the Framework steps that accompany the process.  

As recipients conduct activities, they collect and periodically provide evaluation and 

performance data to CDC via formal submissions to electronic systems and templates, 

communications with CDC project officers, verbally in project meetings, and other forms. 

Simultaneously or subsequently, CDC units may collect internal evaluation data. This data is 

analyzed, and findings show progress (or lack thereof) toward outcomes. Programs may also 

mine and extract findings from the data on strengths and weaknesses, and opportunities for 

improvement, from the data. CDC units use these findings to make modifications to the program. 

The research questions and construct categories overlay the final step of the Framework, the 

focus of this research, for ease of reference.  

Figure 6 details the evidence-based and a priori constructs described in chapter 2 that 

may be at play in these units. The largest circle depicts the organizational factors and the 

environment in which the other factors operate. The other three circles illustrate the additional 

human and evaluation factors; they overlap to indicate how the factors may intersect and interact. 

For example, the quality and credibility of the evaluation is influenced by the user’s perception 
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of the expertise and credibility of the evaluator. Another example of factors that may influence 

one another is the user’s receptiveness to the evaluation and the relevance and accessibility of the 

evaluation. The user may be unlikely to engage with the evaluation if the content of the effort 

will not yield information that is understandable or meaningful to their work. This research 

focused on exploring the accuracy, completeness, and influence of the constructs while allowing 

for emergent constructs to surface and be explored. 
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Figure 5. Process map of CDC unit’s use of evaluation data and findings with research questions and constructs overlaid in the highlighted 

box. The factors influencing step six are the focus of this study.  
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Figure 6. Conceptual model construct detail: Four dimensions of factors influencing CDC unit’s ability to use evaluation data and findings. 

See appendix F for references cited in the conceptual framework.  
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III. Chapter 3: Study Design, Data, and Methods  

A. Research Design and Analytical Approach  

This retrospective exploratory research of three case studies used qualitative methods 

analyze previously gathered data to identify the factors that contributed to the success of three 

exemplar CDC units in using their evaluation findings to inform decisions and make changes to 

their public health programs. This study was influenced by principles of developmental 

evaluation, notably in regard to stakeholder engagement. The case study points of contact and the 

evaluation advisory committee provided substantial input and close collaboration throughout the 

research; their engagement deepened over the course of the study and continues as the researcher 

focuses on making the findings actionable. In spring 2019, the researcher used two methods to 

gather qualitative data at CDC: 1) document reviews of relevant program and literature reviews 

to crosswalk the data and 2) semi-structured key informant interviews with CDC staff who were 

integrally involved in the case study programs. This data collection occurred as part of the CDC 

project and was approved through the CDC Institutional Review Board. 

Of note are the extenuating factors that preceded the study. This research was conceived 

and evolved between fall and winter of 2018, with an emphasis on coinciding with the marking 

of 20th anniversary of the CDC Framework for program evaluation in public health in fall of 

2019. The outcomes from this study have particular relevance to the anniversary as it 

complements other streams of research happening around the Framework’s reach and value. The 

peak timing for the release of these findings is on Evaluation Day, the annual event showcasing 

evaluation work at CDC and bringing together hundreds of evaluators and interested parties 

across the agency and beyond. There is also an opportunity for the research to receive significant 

additional attention by some of the key audiences (CDC evaluators and those from other federal 

agencies, CDC leadership, and other evaluation leaders outside of public health) of the findings 
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because of the anniversary-focused events – exposure may not otherwise be possible and would 

likely increase uptake of the study’s findings. Given the timing constraints and the opportunities, 

the researcher and dissertation committee agreed to proceed with the research on a modified 

timeline. It was agreed that the researcher would organize and execute data collection for the 

research prior to the defense of the dissertation proposal, acknowledging the work of the project 

as a research package. This allowed for the data collection to be completed in a timely manner 

while the preparations of the first chapters were underway. The researcher consulted with 

members of the committee on approach, case selection, and data collection methods and tools. A 

non-research determination was obtained by CDC’s Institutional Review Board prior to data 

collection. Data was collected (via document reviews and interviews) in spring 2019. As a result, 

this dissertation research was comprised of secondary data analysis, identifying themes and 

resulting findings and producing actionable recommendations. 

i. Essential terms used this research 

 CDC, like many other agencies, has its own nomenclature and jargon, and several terms 

can have different meanings depending on the context, speaker, and level of the organization. To 

minimize misinterpretation, the following definitions describe common CDC terms. In addition, 

it is important to clarify and bound the evaluation terminology to ensure a common 

understanding of the concepts used in this research.  

a. CDC unit – the organizational department, often designated in the hierarchical structure 

as a topic-based center, department, division, or branch, which operates as a functional 

administrative entity, overseeing funding, topical expertise, and human resources. It is 

important to distinguish the operational structure from the intervention or activity of the 

program. An example of a CDC unit is the division. It is the administrative body that 
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administers and oversees the operation of several programs, including that of interest in 

this study. 

b. CDC program – while often used to reference to several concepts within CDC, in this 

research, the term “program” refers to the public health intervention or activities 

undertaken by the CDC unit and its funded recipients, and as defined in the Framework 

(CDC, 1999), a program is the object of evaluation. Funding is primarily provided 

through a competitive application process via a Notice of Funding Opportunity (NOFO). 

For example, one of the CDC units of focus in this study, Case A, releases a NOFO that 

exclusively funds this program every three years. 

c. CDC unit programmatic staff – in this context, CDC employees (and other human 

resources paid in a variety of mechanisms) whose work focuses on the intervention or 

activities. This can include topical subject matter experts, project officers, team leads, and 

others who serve to develop and execute the program itself. For example, this study will 

gather the perspectives of CDC unit staff that work to administer and give technical 

assistance to recipients of the Case A’s NOFO. The two key informants for Case A are a 

project officer and a team lead.  

d. CDC unit evaluation staff – in this context, CDC employees (and other human resources 

who are employed at the agency via a variety of mechanisms) whose work focuses on the 

assessment or monitoring of measures, indicators, metrics and data collection, analysis, 

and interpretation. This can include evaluation subject matter experts, team leads, and 

others who serve to develop and execute the evaluation of the program (and often other 

areas of the CDC unit’s work). For example, this study will gather the perspectives of 

CDC unit staff that work to develop and execute the evaluation of the Case A program. 
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The two key informants for Case A’s program evaluation are the evaluation lead and an 

evaluation fellow. 

e. CDC unit leadership – in this context, CDC employees whose work centers on leading an 

organizational department. These individuals are often responsible for setting the vision, 

establishing priorities, and making decisions about the direction of key aspects of the 

CDC unit. They also manage staff and oversee operations of the unit. These staff may use 

evaluation data to inform decision-making and shifts in program approaches. In this 

study, leadership staff include division directors, branch chiefs, and team leads.  

f. Data. With input from CDC’s Chief Evaluation Officer, the decision was made to use an 

expansive definition of data to encourage respondents to think broadly about the inputs 

and information they may receive about the program, through the evaluation processes, 

communication with recipients, and interactions with CDC colleagues. In this context, 

data refers to any information that is used to measure or understand the program. Some 

examples include the numbers of activities or people reached by the intervention, 

comments by recipients, information recipients submit in annual progress reports, notes 

from project officers’ calls, notes from internal meetings, anecdotes, and observations. 

g. Findings. In this research, the term findings refers to the conclusions drawn from the 

analysis of data collected in the course of the evaluation. For practical purposes, this term 

may also encompass generalizations and recommendations made in the course of the 

evaluation. For example, an evaluation might report that a practice or program has been 

working well (finding), therefore it is likely to work well in the future (generalization), 

and therefore we should continue to do it (recommendation)” (BetterEvaluation, n.d., 

para.3). 
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ii. Practice-based Input 

The researcher sought input and expertise from three groups that have evaluation 

experience at CDC and could lend insights and provide guidance on shaping and conducting the 

case studies.  

Evaluation leaders. The researcher conducted this study in conjunction with CDC’s 

Program Performance and Evaluation Office (PPEO), and with the support and expert guidance 

of leaders within this office. Tom Chapel, CDC’s Chief Evaluation Officer seated within PPEO, 

provided subject matter expertise on the dissertation committee. The researcher worked with Mr. 

Chapel regularly to get input and guidance throughout the research, including to vet the 

soundness of the research approach, aid in making connections to units within CDC, and obtain 

feedback on efforts to translate the findings to practical recommendations. 

Evaluation advisory committee. As part of the examination of the Framework leading up 

to the 20th anniversary of it’s release, Mr. Chapel gathered evaluation leaders from across the 

agency to form a 10-member advisory committee. The researcher had periodic access to the 

collective expertise of the committee through Mr. Chapel. The researcher consulted with the 

evaluation advisory committee to aid in purposeful sampling of exemplars, provide a peer 

debriefing platform, and provide input on ways to present the case study data in formats that 

encourage evlauators at CDC to engage with the findings.  

Case study stakeholders. The lead evaluators from the case study sites, one from each 

unit, formed a trio of stakeholders for which the researcher relied heavily for insights and 

collaboration. Initially, the three stakeholders provided entrée into the case study units along 

with information about the programs and access to key staff. They also served as respondents to 

the case study interviews. As the research process continued, their role evolved into one of 

essential collaborators. The researcher convened the stakeholders on a variety of issues, ranging 
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from verifying the early themes, discussing nuances of the data, making meaning of the findings 

and identifying gaps and missed elements during the data analysis, and considering options for 

transforming the findings into practice-focused, actionable steps. Since the completion of the 

research, the case study stakeholders and the researcher have co-presented the findings and 

featured examples of their successful efforts to increase the use of evluation data in their units. 

They and the researcher continue to partner on dissemination and translation efforts to change 

practice around evaluation use at CDC and beyond. 

iii. Case study description and methods 

Multiple Case Study. The researcher examined CDC program units via a multiple case 

study approach. This methodology allowed for presenting multiple perspectives on the issues and 

relies on data of several kinds (e.g., interviews, reports, observations). This examination was 

well-suited to an instrumental case study approach because it lent itself to an in-depth review and 

comparison of data, and to answer “how” and “why” questions while understanding contextual 

factors at play, particularly because “the boundaries between phenomenon and context are not 

clearly evident" (Yin, 2017; Yin, 2009, p. 18) in the complex environment of each CDC unit and 

across the agency. Guided by Merriman’s (2002) conception of case study characteristics, the 

research questions lent themselves to a descriptive approach that provided a rich narrative 

describing the phenomenon of evaluation data use by the CDC unit under study. The case studies 

also set the stage for future quantitative research across CDC’s units and programs. 

A multiple (or “collective” in Stake’s 1995 terminology) case study was an appropriate 

type for these research questions as this approach served to study several cases in depth 

simultaneously to gain a better understanding of an issue than a single case examination (Crowe 

et al, 2011). Figure 7 illustrates Yin’s conceptualization of case study designs; the multiple case 
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study design was well-matched for this research as it allows the relationship of the three units’ 

data to create a holistic picture of evaluation use yet also explore each case’s story in detail.  

Figure 7. Case Study Research and Applications (Yin, 2009) 

 

Adapting Maxwell’s (2005) interactive model for research design, figure 8 depicts the 

interplay of the conceptual framework, methods, and validation strategies in relation to the 

research questions for this case study research. Given the size and complexity of CDC, this 

approach served to deeply understand three units’ successes and challenges in using evaluation 

data. The nature of this retrospective research was exploratory and descriptive, seeking to 

understand and describe the phenomenon of and conditions present for evaluation use in several 

programs.  
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Figure 8. Interactive Model for Research Design (Maxwell, 2005): Retrospective Study of 

Evaluation Use for Program Change at CDC. 

 

Qualitative Methods. The proposed analyses relied on two previously collected 

qualitative data sources: key informant interviews and document review, coupled with ongoing 

systematic reflection. A final data validation opportunity occurred post-analysis, after the 

presentation of findings at CDC’s Evaluation Day event. A detailed description of the data 

follows in sub-section B, in the second phase of data analysis. During data collection and 

throughout the analysis, the researcher used systematic reflection to process her thinking and 

strategically plan for next steps, emergent issues, and shifts in approach as needed.  

As a final step, the researcher facilitated a discussion with key stakeholders from the 

research to confirm the findings and work with the group to further interpret and make meaning 

of the findings. This discussion was built upon the methodology of the Synthesize Member 

Check to “validate results by seeking disconfirming voices (objectivism), yet it also provides 
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opportunity for reflection on personal experiences and creates opportunities to add data 

(constructivism)” (Birt, Scott, Cavers, Campbell, Walter, 2017, pg. 1805). The researcher used a 

modified ORID facilitation framework to guide the conversation along four streams of 

questioning: Objective, Reflective, Interpretive, and Decisional (Stanfield, 2008). Using the 

topline findings, the researcher gathered the key individuals from the case studies to confirm the 

trustworthiness of the findings and contribute additional interpretations to the findings. 

iv. Case study selection 

A multi-prong search strategy was used to identify three exemplar cases from November 

2018 – March 2019. The following section describes the selection rationale and process. In this 

study, the researcher used purposive sampling to identify outlier cases that diverge from the 

patterns of most CDC units by self-reporting effective use of evaluation data to make changes to 

their programs. Purposeful sampling can be an effective strategy to capture rich information and 

insights on exceptional cases, especially with (time and resource) constraints (Patton, 2002). In 

addition to being outliers in their notable use of evaluation data, the researcher sought diversity 

in the topic area, structure, size, and maturity of the CDC units, as was feasible and practical. 

The unit of analysis is a single program within a CDC unit. This bounded the study by a common 

delineation at CDC by the program, defined as a public health intervention or activities 

undertaken by the CDC unit and its funded recipients, and, in this research, the object of an 

evaluation. While a CDC unit may oversee multiple programs, the funding recipients and at least 

some portion of the CDC unit’s evaluation is segmented by program topic, making it a suitable 

and practical entity for study. To allow for diversity in CDC unit selection, a case could occur at 

any level of the organization (e.g., center, division, branch, or team). The cases emerged from a 

multi-prong identification process followed by confirmation with the evaluation advisory 

committee. 
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First, Mr. Chapel solicited the advisory committee of evaluation leaders to suggest 

programs of which they had first-hand or anecdotal knowledge of successful or extensive use of 

program evaluation data, or well-established program evaluation efforts. This approach was 

intended to cast a wide net to identify many programs for consideration. Next, these were 

combined with number of CDC units that emerged as advanced in their evaluation efforts during 

a prior agency-wide environmental scan of evaluation (Schooley, 2018). Then, the Notice of 

Funding Opportunity (NOFO) program strategy team in CDC’s Program Planning and 

Evaluation Office (PPEO) searched their database of all CDC NOFOs to identify programs for 

which their NOFO underwent “significant change” since the last iteration of the funding 

announcement, flagging possible influence of evaluation on program activities. In addition, 

expert input from Mr. Chapel and other leaders in PPEO was sought. A total of 22 programs 

were generated by these strategies. To further narrow the list of units under consideration, units 

that suggested from more than one strategy were contacted for a short discussion to explore the 

extent of their evaluation use.  

Criteria for case study selection. These criteria were considered in the final selections:  

1. Repetition of a proposed program from various identification strategies (i.e., more than 

one source suggested a CDC unit as notable in evaluation data use, meaning the CDC 

unit was “nominated” by more than one person on the advisory committee). 

2. Self-reported indications of use: evaluation data and findings regularly and visibly 

informed decision making and/or resulted in influence or changes to the program (e.g., 

self-report that evaluation data influenced staff training on providing technical 

assistance, or NOFO was changed as a result of evaluation data). 

3. Diversity among the cases in regard to size/resource levels, maturity, disease/topic area, 

organizational level, operational structure, etc. to provide richness in the case studies 
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and allow for comparisons of factors, facilitators, and barriers among the distinct 

examples. This may also aid in the transferability of the study results as the different 

contexts may resonate with audiences who seek to apply the findings in their programs. 

4. Willingness and ability to participate in the case study, including ensuring access to 

subject matter experts and documentation during the study timeframe. 

Those that self-reported systematic, comprehensive use of their evaluation data and 

willingness to be engaged in the study, a total of six units, were progressively put forward to the 

evaluation advisory committee for feedback. An iterative process of seeking input and 

negotiating with potential units followed. Challenges were encountered in case selection 

including the influence of political pressures, conflicting perspectives on the extent and quality 

of evaluation data use, concerns about negative effects stemming from participation, and lack of 

time to participate.  

Ultimately three programs were selected, identified as Cases A, B, and C throughout this 

document. Within each case, respondents were identified by the lead evaluator who provided 

access to staff in the CDC unit. Respondents from three levels of the unit were asked to 

participate in order to provide a variety of perspectives: team members directly involved in the 

evaluation, team members directly involved in the programmatic elements of the work, and those 

leading or overseeing the evaluation and programmatic teams. Though these roles were sought 

specifically, the data was not analyzed by role. Definitions for these roles are described earlier in 

this chapter. In addition, the evaluations highlighted in these cases were primarily conducted 

internally to CDC, as opposed to the use of an external evaluation entity to assess the unit’s 

program. Descriptions of each program are presented in chapter 4.  

Design Influences: Developmental Evaluation and Appreciative Inquiry. The design for 

these case studies aligned well with the principles of developmental evaluation (DE), particularly 
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as it is an evaluation of evaluation; the object of this evaluation is the use of evaluation data and 

findings. Tracking with Patton’s characterization of DE, this research sought to explore the 

cases’ innovative approaches to achieving evaluation use, ultimately to “guide adaptation to 

emergent and dynamic realities in complex environments” (2010, p.1). The adaptation facet of 

DE in this study presented as program improvement and learning from evaluation data and 

findings. In addition, the DE approach fit well with this research because of its utilization focus 

(Patton, 2006). The researcher, case study stakeholders and the evaluation advisory committee 

were committed to putting the findings of this research to use across CDC and beyond. From the 

outset, those involved were focused on how the findings from these case studies would be used 

to inform CDC recommendations on how to increase the use of evaluation data and improve 

evaluation practice across the agency.  

The researcher employed an appreciative inquiry (AI) focus in the data collection, 

exploring assets and promotive factors that the CDC units have relied upon, adopted, or created 

to facilitate the use of evaluation data. The rationale for this focus is two-fold. First, an 

environmental scan suggested that within CDC, the federal government, and to a lesser extent in 

the field of evaluation, the inability to reach use of evaluation data is well-known. There is value 

to the agency, government, and field of evaluation to generate a better understanding of the few 

units that have been successful in using their evaluation data to inform decisions and make 

changes to their programs. The AI approach allows for discovering new ideas and is less reliant 

on problem-solving from a deficit-focused standpoint (Cooperrider and Srivastva, 1987).  
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Figure 9. The 5-D Cycle of Appreciative Inquiry (Cooperrider and Whitney, 2005) 

 

Second, the AI methodology of asking questions that capture positive characteristics and 

potential (Cooperrider and Whitney, 2005) aligns with the research aims to profile exemplar 

cases and will fulfill anecdotal calls, heard during the environmental scan, for elucidating 

successes of CDC units so that others may learn from these units’ experiences and tailor to their 

context.  

In addition, the AI approach aligned well with the researcher’s practice developed in the 

DrPH program. Using elements of the appreciative inquiry 5-D cycle (Cooperrider and Whitney, 

2005), particularly define, discover, and dream, the researcher shaped interview questions to 

delve initially into strengths of the CDC unit and their programmatic and evaluation interplay. 

(See figure 9.) During the interview, the researcher defined the scope of the research as seeking 

to uncover what is working well for the CDC unit, framing the conversation in the appreciative 

inquiry space. Then, the participant was asked to explore the facilitators that aided the CDC 

unit’s success, and later, imagine what could be next for the program and where opportunities for 
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growth and further use of evaluation exist. However, the researcher also allowed for discussion 

of and inquired about barriers, challenges, failures, and lessons learned that emerged during data 

collection.   

B. Data Sources, Collection, and Management 

In this study, the researcher analyzed the data that was previously collected. Data was 

obtained from three units selected for these case studies via document review and key informant 

interviews. A research team of four individuals contributed to elements of data collection and 

analysis. The team consisted of the researcher as principle investigator who conducted data 

collection and analysis and provided oversight and guidance to three graduate students who 

contributed as part-time, unpaid researchers. They were not affiliated with CDC prior to this 

work. The students were MPH-level and trained in qualitative research methods. They assisted 

with document review and analysis of interview data. Below is a description of the data sources, 

how the data was collected, and how the data was managed.  

i. Data Sources and Collection 

 To develop a detail-rich narrative on each case, the researcher sought sources that offer 

unique perspectives that confirm or counter the constructs employed in this research.  

Instruments. For each data collection method, the researcher developed instruments to 

guide questioning, documentation, and reflection. For the hour-long interviews, the researcher 

created a discussion guide that is semi-structured but allowed for emergent questioning. The 

question items aligned with the four categories of constructs: organizational context, users, 

evaluator, and evaluation. For example, to gather interviewee’s perspective on the organizational 

culture, questions were asked on attitudes toward learning within the CDC unit and facilitators 

and barriers to learning. See detail in the measurement table (appendix B). The researcher 

received input on the instrument from members of the dissertation committee and colleagues, 
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and then conducted a pilot test with a colleague. Revisions were made at each stage. The final 

instrument can be found in Appendix C.  

For the document review, the research team used Microsoft Excel to document the review 

of the materials. The reviewing worksheets tracked each document in rows and featured the 

constructs and topics of interest in columns. Themes from the documents were recorded in 

Microsoft Word. The themes were used to inform the key informant interview guide generally as 

well as raising issues specific to each case study for further exploration. 

While semi-structured instruments guided data collection, the team remained open to 

emergent and divergent lines of inquiry. Progressive focusing is a fieldwork methodology 

described by Stake that allows new directions for inquiry to emerge as the researcher collects 

data and learns about the specific issue under study (1981). In conjunction with a well-developed 

plan of study, the team allowed for progressive focusing as they listened, documented, and 

reflected so as to remain open to additional areas of questioning and exploration.  

Data collection: Document review. The primary purpose of the document review was to 

inform the researcher about each case prior to the interviews and highlight additional areas for 

questioning during the interviews. The research team began the document review by creating a 

protocol to guide the activity. The protocol included the research questions, the four categories of 

factors that are relevant to the study, and the key steps to completing the reviews. Every 

document was in electronic form and organized into a roster that catalogued the material name, 

type of document, program description (e.g., goals, interventions, evaluation characteristics) and 

evidence of use of evaluation data and findings. This roster served to track the materials and the 

document reviewing progress, and also as a summary of the key points from each material for 

quick reference. As each was reviewed, relevant excerpts were extracted into Microsoft Excel 

and coded into general themes. For each case, the team examined four to six programmatic and 
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evaluation-related documents that were identified in three ways: by key informants through pre-

interview outreach and via discovery, primarily through online searches. A total of 16 documents 

were reviewed; these documents included program description materials, evaluation plans and 

reports, manuscripts, presentations, and NOFOs. The reviews focused on four elements: 

comparing characterizations of the program in each material, identifying themes, surfacing 

inconsistencies or conflicting information, and finding gaps that can be explored through the key 

informant interviews. The documents were examined with two aims: 1) to gain an understanding 

of the program, the evaluation, and the changes over time if evident, and 2) to identify references 

to or evidence of use of evaluation findings. This could include phrases that hinted at evaluation 

use (e.g., between years four and five of the program, we learned…”) or direct mentions of the 

use of evaluation findings (e.g., data from the first cycle of the program showed that...”....”). 

Throughout the document review activity, the research team spoke weekly to check on progress, 

ensure continuity between reviewers, compare notes and discuss any puzzling or interesting 

issues discovered during the review.  

After all of the documents were reviewed, the team then produced a one-two page 

Microsoft Word summary of ease case, describing the basics of each and summarizing the 

themes. The final step of the document review involved a discussion between the research team 

on the themes and any potentially fruitful avenues to explore in the interviews with each cases’ 

respondents.  

Data collection: Key Informant Interviews. For each case, the CDC unit was asked to 

provide the names of interviewees who had first-hand knowledge of the program and were 

directly involved in the use of the evaluation data. It was decided to intentionally keep the 

parameters broad to allow for capturing a variety of uses of evaluation findings. For example, an 

individual in a leadership role may have been a key stakeholder for the evaluation team if she or 
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he was a champion for the use of the evaluation’s findings. A programmatic individual may have 

received the evaluation findings and served as a gatekeeper to reaching other programmatic staff 

to facilitate use. The units were also asked to provide interviewees across in three operational 

roles: evaluation staff, programmatic staff, and leadership staff. These varied roles provided 

differing perspectives, uses, and needs of the evaluation data. The researcher interviewed six 

individuals within each case’s CDC unit, yielding a total of 17 interviews that varied in length 

from 45-60 minutes. Participant consent was obtained prior to each interview, including to be 

recorded for notetaking and analysis purposes among those who consented. Two secure, 

password-protected services were used in the interviewing process: Otter Voice Notes was used 

to record the interviews, and Temi was used to transcribe and clean the conversations.  

 

Table I. Data source, rationale, and research questions 

Data collection method: Document review 

DATA 

SOURCE 

RATIONALE FOR INCLUSION RELEVANT RESEARCH 

QUESTIONS 

Evaluation-

related 

documents 

 

Sought materials that illustrate different aspects 

of the evaluation elements of the CDC unit.  

External facing: NOFO guidance and 

requirements for recipients, annual progress 

reports, publications, etc.  

Internal facing: guidance, meeting notes, 

presentations, decision memos, etc. 

1. What are the ways that 

program evaluation data 

and findings are used in 

the exemplar CDC unit?  

1a. How do the CDC 

unit’s uses align with the 

four types of evaluation 

data use, instrumental, 

conceptual, 

enlightenment, and 

persuasive/symbolic? 

2. What factors enable and 

hinder the use of program 

evaluation data and 

findings in the exemplar 

CDC unit?  

2 a. How are the four 

categories of factors, 

organizational/social 

context, user, evaluator, 

Program-

related 

documents 

  

Sought materials that illustrate different aspects 

of the programmatic elements of the CDC unit.  

External facing: NOFO, program description, 

strategic plan, guidance, publications etc.  

Internal facing: guidance, project officer notes, 

meeting notes, presentations, decision memos, 

etc. 
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and evaluation, exhibited 

in the unit? 

Data collection method: Key informant interviews 

DATA 

SOURCE 

RATIONALE FOR INCLUSION RELEVANT RESEARCH 

QUESTIONS 

CDC unit 

program staff 

Sought programmatic staff who work on day-to-

day issues and can offer one, ground-truth 

perspective on the inner workings of the CDC 

unit. They provided insights on what data was 

provided to the CDC unit (by recipients and 

themselves) and why, how it was used (or not 

used), and what changes resulted.  

1. What are the ways that 

program evaluation data 

and findings are used in 

the exemplar CDC unit?  

1a. How do the CDC 

unit’s uses align with the 

four types of evaluation 

data use, instrumental, 

conceptual, 

enlightenment, and 

persuasive/symbolic? 

2. What factors enable and 

hinder the use of program 

evaluation data and 

findings in the exemplar 

CDC unit?  

2 a. How are the four 

categories of factors, 

organizational/social 

context, user, evaluator, 

and evaluation, exhibited 

in the unit? 

CDC unit 

program 

leader 

Sought the lead of the programmatic staff who 

directs how data gathering was enforced, 

influences use (or lack of use), and had insights 

into organizational issues affected data uptake, 

acceptance, and use. 

CDC unit 

evaluation 

staff 

Sought evaluation staff who were instrumental 

in developing evaluation plans, gathering data, 

giving technical assistance to recipients, and can 

offer one, ground-truth perspective on the inner 

workings of the CDC unit. They provided 

insights on what data was provided to the CDC 

unit (by recipients and themselves) and why, 

how it was used (or not used), and what changes 

resulted. 

CDC unit 

evaluation 

leader 

Sought the lead of the evaluation staff who 

directs what and how data was gathered, 

presented, and used (or not used), and had 

insights into organizational issues affecting data 

uptake, acceptance, and use. 

CDC unit 

senior leader 

Sought a next-level lead of the CDC unit who is 

instrumental in making decisions on future 

directions of the program and had insights into 

organizational issues affecting data uptake, 

acceptance, and use. 

 

ii. Data Management 

Data was managed on a secure, password protected UIC Box account. The documents, 

audio, and transcripts were organized by CDC unit, along with collateral materials (analysis 
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protocols, tools, codebooks, etc.) and stored securely in UIC Box cloud. Only essential research 

personnel had password-protected access to data and materials.  

C. Secondary Analysis  

This study undertook a secondary analysis of previously collected interview data. Two 

phases of data analysis occurred. In the first phase, the complete data set of interviews was 

analyzed at a cursory level. The research team conducted a preliminary analysis to gather initial 

themes for presentation at CDC’s Evaluation Day and 20th anniversary of the Framework for 

Program Evaluation, the latter being part of the impetus for this research.  

In the second phase, the researcher conducted a deeper exploration of the data, 

identifying the type of uses, challenges and barriers, and additional analysis on the factors 

associated with use. The figure below summarizes the actions taken in each phase. A summary 

of the codes and sub-codes identified in both phases of analysis is summarized below.  

Figure 10. Summary of steps in two phases of data analysis 

 

i.  Phase One: Preliminary Analysis 

In phase one, the researcher and a graduate student researcher analyzed and made 

meaning from the previously gathered data in three steps: 1) categorize themes, 2) interpret 



  

56 
 

meanings and draw verifiable conclusions; and 3) explore the leadership implications. The data 

was analyzed using a holistic and inductive approach that looked across the data to see themes 

and patterns, make comparisons, and draw inferences. First, the research team cleaned the 

interview data. Then, using the constructs as a guide, the team looked for consistencies and 

divergence between the cases. A codebook was created using a priori codes. These initial codes 

were developed from the constructs identified in the literature and from professional judgement. 

Throughout the analysis, emergent codes were identified. The researchers conferred to discuss 

possible additional codes. The team shared examples that illustrated the proposed code, 

deliberated different meanings and interpretations, and discussed until a common understanding 

was agreed upon. When the team reached consensus and agreed to add a new code, the new code 

was added to the codebook. The final codebook can be found in Appendix E. In this first phase, 

the research team used Microsoft Excel to organize, manually code, and manage data. 

For this first phase of analysis, the researcher used a process similar to that described in 

Saldana’s Coding Manual for Qualitative Researchers (2013), which describes a cyclical process 

of provisional code assignment to categorization to theme identification. Using a hybrid 

approach to coding, the researcher developed an a priori code list built from the constructs in the 

conceptual model (informed by the literature) yet allowed emergent codes to rise from the data. 

During this first phase, the research team focused on identifying the factors associated with using 

evaluation findings in the three cases. The constructs formed the basis of the four a priori codes 

and the 20 sub-codes that focused on the factors only. (Additional analysis in phase two is 

described below.)  

Development of Emergent Codes in Phase One. As noted earlier, the research team 

identified emergent codes during the analysis. The group discussed potential additional codes 

and came to consensus on those to add to the codebook. In one example, an a priori code that 
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was drawn from the literature was that of a “culture of program improvement and organizational 

learning,” which captured evidence of an organizational environment that encouraged and 

expected learning and change to their programs, especially from learning informed by evaluation 

data and findings. As the research team identified instances of this kind of learning culture in the 

cases, a nuance of the cultural aspect emerged, that of the organization’s focus on data. After 

noting this distinction in several interviews, the research team conferred and agreed that this 

merited a new sub-code of the “culture” code termed “data-driven culture”. This emergent sub-

code reflected the particular focus of the case study units’ attention to and necessity for data to 

be an essential input in decision-making and program improvement.  

After coding, an initial review resulted in preliminary themes by case and across the three 

cases. A subset of these were presented at CDC Evaluation Day, co-delivered with the three 

individuals who were the primary points of contact for the cases, along with rich stories and 

examples of the factors that were highlighted in the presentation.  

Facilitated Stakeholder Discussion. At the conclusion of phase one, the research team 

facilitated a discussion with four stakeholders in this study: the three individuals from the cases 

along with an evaluation leader from CDC’s Program Planning and Evaluation Office (PPEO, 

Tom Chapel’s designee). The researcher used the Birt et al (2016) methodology to conduct a 

Synthesized Member Check (SMC), structured through the ORID (Objective, Reflective, 

Interpretive, and Decisional) facilitation framework (Stanfield, 2008). The SMC approach 

allowed participants to engage with the analyzed data and confirm or question the themes, while 

the ORID framework lent an organization to the discussion, particularly aiding the sense-making 

portion of the conversation. The goals of the discussion were two-fold. First, the researcher 

sought to share the initial findings as a member check to confirm the facts and validate the 

preliminary findings. Second, the researcher aimed to explore the group’s reactions to the data 
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and how they could be meaningful and useful to their units, throughout CDC, and across the field 

of evaluation.  

During the discussion, the three case study stakeholders expressed a sense of affirmation 

and validation from the results. They confirmed that were no significant errors in the data or 

puzzling or contradicting themes in the preliminary findings. Two of the stakeholders 

recommended additional emphasis on two themes; these changes were incorporated in the results 

in chapter 4. When looking at one case’s summary, one stakeholder noted, “It’s nice to see what 

we are working so hard to do is actually making a difference.” They agreed that it was especially 

profound to see the same elements appear in all three cases; it was further validation that these 

factors were contributing to the success they each were having in using their evaluation data and 

findings.  

When the conversation shifted to the interpretive and decisional portions of the ORID 

framework, the group had several suggestions for how to make the best use of findings from the 

case studies. Namely, the case study stakeholders and the PPEO leader emphasized the value and 

importance of the findings to other units at CDC and more widely to the field of evaluation. The 

group reinforced that, when disseminating these findings to the field, it is important to 

communicate the practicality, feasibility, and utility of the Framework for Program Evaluation. 

Ideas for dissemination were discussed including writing a manuscript, producing short 

video clips for the CDC website, and guides to help nascent programs establish some of the 

essential factors. The group emphasized the need to keep in mind that others at CDC may not 

have the fundamental building blocks in place to begin to increase use of their evaluation 

findings (e.g., strong evaluators, culture of program improvement, supportive leaders). This 

underscores the recommendation to transform the findings from this research into a variety of 
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tools including some that are more step-by-step in nature to aid units in creating the right 

environment to promote the use of evaluation findings.  

ii. Phase Two: In-depth Analysis 

In the second phase of the data analysis, the researcher took a deeper look at the data in 

four steps. This examination aimed to confirm and add richness to the preliminary findings, 

understand the ways in which the cases used the evaluation findings, identify additional 

emergent factors, and capture the challenges and barriers mentioned by respondents. See chapter 

4 for a discussion of the examples noted in this section. First, the interview data was uploaded 

into the qualitative analysis software MaxQDA. This software allowed for a rigorous 

examination of the data through the ease of reviewing, toggling between interviews, and 

comparing coded sections. For example, the researcher coded and compared the cases responses 

to the interview question on the negative effects of using their unit’s evaluation data. Examining 

this data led to the sub-code of “risks to the program” and the recognition of the different nature 

of the risks that the respondents raised.  

Second, each interview was re-reviewed. The types of uses of evaluation data and 

findings were examined, confirming four a priori codes and 11 a priori sub-codes. A total of 

seven emergent codes were added to three of the four types of uses.  

Development of Emergent Codes in Phase Two. Similar to phase one, new facets of the 

data emerged in the process of re-reviewing the codes and themes in this phase. One example is 

the evolution of the Instrumental Use code “make changes to existing program activities”, 

denoting examples of changes to the interventions or operations of a program as a result of using 

the evaluation findings. In some ways, this code served as a catch-all for any mentions of 

program activity changes. As instances of this code appeared in the data, nuance to the meaning 

began to appear. Respondents repeatedly mentioned two kinds of changes, altering the evaluation 
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strategies or performance measures, and improving the technical assistance they provided to 

funded recipients. The researcher recognized the need to reflect the multifaceted meanings 

buried in the code. The repetition of these concepts warranted elevating them to two emergent 

codes to capture these unique uses of evaluation data and findings. Once these emergent codes 

were identified, instances of each appeared in all three cases, suggesting strength in the finding 

as a common use of evaluation findings.  

In the third step of this phase, additional evidence and supporting quotes were also 

mined, resulting in four new codes and three additional sub-codes. As mentioned above, this 

second review uncovered themes around the barriers and negative effects that respondents 

mentioned; four sub-codes emerged from this analysis. Three additional sub-codes were also 

identified around the factors related to use of evaluation findings. Refinements to the list of 

factors were also made, such as clarifying manifest and latent findings. For example, the a priori 

sub-code “adequate funding,” referring to the sufficient funding for the evaluation, did not bear 

out in the actual words of the respondents (meaning, it was not a manifest code). However, as the 

researcher re-reviewed the interviews, the underlying context of discussions about the staffing 

and prioritization of evaluation in terms of resources suggested that “adequate funding” was 

indeed a relevant factor present in all the cases. This latent finding was confirmed during the 

second review. Table II summarizes the code additions by phase of the analysis. See Appendix B 

for a measurement table describing the processes for analyzing collected data in relation to the 

constructs.  

The second phase of analysis concluded with the fourth step, another informal 

synthesized member check in which the three case study stakeholders (the lead evaluators and 

points of contact for this research) examined the final list of factors that materialized from the 

research. This small group, along with the researcher, recognized that it may be daunting for an 
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evaluator who sought to increase the use of evaluation data and findings to approach addressing 

each of the 20 factors in their unit. In the same spirit that drove their work in their units, the case 

study stakeholders agreed that, in order to promote the use of the findings from this evaluative 

study, they needed to produce concise findings that would empower readers to use the factors 

and encourage them to incorporate the lessons learned into their own work.  

 Through an iterative process, the group selected eight as key to successful use of 

evaluation findings. This process involved three cycles of debate to lead to the final list of eight 

factors. The researcher drafted an initial list for reaction and then gathered the stakeholders’ 

input. After revising, the group re-reviewed and provided additional feedback. Finally, the group 

met to deliberate the list and reach agreement on the factors. The goal of identifying these eight 

factors was to provide a starting place for evaluators to focus their resources when beginning to 

work toward more use of evaluation data and findings. The eight factors represent the levers the 

group agreed are necessary to create an environment favorable to achieving the use of evaluation 

findings. A discussion of the eight factors follows in Chapter 5.  

 

 

Table II. Summary of codes by analysis phase 

ANALYSIS 

PHASE 

ANALYSIS TOPIC A PRIORI 

CODES 

EMERGENT 

CODES 

One Factors associated 

with use 

4 codes,  

20 sub-codes 

n/a 

Two Factors associated 

with use 

n/a 3 sub-codes 

Barriers/challenges 

and negative effects 

2 codes 4 sub-codes 

Types of use 4 codes,  

12 sub-codes 

7 sub-codes 
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D. Validity Considerations 

Qualitative research can be prone to common weaknesses, leaving rigor in question; 

however, steps can be taken to boost the soundness and integrity of the work. The researcher 

employed several strategies to increase the trustworthiness and robustness of this research, 

guided by the work summarized by Noble and Smith (2015) and Maxwell (1992): 

Keeping thorough and detailed records. The researcher maintained well-documented 

accounts of the data collected, including transparent records of processes; detailed descriptions 

of interviewees’ reported experiences and perspectives as well as direct quotes; and careful 

capture of information from document analysis. 

Acknowledging biases. The researcher sought to recognize conscious biases and uncover 

unconscious biases through systematic reflection; seeking the perspectives of other researchers 

and stakeholders, including individuals at CDC, the dissertation committee, and a peer learning 

community; and giving critical consideration to paths that diverge or conflict with her 

perceptions. 

Engaging with other researchers. Throughout the research, the researcher discussed each 

phase with stakeholders who are expert in aspects of evaluation or of programmatic and 

organizational cultures at CDC. These individuals included CDC’s Chief Evaluation Officer and 

the advisory committee of evaluation leaders. The researcher held regular meetings to discuss 

process issues, test assumptions, voice biases, and authenticate findings. 

Grounding in literature. After a significant review of the literature around evaluation use, 

the researcher conceptualized a study that examined established factors around evaluation use in 

the setting of a federal agency. The researcher developed a conceptual model based on constructs 

supported by previous research along with a priori constructs. The study design is built upon a 

foundation of evidence-based case study processes.  
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Ensuring interrater reliability. The researcher engaged a graduate student researcher in 

the coding of the interview data. Together, they compared their individual coding and thematic 

identification to check for consistency and general agreement. When conflicts arose, the research 

team discussed to resolve the issues and make adjustments as needed. 

Conducting stakeholder checks. The researcher engaged stakeholders in the research in 

two ways. First, the researcher engaged evaluation leaders in PPEO and the advisory committee 

in periodic review of elements of the research, for example, in guiding case selection and in 

checking early theme identification. These checks aided in sense-making, bolstered credibility of 

the findings, and reduced researcher biases by questioning assumptions and testing the soundness 

of conclusions. Second, as described earlier in this chapter, the researcher conducted a 

Synthesized Member Check using the ORID methodology to verify the initial findings with four 

stakeholders and make meaning of the early results together. 
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IV. Chapter 4: Results 

This study aimed to understand the factors associated with successful use of evaluation 

data and findings in three CDC units. Two primary research questions and two sub-questions 

guided the research. To address these questions, data was collected via document review and 

semi-structured interviews. A secondary analysis of the interview data was conducted. The 

findings are presented by each research question in this chapter. 

A. Summary of Analysis Process 

Seventeen interviews were conducted with key informants from each case, lasting 

between 45-60 minutes. Those interviewed worked in evaluation, programmatic, and leadership 

roles in the case units. The interviews aimed to answer the research questions:  

1. What are the ways that program evaluation data and findings are used in the exemplar 

CDC unit?  

a. How do the CDC unit’s uses align with the four types of evaluation data use, 

instrumental, conceptual, enlightenment, and persuasive/symbolic? 

2. What factors enable and hinder the use of program evaluation data and findings in the 

exemplar CDC unit?  

a. How are the four categories of factors, organizational/social context, user, 

evaluator, and evaluation, exhibited in the unit? 

The researcher conducted a secondary analysis of previously collected interview data. As 

described in chapter 3, the research team undertook the secondary analysis of the interview data 

in two phases. In the first phase, a preliminary analysis of the complete interview dataset resulted 

in initial themes for presentation at CDC’s Evaluation Day. In the second phase, a deeper 

exploration of the data uncovered themes in the type of uses, challenges and barriers, and 

additional analysis on the factors associated with use. The interview data was analyzed and 
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managed using a combination of manual coding, Microsoft Excel, and MaxQDA. A codebook 

was created using a priori codes developed from the constructs. Throughout the analysis, 

emergent codes were identified. The researchers conferred to reach consensus through discussion 

and deliberation, and then the new codes were added to the codebook. See Appendix E for the 

final codebook. Themes were drawn from the codes both by individual case and across the three 

cases. The individual case themes can be found in Appendix H. The cross-case findings follow a 

short description of each case below. 

B. Case Descriptions 

Three cases were identified as exemplar programs in their use of evaluation data and 

findings, as described in chapter 3. The cases share several commonalities including that each is 

based at CDC and funded through tax-payer dollars and are generally organized through an 

evaluation team and a programmatic team who support the operation of the program. The cases 

also represent diversity their characteristics to provide richness in the case studies and allow for 

comparisons of factors.  

Table III. Select case characteristics  

ELEMENT CASE A CASE B CASE C 

Topic Communicable disease  Chronic and non-

communicable diseases  

Non-communicable 

diseases  

Impetus Funding initially 

stemmed from an 

executive branch 

(Presidential) allocation 

Used supplemental 

funding from a larger 

program to focus on 

specific strategies 

Partly funded by 

Congressional mandate 

to CDC to address the 

disease 

Resources Small. In last funding 

cycle, awarded appx. 

$4M to four 

organizations. 

Midsize. In last funding 

cycle, awarded appx. 

$70M to 21 states and 

cities. 

Large. In last funding 

cycle, awarded appx. 

$180M total to 100 

recipients.  

Funding 

model 

Solely funded from a 

single source 

Joint funded from 

several CDC divisions 

Solely funded from a 

single source 

Age of 

program 

8 years (2 funding 

cycles) 

3 years (1 funding cycle) ≈ 29 years (numerous 

funding cycles) 
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The following sections provide an overview of each case and describe the top themes 

identified in the secondary analysis of each case. A detailed exploration of the cases’ top themes 

can be found in Appendix H. 

i. Case A 

Case A aims to improve local capacity to control, reduce, and prevent communicable 

disease, guided by principles of health equity and community empowerment. The eight-year-old 

program provides programmatic and evaluation support to interventions that address three goals: 

reducing disparities through the identification of social and societal determinants of health; 

promoting health; and advancing community wellness. With health equity as the foundation of 

Case A, many of the funded interventions focused on minority adolescents, LGBT youth, and 

other special populations. The original funding of the program arose from an Executive Branch 

allocation but is now funded through the CDC division’s budget. In the most recent funding 

cycle, Case A awarded four organizations approximately $4M.  

As described earlier, each case was selected because of their self-reported success at 

using evaluation data and findings. In addition to meeting the exemplar criteria, this case was 

selected because of their unique characteristics that contributed to the diversity of the three cases 

studies. In this case, these features included the small size of the program, the focus on 

communicable diseases, and the relative age of the program in comparison to cases B and C. 

Five respondents from Case A were interviewed (two evaluation staff, two programmatic staff, 

and one leader).  

ii. Case B  

Case B was built on a previously funded initiative focused on chronic disease prevention. 

Through a collaborative effort involving three divisions, this program was grounded in a health 

equity approach that aimed to reduce health disparities among the general adult population. 
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Funding recipients implemented activities in several domains: environmental determinants, 

health care system interventions, and community programs linked to clinical services. In the only 

funding cycle for this program, Case B awarded approximately $70M to 21 state and city health 

departments.  

As noted in table III above, this exemplar case was selected because of their differing 

characteristics from cases A and C, notably the joint funding model with several divisions, the 

mid-range size of the program, and the short length of the program. Though three divisions were 

involved in the funding and execution of Case B, this case study focuses on the use of evaluation 

findings exclusively from one division. Only staff from that division were interviewed, though 

occasionally they reference interactions with the other divisions’ colleagues and their 

collaboration. Six respondents from Case B were interviewed (three evaluation staff, two 

programmatic staff, and one leader).  

iii. Case C 

Case C describes two closely related non-communicable disease screening programs 

who, in many ways, operate as a unified unit. For the purposes of this case study, the programs 

were examined as a single entity. 

Case C’s first component is a congressionally mandated program aiming to increase 

access to and the quality of disease screening and treatment for low income, uninsured and 

under-insured populations. This program also supports the implementation of population-based 

and health systems-based interventions to improve the quality of disease screenings. Case C’s 

second component funds recipients to work with health systems clinics serving populations with 

low screening rates and implements evidence-based strategies to increase screening rates. This 

unit has conducted the first component since 1991 and the second component since 2005. In the 
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most recent funding cycles, Case C collectively awarded approximately $180M total to 100 non-

mutually exclusive recipients across both components.  

This exemplar case was selected because of the large size of the program, its long history, 

and unique legislative mandate. In this case study, six respondents were interviewed (two 

evaluation staff, three programmatic staff, and one leader).  

C. Cross-Case Findings  

The secondary analysis of the interview data revealed many common uses and factors 

among the three cases. There was also much alignment with the factors identified in the literature 

though several factors present in the literature did not bear out in these cases. The findings, and 

divergences, are presented below by research question. 

A. Research Question One: Types of Evaluation Data Use 

The types of evaluation data use in this study were gathered to address research question 

1 and the sub-question: What are the ways that program evaluation data and findings are used in 

the exemplar CDC unit? How do the CDC unit’s uses align with the four types of evaluation data 

use, instrumental, conceptual, enlightenment, and persuasive/symbolic? These data were 

acquired in three ways: 1) respondents from each case were queried on specific ways in which 

their unit’s used the evaluation data and findings, 2) during the analysis, the researcher coded 

additional instances of phrasing indicative of use, and 3) evidence of evaluation data use was 

recorded during the document review. Data were coded and grouped into the four types of use.   

Table IV: Cross-case findings: Types of Evaluation Data Use 

Key Takeaways: The three case units reported a wide variety of ways they use their evaluation 

data and findings. The uses spanned three of the four categories of use: instrumental, 

conceptual, and enlightenment. Several emergent uses were uncovered. Most of these uses 

were common across all three cases.  
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TYPE OF USE IDENTIFIED USES  USE REPORTED BY CASE 

CASE A CASE B CASE C 

Instrumental  

Use that modifies the 

object of the evaluation, 

the evaluand. This is 

often the most direct and 

visible outcome of 

evaluation use. This 

form of evaluation use 

can inform evidence-

based decision making. 

(Greene, 1998; Rich, 

1977; Shulha and 

Cousins, 1997) 

Make changes to existing 

program activities 

X X X 

Continue or end the program X X X 

Scale-up the program ̶ X X 

Change funding allocation X X X 

Make staffing decisions X X X 

Inform professional development X X ̶ 

Fulfill accountability to 

stakeholders (latent and manifest 

finding) 

X X X 

Emergent*: Improve and focus 

technical assistance to recipients 

X X X 

Emergent: Determine recipient 

training needs 

̶ ̶ X 

Emergent: Change evaluation 

strategies or performance 

measures 

X X X 

Emergent: Improve evaluation 

data reporting  

X X X 

Conceptual  

Use that leads to new 

understanding of the 

program. It often 

includes process use, 

knowledge gained 

during the practice of 

the evaluation. Process 

use can often be an 

unanticipated but 

beneficial consequence 

by growing evaluative 

thinking among users. 

(Kirkhart, 2000; Rich, 

1977; Patton 1997; 

2003; Weiss, 1979) 

 

Change program support 

structures 

X X X 

Provide feedback to recipients X X X 

Build evaluation capacity  X X X 

Emergent: Mitigate risk to the 

program 

̶ X ̶ 

Emergent: Influence approach to 

other programs (latent and 

manifest finding) 

X X X 

Enlightenment Develop best or promising 

practices 

X X X 
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TYPE OF USE IDENTIFIED USES  USE REPORTED BY CASE 

CASE A CASE B CASE C 

Use that add knowledge 

to the field, allowing for 

use by anyone not just 

those engaged in the 

original evaluation. 

(Weiss, 1979) 

Publish and present X X X 

Emergent: Model effective 

working relationship between 

evaluation and programmatic 

teams 

̶ X ̶ 

Persuasive/Symbolic 

Debated, often negative 

meanings including 

conducting evaluation 

with no sincere intention 

of using the findings 

(American Evaluation 

Association, 2008; Alkin 

and Taut, 2003; Greene, 

1998; Henry, 2000; 

Leviton and Hughes, 

1981; Weiss, 1998) 

None identified ̶ ̶ ̶ 

* “Emergent” indicates uses of evaluation data stated by the respondent that did not align with 

established response categories in the interview guide. 

  

All the cases indicated three types of use in their programs: instrumental, conceptual, and 

enlightenment. The fourth type, persuasive/symbolic, was not found in the data for any of the 

cases. This may be due to the sensitive nature of disclosing negative uses or non-use, or 

limitations of the interview instrument which did not specifically probe on this type of use.  

a. Instrumental Use  

This type of use often is the most visible result of using evaluation data, leading to 

changes to the object of the evaluation. In this study, the CDC unit and related programs are 

generally the evaluand. Respondents in each case offered multiple examples of instrumental use 

in their units. These included changes the program’s strategies, testing the effectiveness of 

activities and then replicating or removing them from the program’s interventions, and making 

decisions on the way funding is allocated to emphasize certain aspects of the program or pursue 
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joint funding with other entities at CDC. Instrumental uses were seen across all the cases; a 

sampling of respondent examples of instrumental use sub-themes follows below. 

Instrumental use: Make changes to program activities 

A programmatic respondent from one case explained how the teams used evaluation data 

to make changes to program activities.  

I think from the inception, and it's just been funny as we have learned, evaluating 

ourselves as well as we've made adjustments and sometimes, we've had to make 

immediate adjustments is like, “Oh my God, what we blew that one. We got to make a 

change here.” We have from the very inception where internally we've talked about 

things that are working well or working not so well. I think we just recognized, that in 

order for this thing to work, we're going to have to be flexible. And when things are not 

working at all, we'll get to put a stop to it and not just say, “Well, let's just see how this 

goes for six months.” 

 

Respondents gave examples of the kinds of changes made to programs ranging from a 

modified focus on mutually reinforcing strategies to including youth on community advisory 

boards to adapting successful intervention approaches for another program. An evaluator noted 

their unit’s cycle of replication and learning stemming from the evaluation of the program 

strategies.  She explained that the unit sought to scale up a program from a higher-resource 

setting to a lower-resources setting. 

Basically, we try to work across that entire continuum of identifying the things that work 

[or] that may look promising, through a series of pre-evaluation assessments and then 

conducting a rigorous evaluation, disseminating, identifying the core components and 

disseminating the findings. And then trying to take it to this next step of replicating, then 

evaluating again. 

 

Instrumental use: Continue or end a program 

Beyond changing program activities, other respondents gave examples of how evaluation 

data was used to determine whether to continue or end a program.  

It was a situation where the funding got cut big time and we were only going to be able to 

fund three recipients, but we were able to use our evaluation findings. And [our division 

leader] was so compelled that found the money somewhere for the fourth recipient so that 

she can maintain our funding level. 
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Instrumental use: Scale-up a program 

Two of the cases noted that the evaluation results had been used to expand the program 

from a few sites to many more in the next funding cycle.  

The only scale up is from the very first version of the program was kind of like a pilot. So, 

I only had like six sites and then the next one head 29 grantees and then this version has 

thirty. I think it [findings from the evaluation] did show that it didn't fail so in that sense 

it was like, “Okay, yes, it works. Therefore, let's carry on.” 

 

Instrumental use: Change funding allocation 

As documented in the table above, funding decisions were also influenced by the 

evaluation data in each of the cases. An evaluator in Case B explained that the evaluation helped 

to determine that a joint funding mechanism was not the best approach. 

I think we also learned [multiple] divisions is too much. So, the change was made to just 

have us on [one topic] and the next one [another CDC division] will do their own one. 

So, there was a lot of inefficiencies of having [multiple] divisions work together. I think 

maybe at the state level they can coordinate better across chronic disease. 

 

In another case, the evaluation data influenced a change to the way recipients received 

funding for activities. “I think it [findings from the evaluation] did feed into the decision in the 

next go around, we're going to end the direct payment for critical services as it is right now.” 

Instrumental use: Make staffing decisions 

Respondents in the three cases also confirmed that evaluation data was used to make 

staffing changes, or in this example, maintain staffing levels. 

In many ways, I think it solidified how we're staffed. So, this was our first time. We've 

always had evaluators who provide technical assistance and project officers who are 

doing that. This is the first time we were probably this interconnected, and I think it 

solidified that we needed to stay this way.  

 

 

 

Instrumental use: Inform professional development 
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 Two of three cases indicated that their evaluation data and findings were used to identify 

gaps in the knowledge or skills of the CDC staff. This information shaped the professional 

development agenda for staff of the unit. In one case, a respondent working in evaluation 

explained how the evaluation data highlighted the need for additional staff training in health 

equity, a new area of focus for the unit’s program.  

It's a new challenge for us to measure health equity…We did a reasonable job of starting 

that task…but it [this case’s evaluation findings] magnified the need for it. It has helped 

us then seek out opportunities for professional development in measuring health equity as 

a team. I think it's influenced how we develop evaluation questions we choose and how 

we develop methodology for evaluating our projects in general when they include things 

like addressing health equity.  

 

Another case’s evaluator described how she used evaluation reporting to spur on her 

colleagues to take courses to grow their evaluation skills, “I've been pushing everybody for data 

visualization, now they all want to learn more about date viz…I definitely use evaluation results 

[to see that] ‘Oh, well we need to do this. Okay, let's take a class on this.’” 

Instrumental use: Fulfill accountability to stakeholders 

 Respondents from all three cases mentioned that the data from their unit’s evaluations 

were used to fulfill their responsibilities to be accountable to various stakeholders. (This use was 

also apparent in the document reviews.) These stakeholders ranged from Congress or other 

government agencies such as the Department of the Health and Human Services, the unit’s 

funded recipients, audiences internal to CDC like leaders and policy office colleagues, and to 

fields relevant to the unit’s work (e.g., those working on prevention of the communicable 

disease, those focused on increasing health equity). An evaluation staffer in one case explained 

how a new communication material was used to facilitate the sharing of evaluation data with 

recipients, policy makers and other stakeholders.  

We did that every year with a new update of the performance measures and sent that out 

to the policy folks in every division…who were able to share that with congressional 

leadership when policy was asked. So that's one of the ways that we consistently fed back 
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performance measure data. We needed to find a way for recipients to have their own 

data, right…[and] they wanted to see what was being done in their individual states or 

large cities, so we came up with “profiles” that would speak to just their performance 

measure data and they were able to share those profiles. 

 

A leader in one of the cases discussed how she pushes for dissemination to keep the unit 

accountable to its mission to share and increase the prevention activities of the program. “I'm the 

one who insists that they publicize…we have to be more deliberate about that. One of the 

missions is the dissemination of lessons learned…It's not enough that we do it well. We have to 

teach others to do it well. We have to see it magnified.” 

Instrumental use: Improve and focus technical assistance to recipients 

The evaluation data also shaped changes to technical assistance CDC provided to 

recipients. When asked what the benefits are to using this case’s evaluation data and findings an 

evaluation staffer shared their experience. 

“We're able to use the findings to feed back into the program as we went and to inform 

our technical assistance where people are struggling. Because we're already making a 

list of things that come up related to the strategies to give back to program. And we meet 

regularly with all the project officers and all of our [evaluation] people.  

 

These conversations led to the programmatic staff providing better and targeted guidance to 

recipients. 

Instrumental use: Determine recipient training needs 

In one case, a respondent noted how the evaluation data was used to determine training 

needs for recipients. 

We conducted [the evaluations] to figure out what areas they [the recipients] needed the 

most help and that they needed more assistance. Medication adherence was a big topic 

that was a part of the cooperative agreement that they were struggling with. So, through 

our evaluation, we were able to determine that and then also develop trainings and 

webinars for the recipients related to how they can evaluate medication adherence and 

how they can report to us on their status with medication adherence.  
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Respondents used the data from their evaluations to develop targeted guidance and tools that 

were responsive to recipients’ needs. 

Instrumental use: Change evaluation strategies or performance measures 

Changes were made to the evaluation in each case as a result of the data. An evaluator in 

one case described how they used the evaluation data as a chance to advance and refine the 

evaluation.  

We took the opportunity to jump in with innovative ways of doing things. We've changed 

from traditionally we had always had recipients submit a logic model. We took the logic 

model out and created our own conceptual model that got at outcomes but also focus in 

on some of the strategies we were looking at, like the dual approach and mutually 

reinforcing strategies. And that's what we had recipients report back to us. So, then that's 

what we used to continue that conversation throughout the cooperative agreement. 

A programmatic respondent in another case described how the teams learned that they 

needed to adjust the evaluation measures. As the case teams recognized that the evaluation was 

not able to accurately measure the recipients’ efforts, they regrouped and switched approaches by 

gathering clinic-level data.  

I almost want to say it was almost from lack of evaluation ability to get the evaluation 

data that we wanted…So we just sort of generically told them ‘Here's community guide 

and here are these evidence-based interventions. Go out there and do that.” Then we 

didn't give them enough parameters about where to do them and who to do them with…It 

was like, okay, we cannot rely on sort of state level data. We have to get data from the 

level of intervention that they're actually doing. And we had to tell them like, we need you 

to like work with health systems and individual clinics.  

 

Instrumental use: Improve evaluation data reporting 

The cases also took cues from the evaluation data to improve future reporting of results. 

As the case program evolved, the evaluator sought to improve the timeliness and readability of 

the evaluation data internally.  

I wanted to try to create a situation where it was more instant gratification almost with 

the evaluation results. I think a lot of times we hold on to evaluation data way too long 

and we wait till we get the perfect report with the perfect data visualization…but [I tried] 

to build evaluation in where each month we can see what's going on. Having that real-

time data every month is something that I've learned. I don't have to wait until I get to the 
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end of year one to share things with people. We can have meetings every month where we 

share the results. 

 

Another case’s evaluation staff explained how improving the reporting of their evaluation 

results is an ongoing effort.  

For the past several years, we've been getting better and working really hard on our 

communications. Years ago, we would do this evaluation, we give people information and 

then [people] would say “We don't know what the evaluation results were,” or “Oh, 

there weren't any.” And you would hear people say this and we're just like, “What's 

happening?” So me and the team just started saying, “Clearly whatever message we're 

trying to get across is not getting across the way that we need it to,” and so that's when 

we started doing infographics [and] two page briefs…We've got to find a better way to 

get the information across because if it's not being heard, it doesn't matter. 

 

 As seen in table IV, instrumental uses were most of the types of uses identified in these 

case studies. The kind of changes that came about from these uses were tangible and visible; 

respondents had top-of-mind examples of these uses. The next category of uses, conceptual, 

required respondents to think more abstractly about the ways evaluation data may have been 

used.  

b. Conceptual Use 

This type of use leads to a new understanding of the evaluand. It commonly results in 

process use, leading to mid-stream changes that emerge from knowledge gained during the 

evaluation. Respondents in each case noted multiple examples of conceptual use of evaluation 

findings. All cases indicated that using evaluation data led to changes in the support mechanisms 

for the program, how feedback loops were implemented, and ways in which people thought 

differently about evaluation. Examples of conceptual use sub-themes in the cases are quoted 

below.  

Conceptual use: Change program support structures 

All the cases used their evaluation data to adopt changed support structures. The changes 

ranged from deciding to keep the evaluation and programmatic teams co-located, co-conducting 
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meetings with recipients, and establishing knowledge exchange processes. One respondent 

explained how the evaluation and programmatic groups build new ways of collaborating as a 

result of lessons learned. 

Both at the program branch level for two divisions, they’re still meeting and working 

together…And I think that's all a product of what happened in [Case B]. It has served us 

well for the most part, in being able to collaborate and do those kinds of things. So, the 

support structure in general, from leadership, [and] from program and evaluation 

leadership across the divisions, all the way down has changed, and I would say for the 

better, based on [Case B]. 

 

Conceptual use: Provide feedback to recipients 

Respondents in each case confirmed that evaluation data had been used to provide 

feedback to recipients. Sometimes this was in the form of returning recipients’ data to them to 

examine trends or in conjunction with data from other recipients’ sites to compare progress; at 

other times, CDC staff shared approaches that were proving successful at other sites. One 

evaluator explained how they used evidence from the evaluation to recommend successful 

strategies to their recipients. 

We noticed early on [that] clinics with a champion in their clinic who promoted 

screening, or clinics with a specific written policy tended to have higher screening 

rates…They] tried to provide that back to the grantees so that they could promote those 

things that within the clinics. And I remember we did that really early on, I think we saw 

an increase of clinics implementing that. 

 

In another example, a case used evaluation, and evaluation findings, to help recipients 

obtain and use feedback from their stakeholders.  

For [the first funding cycle], we were trying to figure out why people were abandoning 

the ship after the first year. Then in [the second funding cycle] we finally a recipient go, 

“We've noticed that our meeting participation rates are really, really low. Like people 

are just kind of dropping off.” And so I said, “Well, let's go in and do some interviews. 

After the meeting, when everyone is coming out of the room, we're asking them just three 

questions.” And so they did that with everybody and they figured out that's the reason 

why people were leaving: they just didn't feel engaged. And so then [a recipient] came up 

with the state tool: “What's making you stay? Why do you stay on the board?” Once you 

know those things, you could determine, “Okay, this is what we need to continue doing.” 
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Respondents in all the cases confirmed that the evaluation data and findings had been 

used to change how people think about evaluation and build evaluation capacity.  

Conceptual use: Build evaluation capacity 

A leader explained how she worked to normalize evaluation, and using the evaluation 

data, in her unit. 

[This case] is another way of showing that it [evaluation] takes time and you nurture and 

you help people find out it's not the most scary, awful thing. For instance, a logic model 

has been so important to us in the [case] projects…So [this case] then becomes a vehicle 

to teach people about the application of a logic model and how that then helps you 

evaluate. So now we're beginning to hear [that] people have turned to [the lead 

evaluator] to help them evaluate their initiative…People are beginning to say, “Maybe I 

do need to rethink evaluation and incorporate it at the beginning of my project as 

opposed to tagging it on the end. 

 

Through the course of conducting the evaluation and finding ways to use the findings, 

evaluation capacity was built within the CDC staff. One respondent noted that one of the biggest 

benefits of using their case’s evaluation data was the growth seen among programmatic 

colleagues as well as recipients 

One of the things that I was pleasantly surprised about was, in interacting with program 

evaluation internally, recognizing that we needed a different approach and sort of 

shaping what that approach to providing not only programmatic guidance but evaluation 

and technical assistance guidance. I feel like in doing that we've built the capacity not 

only of our internal staff but both the evaluation and programmatic implementation 

capacity of the recipients. 

 

Conceptual use: Mitigate risk to the program 

A leader in one case noted a unique use in this category, using evaluation evidence to 

sidestep programmatic hazards. She explained how she uses this approach to inform her 

leadership and make evidence-based recommendations. 

If I fight with you, you become defensive and less apt to do what I want. My approach is 

to foresee issues and make incremental changes throughout that help us not hit 

roadblocks. I collect evidence along the way too, to show you why we should make 

change. This mitigates risks along the way. 

 



  

79 
 

Conceptual use: Influence approach to other programs 

 Finally, there was evidence in each case that staff were influenced by the evaluation data 

in their other work. They took lessons learned and effective approaches that were uncovered in 

the evaluation, and then replicated the strategy or pre-empted a challenge in another project. A 

programmatic respondent shared his experience. 

I think this work has also had an impact on other programs that we do within the 

division. I've got this HBCU [Historically Black Colleges and Universities] initiative and 

the work that I've done with community engagement with [this case]. I've used some of 

the lessons learned with the HBCU initiative. And that's been very helpful where we have 

an advisory group and now started to expand our stakeholder group within the HBCU 

initiative. And so again, all things that I've learned from [this case] I've now taken on. 

 

Most of the conceptual uses identified in this study were found across the cases, as are 

the few in the next category of enlightenment uses. In this third section of types of use, 

respondents readily recalled the ways that their cases were engaged in sharing the knowledge 

they gained from evaluations. 

c. Enlightenment Use 

This type of use is that which adds knowledge to the field, extending beyond those who 

were engaged in the original evaluation. Respondents in each case noted examples of how the 

findings from the evaluation reached outside of the unit, and findings from each cases’ 

evaluation work were found in the published literature. Through developing and disseminating 

effective practices, the evaluation findings may have influenced other programs and even further 

to topical and evaluation fields. Quotations below illustrate some of the respondents’ examples 

of sub-themes of enlightenment use.  

Enlightenment use: Develop best or promising practices  

In all the cases, findings from the evaluation were distilled into best or promising 

practices. Respondents described that the findings were used to improve internal operations and 

elevate successful approaches across recipients. One evaluator explained her experience.  
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Our team did a special evaluation of one grantee’s navigation program that we were 

seeing that their clinic data looked really good. So we went to New Hampshire and we 

said, ‘Hey, this looks really good. What are you doing that's special here?' ‘Well, it's our 

navigation program that gets all these people screened.’ And so we designed a special 

study of that program. And then once that was done, it had great results. We did a 

comparison group. We published several papers on it, and we did a cost effectiveness 

study of it and then we hired a contractor to create a replication manual of that 

intervention. Now that is a tool that's a packaged intervention that came from one of our 

evaluations. 

 

Another evaluation respondent shared that a best practice they had initiated was so effective that 

they were replicated across the CDC division.  

Those recipient profiles and the [aggregate] snapshots I would say have been some of 

our most, in terms of the cooperative agreement products, popular products that we've 

created. We've worked into our evaluations for all our cooperative agreements based on 

the popularity of those products from [Case B] …For people who don't understand all 

this stuff about evaluation, [the snapshot] is like our key product now that we're known 

for. The policy office asked me, “Is your new snapshot ready? Do you have the new 

profiles?” So like that speaks their language, if that makes sense. That has been a game 

changer. So based on how effective those are in [Case B], we're doing [them] for 

everything and people are super excited about it. 

 

Enlightenment use: Publish and present 

Evaluation findings were also translated into information that could be shared across 

CDC. A respondent described how they presented evaluation findings within their division and 

presented widely at the agency, multiplying the benefits of using the evaluation data. 

I felt like everybody valued [evaluation] in our division, leadership valued evaluation. 

But I feel like it allowed others in our center to see the value in evaluation. When we did 

an all hands [meeting], or the Info Share [talks], we got a huge response. People came to 

us afterwards on CDC Evaluation Day; we just presented on [Case B] and its impact on 

health disparities and we got a ton of response from people, saying that they valued what 

we shared in the products that we produced and the response that we got from the 

recipients because we ask that they develop health impact statements. That's one thing 

that was new and has been valuable, not just to CDC but also to the recipients. 

 

Enlightenment use: Model effective working relationship between evaluation and programmatic 

teams.  

Finally, a leadership respondent identified a use particular to her unit. She explained that 

she used the review of evaluation data as a way to model effective collaboration for the staff.  
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Evaluation helps us in two ways: with giving better technical assistance by feeding 

information back into how program works with recipients, and by helping to figure out 

what is successful so that we can replicate and scale up programs. Also, we model the 

relationship between evaluation and program so that state (recipients) can build that 

capacity too. As a leader, I should be demonstrably setting a tone for how that should 

happen in the field. 

 

Enlightenment use often resulted in external dissemination of the evaluation findings, 

whether in the literature, presentations, or materials documenting best practices. The final 

category of types of use is less overt in its manifestation. Persuasive or symbolic uses were 

absent or hidden in these case studies.  

d. Persuasive/Symbolic Use 

There is not a single definition for this type of use, though most assert a negative 

connotation often associated with uses that have no true intention of using the evaluation 

findings for meaningful purposes. In this study, no respondents noted uses of evaluation findings 

that were consistent with persuasive or symbolic use. This could be a result of a lack of interview 

questions that specifically queried respondents on negative uses. It may also be due to 

respondents’ hesitation to raise issues that may expose sensitive or unflattering issues about the 

unit.  

B. Research Question Two: Factors in Evaluation Use 

The second research and sub-question sought to reveal the factors present in the 

successful use of evaluation data and findings in the CDC context: What factors enable and 

hinder the use of program evaluation data and findings in the exemplar CDC unit? How are the 

four categories of factors, organizational/social context, user, evaluator, and evaluation, 

exhibited in the unit? The 25 factors that manifested in the case studies are organized by the four 

categories below. 
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In the interviews, respondents were asked about a variety of factors that have been 

documented in the literature as contributing to the use of evaluation data. The secondary analysis 

of the interview data found that many of the literature-informed factors are present at CDC, and 

most are features of all three cases. A summary of the cross-case themes, organized by the four 

conceptual categories of factors, are accompanied by select quotations from respondents. 

 

Table V. Cross-case findings: Factors associated with evaluation data use 

FACTOR CATEGORY FACTOR FACTOR REPORTED BY CASE 

CASE A CASE B CASE C 

Organizational/Social 

Context  

Organizational/social context 

factors refer to the environment 

in which the program operates 

that impacts the use of 

evaluation findings. In the CDC 

setting, these factors must 

account for the complexity of 

the organization and the 

political pressures and external 

forces that influence its 

programs (Alkin and King, 

2017; Alkin, Daillak, and 

White, 1979; Johnson et al, 

2009; Patton, 2001). 

Leadership buy-in X X X 

Culture of organization 

learning and program 

improvement 

X X X 

Structure of program and 

evaluation 
X X X 

Adequate staff expertise 

(manifest and latent finding) 
X X X 

Functional knowledge 

exchange processes 
X X X 

Maturity of program (latent 

finding) 
X ̶ X 

Political climate ̶ ̶ ̶ 

Emergent: Data-driven culture 

(manifest and latent finding) 
X X X 

Key Takeaways: Twenty-five factors were uncovered as facilitators to using evaluation data 

and findings. The evidence from the three case units were largely similar across the four 

categories of factors: organizational/social context, user, evaluator, and evaluation. Most of 

the factors mined from the literature were confirmed by the three cases’ experiences and 

several additional factors emerged in the research.  
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FACTOR CATEGORY FACTOR FACTOR REPORTED BY CASE 

CASE A CASE B CASE C 

Human: Users 

User factors refers to the 

factors affecting those who use 

the evaluation findings. In the 

CDC setting, users of 

evaluation findings commonly 

include programmatic staff 

such as project officers, 

evaluators, and leaders (Alkin 

and King, 2017; Alkin, Daillak, 

and White, 1979; Cousins and 

Leithwood, 1986; Johnson et al, 

2009; Patton, 1977). 

Information needs X X X 

Personal factor  

(manifest and latent finding) 
X X X 

Trust in evaluator/evaluation X X X 

Commitment / receptiveness 

to the evaluation 
X X X 

Human: Evaluator 

Evaluator factors describes the 

characteristics and actions of 

the individual planning, 

conducting, analyzing, and 

sharing the results of the 

evaluation. In the CDC setting, 

the evaluation may be designed 

and conducted by a single 

individual or a team of 

evaluation staff (Alkin and 

King, 2017; Johnson et al, 

2009; King and Stevahn, 2013). 

Interpersonal skills X X X 

Commitment to facilitating 

and stimulating use 
X X X 

Credibility  X X X 

Good working relationships X X X 

Political sensitivity ̶ ̶ ̶ 

Emergent: Intentional hiring 

for skills and fit 
X X X 

Evaluation  

Evaluation factors focus on the 

evaluation itself. The use of 

evaluation findings is 

associated with quality and 

credible evaluations and the 

resulting information must be 

relevant, legitimate, and 

accessible by the user (Alkin 

and King, 2017; Alkin, 

Kosecoff, Fitzgibbon, and 

Seligman, 1974; 

Contandriopoulos, Lemire, 

Denis, and Tremblay, 2010; 

Cousins and Leithwood, 1986; 

Shulha and Cousins, 1997). 

Quality and credibility of 

evaluation 
X X X 

Communication quality X X X 

Findings congruent with 

expectations and of value to 

decision-making 

X X X 

Relevant, legitimate, and 

accessible 
X X X 

Adequate funding (latent 

finding) 
X X X 

Timeliness X X X 

Emergent: Inclusion of 

evaluation in program 

planning (manifest and latent 

finding) 

X X X 
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a. Organizational / Social Context Factors 

Organizational/social context factors refer to the environment in which the program 

operates that impacts the use of evaluation findings. In the CDC setting, these factors must 

account for the complexity of the organization and the political pressures and external forces that 

influence its programs. Well-functioning knowledge exchange processes must exist in the 

organization to allow information flow to and from the relevant stakeholders to facilitate 

learning. The maturity of the program may also impact use of evaluation findings. Several other 

factors affect the organizational ability to use evaluation findings at CDC, including the presence 

of leadership buy-in, a culture of organizational learning and support for program improvement, 

and a co-located structure of program & evaluation teams within the CDC unit. 

Organizational factor: Leadership buy-in 

 Across the cases, leaders played an important role in creating a culture of learning, 

setting the standard for the incorporation of evaluation, and modeling the use of evaluation data. 

Respondents in two cases shared their perspective on leadership’s engagement with the 

evaluation data. 

We have leadership who values data, who understands data, and understand(s) the 

evaluation. [The leadership] understand the importance of asking the right questions, 

getting the right data and that the information is getting out in a timely manner so that 

we can use it.  

 

We don't have to fluff findings. We have real outcomes associated with this. And I think 

that makes the leader want to support it even more. [The leader] knows that it's a good 

project, but the fact that we're able to feed that quantitative side of her brain, I think that 

that helps as well. 

 

Leadership supported the use of evaluation data in visible ways including using evaluation 

findings to justify consistent funding for the program and ensuring programs achieved goals and 

progress toward outcomes. 

Our main champion is the associate director (leader) ...she's always trying to get us to 

disseminate the findings. It was her idea for us to come up with a dissemination calendar 
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or a dissemination table so that we can be very strategic about how we're disseminating 

the data and how we're using the data to change the program...Even the division director, 

she's the one who's always putting the findings to the forefront and talking about how 

we're using the evaluation to make the program better. And at any chance, anybody who 

will listen to her, she would tell them that in [this case], we've used these results to make 

the program better. 

 

Organizational factor: Culture of organizational learning and program improvement 

Respondents from all cases recognized that evaluation is an iterative process; there will 

always be areas for growth and improvement both internally and externally. Using evaluation 

findings to facilitate program improvement depended on being receptive to feedback and using 

real-time evaluation data to gather accurate program updates.  

I think there's a culture that is open minded to evaluation. I think the understanding of the 

importance of evaluation is very clear and grounded. This comes from our associate 

director (leader)…So I think the culture is one where we understand everything that we 

do. The data collected through evaluation is what justifies the continuation [of 

programmatic aspects]. 

 

The ability to adapt and apply findings for program improvement resulted from the 

shared understanding of the utility of evaluation and having open-minded team members. As 

mentioned previously, leadership played an important role in facilitating an appreciation for 

evaluation. Having leaders actively demonstrate support of evaluation (either through sharing 

findings or securing funding), set the tone for the degree to which evaluation should be 

integrated throughout the program. Program staff and evaluators were more likely to collaborate 

if they each understood the importance of incorporating evaluation and associated evaluation 

with program improvement.  The inclusion of open-minded individuals was also important for 

internal capacity building. A culture of program improvement relied upon the application of 

feedback and a willingness to use evaluation findings to make program improvements.  

An evaluation respondent, in the course of the stakeholder facilitated discussion, 

highlighted the program improvement cycle as the most important method they use to facilitate 

use. 
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One major approach used by our [unit] that really advances data use is our performance 

monitoring/quality improvement cycle. That is, where data are submitted by grantees 

semi-annually; standard reports or dashboards are produced; the data are reviewed with 

grantees via a conference call; grantees then respond to any required ‘action items’ 

based on the call. This process is really fundamental to our efforts to improve data 

quality and make program improvements. 

 

An evaluator in one case discussed the unique context of the unit, noting that it is possible to 

recreate the culture elsewhere through intentional effort.  

I think this is a unique environment, but I don't think it's an environment that isn't 

replicable. I think it's important to note we didn't know each other before we got here. We 

met here. And that culture was developed here. [We worked in a way] for program and 

evaluation to be linked, in a way that allowed us to feel like we were all a part of the 

same team…When evaluators and project officers and leadership or evaluation teams 

and branches and program teams are working on the same team, [evaluation data] use is 

not really a thing that is outside of the work we're doing. It's all kind of cyclical. I think in 

many ways we would even have a hard time really articulating what made us able to use 

it, because to us that's a part of how we work. Everything we do has use in all of it.  

 

Internal facilitators of learning and team norms around evaluation supported the use of 

evaluation findings to inform future cycles of the program. Respondents provided several 

examples of programmatic changes resulting from using evaluation data. In one case, evaluation 

data promoted subsequent assessments of the community’s perceived input.  

Halfway through year one, one particular recipient conducted a power assessment within 

the community advisory board. That assessment [demonstrated] that an overwhelming 

number of community advisory board members felt that although they had been regularly 

participating, their voices were not heard…that input was enlightening to the recipient 

and helped them see that they weren’t being true to the community engagement 

approach. 

 

Evaluation findings were also used to “determine what strategies we would fund. So 

there are strategies that we didn't like that we would not move forward with based on [this case] 

and then strategies that we definitely chose to move forward with based on [this case]."  

Organizational factor: Structure of program and evaluation 

Two structural elements of the programs facilitated evaluation use: structuring program 

and evaluation to operate as a unified entity; and physical proximity and close organizational 
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composition between the two groups. First, combining program and evaluation into the same 

branch allowed evaluators to be viewed as one of the team. By attending the same meetings and 

even working on the same floor, project officers and evaluators could form relationships 

organically. This improved the trust and collaboration between program and evaluation, while 

also making evaluators both approachable and accessible. Secondly, since two of the cases had 

many recipients, both units strategically paired project officers with an assigned evaluator who 

would attend routine recipient calls and offer evaluation support. 

We work really closely with program, physically our proximity is with them. We work 

together quite a bit on our NOFOs. We're pretty entrenched in the work together. So the 

learning kind of happens kind of organically. We were all at the same table. We're all 

having the same discussions. So when there are roadblocks, when there are challenges, 

we all see them and then we're all talking about how we best to fix them. 

 

The availability and accessibility of evaluators was a common theme across all programs. 

In two of the cases, the physical proximity between program and evaluation was an additional 

factor that contributed to the positive working relationship between program and evaluation. 

Having frequent in-person interactions helped to facilitate trust and open-communication. 

Several respondents spoke to the benefits of having a “nested evaluation team in the program 

branch” as it allowed the evaluator to be involved with the decisions and gain a programmatic 

perspective. 

The way we work together. Any questions that we have about project, they're [the 

evaluators] very accessible, particularly to me. Like they're right next to me and they're 

very easy to individuals to talk to, they're amicable. 

 

Evaluators started being amongst us. They're not like this external force that comes down 

and descends upon you. But [these were] your colleagues and peers...And I think what 

helps is that we have these evaluators present in our day to day encounters. 

 

Organizational factor: Adequate staff expertise 

This factor encompassed the expertise of both programmatic and evaluation staff. Staff 

must have a reasonable level of competency to understand and use the evaluation data and 
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findings. Respondents mentioned the importance of having an accessible evaluation expert that 

was trained and experienced in evaluation. In each case study unit, the lead evaluator was 

formally trained and/or had substantial experience in evaluation. The skilled evaluator, 

functioning on the core program team, was essential for the design and implementation of an 

effective evaluation and built a foundation that led to the use of evaluation data. Two evaluation 

respondents explained their view of the diverse skill sets on their case’s evaluation teams.  

Just overall, a culture that supports evaluation's been critical. I have a great a 

multidisciplinary team. We bring a lot of different expertise to bear so that we can look at 

our evaluation problems or questions in a really comprehensive way has been excellent. 

 

I think [the lead evaluator] is invaluable. I mean, [she] is really with her expertise and 

insight. I think that has made a difference. And I think too, we don't bring our egos, when 

we have these meetings. We have worked well together and we have put those kinds of 

egos aside and it's really tapping [into] each everyone's skill set because we all bring 

different skill sets to the table and being appreciative of that. 

 

Organizational factor: Functional knowledge exchange processes 

Although each of the three programs used different approaches to disseminate findings at 

different levels, the strategic sharing of information was consistently used as a way to maintain 

leadership support and gather unique perspectives on the implications of evaluation findings.  

Evaluation data needed to be succinct, timely, and useful to aid programmatic staff and 

leaders in using the findings. Respondents from the Case B and Case C units elaborated on the 

most helpful formats used to present findings. These included one-pagers, infographics, health 

impact statements, metric-tracking meeting agendas, and program snapshots.  

The flow of information differed in each case. In one, the evaluator would share 

information with the leader who would then disseminate these findings to the project officers. 

Using a top-down communication approach helped to set the tone in the unit for how evaluation 

should be used throughout the program. 
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In the other cases, the units had more formal spaces to share functional knowledge with 

the entire division or center. This allowed a wider pool of individuals to provide input on the 

implications of findings. In one example, the Case A program demonstrated effective knowledge 

management through sharing evaluation findings with leaders during “learning hours.”  

We can have different divisions represented and present their findings in a Center-wide a 

webinar or a learning hour is one way that we're going to try to promote this because we 

recognize there are things that are happening within the center but it's not shared. It's in 

a vacuum for the most part because if I'm working on it, then yes, I know it, but if I'm not 

working on it, I got no clue. So we think this is a way that we can do this when we get 

them started, then giving people an opportunity and an avenue to broaden the audience. 

 

Respondents in another case highlighted their efforts to keep the evaluation data and findings 

concise and communicated regularly.  

We definitely share it [evaluation data] back out to the recipients [through] the recipient 

meetings [and] regular webinars. [Also through] peer learning discussions, all hands 

[meetings], or we'll go to project officer meetings. Everything that we put out is basically 

breaking documents down. We may have internal long reports, but…those are even 

shorter now…If you're going to do a hundred-page report, every five pages, write a 

summary. That's all anybody wants to see. 

 

Organizational factor: Maturity of program 

Program longevity contributed to the normalization of evaluation use within the program. 

The Case A and Case C have been in place for approximately 8 and 29 years, respectively. Over 

each iteration of both the Case A and Case C programs, the culture shifted to reflect a more 

advanced integration of evaluation into the program. Evaluators became increasingly involved in 

writing the NOFOs and assisted in the program-wide application of evaluative thinking.  

One evaluation staff member reflected on how the perception of the evaluation continues 

to evolve over time.  

I think generally that people in [this] program, it's [the evaluation] been around for a 

while. It's really well respected, the data that we collect. I know a lot of people find it to 

be high quality and especially since you've had a pretty stable outcomes from the 

program. But I think also in addition to it being respected that also kind of like, ‘Oh, this 

is just like the status quo.” …There's no innovation being done with the evaluation or no 
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new ideas that are coming out of the evaluation. Except now that we are kind of 

incorporating this clinic level data, it puts a new perspective on the program.  

 

The duration of the program has allowed for this evolution from nascence to stability to 

innovation.  

In another case, the leader mentioned how stable funding allows new recipients to learn 

the approach and benefit from the program 

Somehow every cycle, and we're in our third cycle, we have not had repeat projects. We 

get brand new [recipients]. And so now it feels as if the money does even more so 

because it becomes seed money and it, what it does is people learn this process and…they 

have the support and the assistance and the time to develop their proposals and then 

they're sustainable. And then when the money leaves from [this NOFO], the projects 

don't leave. They continue on. And that to me seems like if I'm going…to truly move 

equity forward, that's exactly what you want. 

 

A programmatic staffer in another case noted how the repeated cycles of funding 

improves the work and keeps him engaged. 

Every time we do a new funding announcement, and fortunately for us we've gotten new 

recipients every time, and it's another opportunity to learn, another approach to learn, 

another way of doing things. And so I think that for me, that's been the thing that's just 

been so, so much fun. 

 

Organizational factor: Data-driven culture 

In each case a new facet of the organization emerged in the data, that of a data-driven 

culture. Respondents described leaders that appreciated and required data from the 

evaluation to report progress and inform changes to the program. They noted that attention to 

and necessity for data was an essential input in decision-making and program improvement. 

An evaluator stated it succinctly,  

Having a culture that's data-driven here is the huge facilitator of what we do. And having 

the support from our direct division director on down for our evaluation work. I mean 

that's huge. You just cannot understate that. And so resources and just overall, a culture 

that supports evaluation [has] been critical. 

 

In another case, the evaluator emphasized the value of delivering data to leadership. 
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 [The division director] is the first to tell you she cares nothing about process. She'll tell 

me, “Everybody give me process. I want outcomes.” And I'm like, “You want outcomes? 

I'll give you outcomes.” We have to figure out how to get this [data] from people in a 

way that we can analyze it and across the board report these markers….So I think where 

we've benefitted the most is how we collect the data because I use evaluation to justify 

why I needed to collect data the way we're collecting data. And I think that's been the 

strongest thing for [Case A] because we can prove why it needs to exist. [The division 

director] can be compelled because of the data.  

 

b. Human factors: User 

User factors refers to the factors affecting those who use the evaluation findings. 

Important sub-factors in this category include user’s trust in the evaluation and the evaluator, 

their commitment and receptiveness to the evaluation, and the personal factor. The personal 

factor in this category accounts for the user’s attitudes toward and previous experience with 

evaluation. The User category also includes considerations of the users’ information needs. 

User factor: Information needs 

Recognizing the information needs of the programmatic staff and recipients was 

important for the uptake of evaluation data. Evaluators were receptive to the information needs 

and proactive in addressing them.  

We have one person on our data and surveillance team [who was working] in Tableau 

one day and I was over at her desk and she said, “This is good, but what really would be 

great if it could do this.’ And I was like, ‘Okay, you should email that [to the evaluation 

team].” She emailed it to them and hers was the next new report in Tableau. And she was 

thrilled because it was, “I gave you some feedback and you know, it's turned out to be a 

great report.” We all needed it, who knew we all needed it. He'll [the evaluation staffer] 

take a spark of an idea and just operationalize it. 

 

By simplifying data collection instruments and condensing evaluation findings into one-

pagers and infographics, users could easily identify relevant information and apply it to their 

work. Evaluators also worked to be accessible and approachable to aid the flow of 

communication with programmatic staff and recipients. 

We're more proactive now than reactive. Before we were a little bit reactive. We've done 

a better job now of populating a SharePoint site for Case A. So we populated that with all 

kinds of information, lessons learned from previous awardees, documents from previous 
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awardees. We put that information in there and we wouldn't have done that before. We'd 

use our evaluation data to say, "Oh wait a minute. They need more TA [technical 

assistance] up on the front end; we need to provide more information on the front end. 

That's one thing that helped even [a troubled recipient] turn things around so quickly 

with things were muddied. The next call, the new person was like, “Oh, I went into 

SharePoint, I got it. Now I know what to do.” 

 

User factor: Personal factor 

Respondents attributed the successful use of evaluation data in part to project officers that 

were adaptable, communicative, driven, and eager to learn. In addition to appreciating the utility 

of evaluation, programmatic staff also had to apply findings. This required project officers to be 

flexible in their provision of technical assistance and be willing to learn from available feedback 

and findings. The increased approachability and accessibility of evaluators impacted how project 

officers perceived and used evaluation findings. A programmatic staffer shared her perspective 

on the relationship with her evaluation colleagues, “I feel like we have enough interactions, 

engagements, both planned and on the fly that I feel like we know a lot about what the other is 

doing to make sure that we're all working towards the same outcome.”  

A leader shared how perceptions of the evaluation are changing because of their evaluator.  

I've worked so tightly with [the evaluator] on things and other people are increasingly 

doing that and it's making that a more friendly climate to evaluation. It's still hard to 

have the thing you most love and have your work be assessed by somebody else. But I do 

think it is better [due to] the fact that people get it and as long as we have evaluators 

branding it and present and working next to you, that really goes a long way to making 

the environment more friendly. 

 

User factor: Trust in evaluator/evaluation 

Respondents from all cases spoke to the strong relationship between program and 

evaluation. Both project officers and evaluators respected one another and worked as a 

collaborative unit. Respondents recognized the contribution of each of their skills to program 

improvements, which encouraged an open line of communication and trust. User trust in 



  

93 
 

evaluation was demonstrated by how programmatic staff spoke about the importance of 

evaluation. “The trust that exists [is] established from the beginning of the project. With the 

recipients, they feel like they can trust [us] and they can come to us with anything or any of the 

[road] blocks that grantees face.”  

Shifting to the mindset of “continuous quality improvement” helped some programmatic 

staff find utility in the evaluation data. A programmatic staffer noted, “They designed an 

amazing outcome evaluation that was just simplified.” In another case, a respondent shared how 

others recognize the quality of their program’s evaluation and clamor for further advancements 

in the evaluation. 

It's really well respected, the data that we collect. I know a lot of people find it to be high 

quality but I think also in addition to being respected [its] also kind of like, “Oh, this is 

just like the status quo. We really respect it as high quality evaluation but maybe there's 

no like innovation being done with the evaluation or no new ideas that are coming out of 

the evaluation.” Except for now that we are incorporating this clinic level data. It puts a 

new perspective on the program. 

 

User factor: Commitment / receptiveness to the evaluation 

Even if not trained in evaluation, project officers demonstrated a willingness to learn and 

apply evaluative thinking methods to their work. Understanding the importance of evaluation in 

the context of program improvement, being receptive to feedback, and working collaboratively 

with evaluators facilitated project officers’ commitment to evaluation. One programmatic 

respondent noted, “As a project officer [I] had a foundation and an understanding of evaluation. 

But that understanding has grown and I appreciate the evaluation component even more and the 

importance of it.”  

User commitment to evaluation was partly shaped by the program goals. The Case A and 

Case B programs were both rooted in health equity. Working in a team where the goals were to 

alleviate health disparities motivated project officers to constantly seek and apply feedback. “I 

want to know as much as I can…there's just so much out there to learn and this is why it's always 
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been fun. Every time we do a new funding announcement, it's another opportunity to learn, 

another approach to learn, another way of doing things.”  

There was also a shared commitment to improving the internal capacity for evaluation 

across the three programs. Feedback from recipients, leaders, and evaluators was applied to 

improve the provision of technical assistance from project officers. However, receptiveness to 

the evaluation was also demonstrated by the professional development of the programmatic staff.  

In one case, several project officers expanded their skills in qualitative analysis as a result of 

their commitment to evaluation. "I mean we've gone through a lot of changes in leadership, but 

the evaluation has always been highly valued here, which is very helpful because that's not the 

case everywhere at CDC."  

c. Human factors: Evaluator 

Evaluator factors describes the characteristics and actions of the individual planning, 

conducting, analyzing, and sharing the results of the evaluation. The evaluator demonstrates 

interpersonal skills in which she/he shows a commitment to facilitating and stimulating use of 

the evaluation findings, as well as good working relationships with users. This category also 

encompasses the need for sensitivity to political pressures that may influence use of evaluation 

and findings. 

Evaluator factor: Interpersonal skills 

Respondents attributed the successful use of evaluation data, in part, to having an 

evaluator that was enthusiastic, approachable, adaptable, and a strong communicator. 

Respondents described evaluators as available and accessible. This allowed recipients to feel 

comfortable in providing timely feedback and articulating challenges. Evaluators saw their roles 

as supporting recipients and project officers in meeting the goals of the program. Professionalism 
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and quick thinking were needed to respond to recipient challenges. One evaluator shared her 

experience working collaboratively with programmatic teams. 

I think we both try to understand each other. Although sometimes I'll hear we're so data 

driven on the evaluation team [that] sometimes we’ll ask, ‘Why are your screening 

numbers going down?’ And there are really nuances of what's going on at the grantee 

level or at the state level where the program consultants are. Program consultants get the 

context of what's going on [while] we just see the data. So we need to always have a 

better conversation of incorporating and understanding both sides. 

An evaluator in another case described how she put recipients at ease when reporting challenges. 

[In these meetings, recipients say], ‘I've never heard CDC say that before. I've never felt 

comfortable telling CDC I have a problem. I'm always scared that I'm going to lose 

NOFO funding.’ And we [say], ‘…this is very different than what you've experienced 

[before] and we hope that you see a lot more of this open[ness] and honest[y] in [this 

case].’ That's why it's called a cooperative agreement. We don't want people to feel like 

it's going to be punitive if they say something's not working.  

 

Instead of blaming or penalizing recipients, evaluators provided support to recipients to 

address the challenge. This positivity and solutions-oriented mindset was important for 

maintaining recipient trust and establishing open communication.  

Evaluator factor: Commitment to facilitating and stimulating use 

 Evaluators promoted the use of evaluation findings by being proactive and being 

prepared. They were ready to shift approaches to evaluation use as recipient and project officer 

needs emerged.  

 All the cases made mention of evaluators making evaluation more accessible through the 

development of toolkits or other solution-based deliverables. According to evaluators, if program 

staff understood the utility of evaluation and had the tools to successfully execute evaluation 

efforts, they would be more motivated to embrace evaluative thinking and integrate evaluation 

into their communication with recipients. To make evaluation seem less arduous, evaluators also 

intentionally presented findings using concise and straightforward formats. Most of the 

evaluators aimed to make evaluation finding practical, useful, and informative. When presenting 
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evaluation findings from recipient reports, evaluators summarized these findings into formats 

that allowed users to quickly gather relevant information on program-level progress. 

Evaluators also welcomed feedback from project officers regarding evaluation efforts. 

There was a collective sense that evaluation should not be limited to evaluators.  

Both sides really needed to be looking at both things and not just siloing it off to 

somebody else…Recently, states are in the process of submitting evaluation performance 

measure plans. Theoretically that's the domain of the evaluators primarily. But there's 

also been discussion of does the project officer need to look at that (evaluation 

performance measure plans) and make sure that this is linking up with the work plan so 

there's not a disconnect. 

 

Because evaluation informs the implementation of the program, evaluators encouraged 

programmatic staff to take a significant role in providing input on evaluation materials.  

Evaluator factor: Credibility  

The lead evaluators had formal training and/or significant experience in evaluation, 

lending weight and expertise to their evaluations and analyses of data. One respondent reiterated 

the importance of having an experienced evaluator helping design the program as well as the 

evaluation. 

The key component [to evaluation use] is having evaluation expertise involved in the 

project design. Having [the evaluator’s] expertise involved in informing the writing of 

the funding opportunity is critical. So that involvement on the front end and not an 

afterthought is probably the most critical piece. Oftentimes, there are projects where 

there [are] questions asked in the aftermath… and these projects are not designed 

properly to capture that information. That's why I think the most critical piece is that 

early involvement (of evaluators) as the project is being designed. 

 

They encouraged creative approaches to addressing evaluation challenges and using the 

data to improve the programs. The evaluators in these cases demonstrated a commitment to the 

program goals and a shared aim of helping recipients achieve outcomes. One evaluator 

explained, “Evaluation does not have to be this arduous process that nobody wants to do...For 

me, it's about asking the right questions and really listening to them. Because if you're able to 

process it really quickly and show it to them, then they can see the value of it.” 
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Evaluator factor: Good working relationships 

Evaluators that were action-oriented, approachable, proactive, and motivated to make 

evaluation more accessible was important in creating relationships where recipients and project 

officers could openly ask questions and communicate challenges. “You have to build that trust 

and [show] that we really do want their input and we really are incorporating it.” 

Across all of the cases, evaluators demonstrated openness, helpfulness, creativity, and 

accessibility to foster strong relationships with programmatic staff. “I think [having] patience to 

understand … your audience, how they feel about evaluation and just addressing that and taking 

the time to build the relationships and build capacity and interest… are keys to success.”  

Evaluator factor: Intentional hiring for skills and fit 

An emerging finding in the interview data was the purposefulness of the composition 

of the evaluation teams. Evaluation leads were intentional in their hiring practices. 

Respondents described how their colleagues were well-suited for the team and skilled to 

tackle the evaluation tasks. 

A programmatic staffer reflected on the keys to success in working with her evaluation 

colleagues. 

I think having an evaluation team that has the right skill set…it’s very diverse. So 

anytime I go to the team and we need a thing, we can actually get it. [The lead evaluator] 

knows how to hire the right people with the right attitudes…[she] has a knack for 

recruiting team members who are just service-oriented…They are just the most creative 

and service oriented and "I want to work with you" people. I don't know how she hires 

these people. 

 

An evaluation staffer in another case noted how they fit as a team. 

[The lead evaluator] loves what she does and hires others who share her passion for 

evaluation. We’re all here because we enjoy our work and are committed to it. Hiring is 

very intentional. We use strengths-finders as one way to fill gaps on the team. 
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d. Evaluation factors 

Evaluation factors focus on the evaluation itself. The use of evaluation findings is 

associated with quality and credible evaluations and the resulting information must be relevant, 

legitimate, and accessible by the user. Communication is a key element, as it must be clear, 

comprehensible and timely. The evaluation and the findings must be aligned with decision-

maker expectations and provide value to the decision-making process. Adequate funding to 

support an appropriate evaluation as well as resources (human and programmatic) to share and 

learn from evaluation findings may also be a key factor in this category. 

Evaluation factor: Quality and credibility of evaluation 

The successful use of evaluation data in the cases required many elements including 

expert evaluators, multiple stakeholder perspectives, quality data, and effective tools for 

understanding the findings. An evaluator in one case explained how they design an evaluation 

with the reportable data in mind. 

[We think about] what products can we put together to help with implementation so that 

they have the right data to give us. How do we share this in a way that puts recipients in 

a position to be able to share data with us? So we did a lot of that front end 

[preparation], which to me walks the gray line between evaluation and program. 

Although probably leaning heavily towards program, we [evaluators] saw that as the 

way to collect better data. If you have better implementation, then you have better data 

collection. 

 

Another evaluator described how the evaluation was shaped by the history of inquiries and data 

needs that emerged over time. 

I think a lot of the evaluation was designed around questions that we got all the time. 

Obviously, the screening rates [questions] were a big one…They would say, “Well, have 

screening rates changed?” We couldn’t answer. So that definitely led [to knowing] we 

need to be able to answer these questions. We need to be able to say who they're 

partnering with; we need to be able to say which you guys are doing it. We need to be 

able to say how clinic screening rates have changed. Those kinds of things were very 

much a direct result of all the questions we've gotten over time. 
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Evaluation factor: Communication quality 

Sharing feedback, program updates, and technical assistance required open lines of 

communication both within CDC and with recipients. The following techniques were used to 

promote effective communication: building trust through increased interaction, using purposeful 

forms of communication; and developing feedback loops. 

Trust existed both within the CDC team and with the recipients. Within the respective 

CDC teams, the use of evaluation data required an understanding of the utility of evaluation as 

well as an understanding of the importance of integrating evaluation within the program. For 

collaboration to occur between program and evaluation, trust and mutual respect between 

evaluators and programmatic staff was required. “We [the evaluation team] have a strong 

working relationship with program [team]. We are able to communicate very openly and 

frequently and frankly, I mean, there's always some things to be worked out, but they're engaged 

in evaluation and interested in it.” 

Respondents from each program also spoke to the importance of having a strong 

relationship with recipients. To use evaluation data to improve the program, recipients had to 

have confidence in their relationship with CDC staff. They needed to feel comfortable voicing 

real-time challenges and feel empowered to apply feedback. Through routine check-ins with 

recipients and organized feedback groups, respondents described the importance of creating a 

space where recipients could articulate challenges and progress without fearing penalization. An 

evaluator explained how the unit shares information with recipients to help them avoid pitfalls. 

When it comes to effective communication methods, we've shared all of those with the 

recipients on what worked well, what didn't work well. So we for partnerships, same 

thing: ‘What worked well? What did you do?’ that so, [by] our first recipient meeting, we 

had three different presentations that we did with them. We chunked it out into three 

separate modules so to speak, to just that they can take it in bites. 
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 Whether communicating in-person or through writing, respondents from all programs 

discussed the importance of using purposeful and focused communication techniques. It was 

important that recipients understood the program’s goals and expectations. Using more direct 

forms of communication facilitated evaluation use as it ensured that recipients correctly reported 

indicators and answered the most relevant program questions. 

The biggest lesson learned was to have a very specific and well communicated evaluation 

question…That helped because, for our clinic data, we had a very specific goal and we 

wanted to see [Case C’s] rates go up in these clinics. We were able to communicate that 

with the branch, with our division, with our grantees and so almost everyone understood 

that goal and everyone was able to work toward that goal. 

 

As part of building internal capacity, the cycle of feedback was an important factor in 

improving the provision of technical assistance. Within all three cases, there was a two-way 

feedback loop. CDC programs not only provided feedback but were receptive to suggestions 

from recipients on ways to improve technical assistance. An evaluation staffer explained where 

she sees opportunities for improving how evaluation data is disseminated to stakeholders. 

There's a lot of challenges to people using what [evaluation data] we have and it's a 

constant struggle and I think you need have to take a very proactive mindset to how do 

we facilitate use. It's a whole other part of the evaluation kind of cycle that we need to 

give a lot of thought. “Who are different audiences? How are we going to speak to this 

one, this one and this one? What's the best way to communicate to them? How do we 

really make that happen?” So I am really excited about it, but we got a long way to go on 

some of it too. 

 

Evaluation factor: Findings congruent with expectations and of value to decision-making 

Findings from the evaluation reinforced the utility of evaluation. Project officers from 

each program appreciated how evaluation findings justified programmatic approaches. 

Evaluation findings were applied to allocate portions of the budget for certain activities and set 

requirements for data collection. Seeing the value of evaluation encouraged the incorporation of 

evaluators in the initial program design and in subsequent programmatic decisions. “It was very 
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important to the evaluator that the program consultants saw the evaluation team's work and the 

results that they generated as helpful. The evaluator did not want program to see this as a 

burden, which at one time I think they did.” 

Leaders found value in the evaluation data through using it to monitor the program’s 

progress toward outcomes, justify continuing funding, and informing decisions on approach, 

populations and collaborations. 

The division director ultimately makes the decision on funding applications within the 

division for various projects. And so for the past 11 years the funding has been consistent 

which is a demonstration of her level of support for what we're doing and how it's being 

carried out. 

Evaluation factor: Relevant, legitimate, and accessible 

An evaluator in one case describes her philosophy in making the evaluation relevant and 

accessible to users.  

To me, program evaluation is consists of evaluation and translation, findings and 

products that facilitate programs being able to implement better. So in general, I focus 

most of our attention on evaluation and what are we looking at, what can we produce 

that helps implementation run more smoothly, that you can speak to stakeholders with 

that everybody finds useful and that influences how the program progresses after that. 

Evaluation findings were tailored to promote user engagement. Evaluators from all three 

programs created tools to promote recipient engagement in evaluation. These tools included clear 

data collection instruments and explanations on strategy implementation. By clarifying the 

evaluation process and simplifying reporting measures, evaluators made findings more useful 

and informative for the recipients and project officers.  

A project officer noted appreciation for the efforts of the evaluators to make the 

information easy to digest, “Routinely [the evaluator] presents data in a lot of different 

way(s)...She would do these nice, very straightforward slide shows; these are the questions, 

here's the data, here's how many clinics.” 
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Evaluation findings were also presented in succinct and clear formats. Two of cases 

particularly emphasized presenting information in user-friendly formats. Instead of sending 

lengthy reports, evaluation findings were condensed into infographics, one-pagers, and brief 

statements summarizing the process and outcomes of the program. Data visualization, whether 

through specialized software or creative use of traditional formats, increased the relevance and 

accessibility of evaluation.  

Project officers could compare progress at the recipient level and provide targeted 

technical assistance based on findings from the data.  

One thing that we're just really excited [about] is that we're trying to use all these new 

technologies like Tableau…or data visualization in general. We try to make it accessible 

and user friendly and I hope that continues, and that we can continue to learn what 

people appreciate about our data and how they use the data. 

 

Evaluation factor: Adequate funding 

Sufficient resources to sustain a robust and effective evaluation facilitates the use of 

evaluation data and findings. In each case, adequate funding supported the evaluation allowing 

staff enough time and resources to carry out the evaluation and find opportunities to creatively 

facilitate use.  

One evaluator noted their evaluation’s funding has not only been stable but had 

additional infusions. “I would say we've been very supported and even been able to maintain 

good staffing level. We’ve had level funding throughout the time I've been here, basically. 

Sometimes even we've gotten additional money to do, you know, some of our projects.” 

In another case, an evaluator confirmed that consistent, adequate funding helped make 

evaluation a pillar of program.  

We had resources. I mean that's a big one, right? There's a lot of divisions or programs 

that just don't have a lot of resources leftover for evaluation, you know? And [here], they 

always carved it out from the beginning that this was going to be a critical component of 

the program. 
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Evaluation factor: Timeliness 

The successful use of evaluation findings depended on timely communication, feedback, 

and data updates. Each program organized routine meetings both externally and internally. First, 

all cases utilized some form of regularly scheduled recipient check-ins. The meetings served at 

least three purposes: gathering timely updates to ensure progress, identifying challenges early on, 

and developing trust with recipients. Secondly, each case afforded frequent opportunities for 

exchanging feedback at the recipient, programmatic, and evaluation levels were also important 

for making programmatic and technical assistance improvements internally.  

I think the biggest benefit [of the evaluation’s data dashboard] is that you can really see 

what works and what does not work…sometimes it's the data itself and sometimes it's the 

way you were trying to get the data but [the dashboard] eliminates those problems very 

quickly…It makes it much easier to say, “Okay, this is not working. We need to do these 

things instead.” 

 

Another evaluator echoed the importance of speed in sharing the evaluation findings to 

improve the likelihood of use: “I've tried to get it as quick as we can, like rapid turnaround, with 

these monthly reporting templates and having that data there. I think that you do a lot better 

even from month to month, sharing the results back out to the grantees.” 

Evaluation factor: Inclusion of evaluation in program planning 

The importance of including evaluation in the planning of the unit’s program 

emerged as an important factor in the interviews. Respondents noted how the deepening of 

relationships between the programmatic and evaluation arms, along with people seeing the 

utility of the evaluation data, led to both groups working together to develop program plans. 

In one case, a respondent recalled that in the writing of the NOFO for the program, it was 

the first time that evaluators “were at the table too”.  
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An evaluation respondent described how the evaluation team develops core program 

activities in close collaboration with their programmatic colleagues, marking a change from the 

past.  

We sat around an evaluation table and came up with that and then we took it to program 

and said, ‘We think this is a better way of making sure that they're implementing the 

strategies. It keeps it at the forefront of the conversation. What do you guys think?’ They 

were like, ‘We think that's great, let's use that.’ And so [this] was…different than we have 

been doing it traditionally in the past, which I think took buy-in from both sides. We don't 

send anything out from an evaluation perspective that program hasn't approved or hasn't 

weighed in on…We also bring both the program and evaluation to the table when we 

were designing things and I think it helped a lot. 

 

A leader from one case explained how the unit evolved to include evaluation at the 

forefront of programming planning. 

We've always been committed from the start to get the lessons out as fast as we could. 

And we fortunately had really great division leadership that supported us at that point 

[who] said, ‘We will commit to making sure we have this strong evaluation component.’ 

So when we set up [this case’s] projects, evaluation was not an afterthought. They were 

at the table.  

 

C. Negative Effects, Challenges, and Barriers 

This research was grounded in an appreciative inquiry approach that focused on the 

strengths and successes of the case study units. However, the researcher asked about negative 

effects of using evaluation findings and listened for and probed on mentions of challenges or 

barriers. None of these emergent findings were consistent across all of the cases. This does not 

necessarily indicate that the issue was not present in each case but rather that respondents may 

not have considered the issue or felt comfortable disclosing it. A description of the themes 

follows a table summarizing the occurrences in the cases below.  
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Table VI. Cross-case findings: Negative effects, challenges, and barriers 

NEGATIVE EFFECT, CHALLENGE OR BARRIER ISSUE REPORTED BY CASE 

CASE A CASE B CASE C 

Limited evaluation capacity among users of evaluation 

data and findings 
 X X 

Competing demands on the time and attention of users of 

evaluation data and findings 
X  X 

Unrealistic expectations by users of evaluation data and 

findings  
 X X 

Risks to the program from misinterpretation or misuse of 

the evaluation data and findings 
X  X 

 

Respondents in two of the cases mentioned the challenge of limited evaluation capacity 

among programmatic staff and leadership. Programmatic staff who were interviewed 

demonstrated awareness that their colleagues lack of understanding the evaluation work hindered 

the use of evaluation data and findings. “If folks can understand the nature of the work that we 

do, what the data sources are, they would be, it would go a long way to helping the division tell 

the same story that program and evaluation have learned to tell together.” 

Another programmatic respondent noted a lack of training in evaluation can hinder use.  

I think [another] thing is intimidation by some of it, especially if you don't have that 

background. If you're not trained in evaluation, you're a little bit intimidated by it in 

terms of really looking at some of the data and some of the processes that then derive the 

data so to speak. If you don't understand some of those things or how that's done because 

maybe health education was your background, maybe it's not evaluation. 

 

Interviewees in one case mentioned that trainings are available to increase evaluation capacity 

but attendance among programmatic staff could be improved.  

The things that we offer to recipients in terms of training, particularly around evaluation 

and programmatic implementation, we also offer, where appropriate, to internal staff. 

And I think not as many internal staff take advantage of those opportunities as I would 

like. And I would venture to say that evaluation probably feels the same. And because I 

feel like a lot of the things that are being shared in these webinars, in these communities 

of practice, if folks outside of program evaluation were participating, they wouldn't be 

asking the questions that they do or they wouldn't be making the kind of demands for data 

reporting that they are. 
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The dual needs for user to be able to understand the data in order to use it was recognized 

by evaluation and program staff alike, a finding that echoes that of the constructs related to 

adequate staff expertise and users’ receptiveness to the evaluation.  

As the quote above touches on, another issues that respondents raised was the challenge 

of addressing users’ unrealistic expectations of the evaluation data. This gap in evaluation 

capacity extends to leadership too, especially in latching onto evaluation concepts without fully 

understanding why and how those data could be useful to the program.  

One respondent explained the challenge of helping decipher stakeholders’ needs in 

evaluation data.  

Not everybody really understands evaluation…They're just like, “We just want to know 

impact and ROI.’ So I'll even try to ask probing questions like, ‘So what does that mean 

to you? Like what is showing impact? What does that look like to you?” And [they’re] 

just like, “Yup. Impact, you know what I mean.” And so that's always frustrating, but all 

of us who work on these are definitely on the same page with understanding what kinds of 

things we can show and what's not really feasible in terms of just being able to come up 

with a number. 

 

An evaluation respondent mentioned that they work to involve users from the outset to 

help build evaluation capacity and shape the expectations about what the evaluation may 

produce.  

Sometimes they're asking questions that we just can't answer. But it is good to have their 

input from the very beginning because we can try and explain to them with the questions 

that they want answered, [it] maybe difficult or they may not receive the answers that 

they want.  

 

Another evaluator explained that they work to shape the evaluation to meet the requests 

of users but still find challenges in answering every request for data. “Everyone seems to think 

it's so simple. It's never a straightforward as you want. But there's some repeat questions we'd 

get that we can't answer easily. Like, people always want to know, ‘How many lives did you 

save?’ That's not an easy question.” 
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Respondents also touched on the challenges of competing demands on staff. When users, 

especially the programmatic staff, are overworked, their capacity to understand and use the 

evaluation data and findings suffer. An evaluator in one case noted how they use caution in over-

taxing their programmatic colleagues when it comes to a deep understanding of the evaluation 

data: “We've really sold the team leads of the [project officers] groups on data use. Our [project 

officers] are coming along. I think they're so important to [evaluation] use, but they have so 

much on their plate. Otherwise learning a lot about the data is probably too big of an ask.”  

A programmatic colleague in the same case explained the burden from her perspective, 

“Part of it is just work burden, you know, hiring freezes, people leave and our staffing shrinking. 

And then they keep winding up with more programs so it doesn't give them a lot of bandwidth to 

absorb all this new information.” 

An evaluator in another case described how she manages to keep the evaluation moving 

forward despite colleagues’ workloads.  

So I do take initiative sometimes because sometimes people don't want to make changes 

because they don't have the time or they think is going to be too much work for them. So 

over the years I have taken on that, especially if [its] quick for me that I can just do that 

really quick and directed. 

 

Two of the three cases mentioned potential negative consequences of using evaluation 

findings related to risks to the program. However, the respondents identified different kinds of 

threats. In one case, a respondent in a programmatic role explained that they must be cautious in 

framing the evaluation findings especially to funded recipients:  

That's something that we have learned early on to be very mindful on how we do 

this…What is the greater good here? What are we really trying to do? And so we've had 

some situations where folks who wanted to do some finger-pointing, not that's not the 

purpose. 

 

Several respondents in described risks to the program around the potential for 

misinterpretation of the evaluation findings. An evaluator in the unit noted that there is a risk of 



  

108 
 

misinterpretation but can be staved off by ensuring the context is well understood. “You know, 

data can be misinterpreted. So I think it has to be used carefully and thoughtfully and understood 

and unique context. So that's always a risk, I guess.” 

A programmatic staffer brought their experience in deciphering the findings with 

recipients; the staffer echoes the need to understand the individual situation thoroughly.  

You have to be careful, of course, of how you interpret things, you shouldn't just interpret 

something and say, “Well their numbers have gone down because they're not working 

hard,” and that may not be the case…You have to know the whole story and that would 

be the only drawback would be misinterpretation of data. But if you do a good job of 

really delving in and figuring out what's going on, hopefully you can translate a lot of 

that information to other programs in other states [with] the same kind of program. 

 

These emergent challenges and barriers contribute additional richness to the story of each 

case. However, they should be considered with caution as they were only identified through 

probing and not through systematic questioning of each interviewee.  

The results from the seventeen interviews show alignment with the factors identified in 

the literature and illuminate a broad range of uses of evaluation data in the three cases. 

Additional factors and uses emerged during the interviews and several appeared across all three 

cases. Several challenges were revealed through probing that offer a contrasting view of the 

cases’ successes in using evaluation data and findings. A discussion of the meaning and 

implications for these results follows in Chapter 5.   
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V. Chapter 5: Discussion 

As described in earlier chapters, there appear to be rare units at CDC who are 

successfully putting their evaluation data and findings to use in the programs. Few CDC 

programs are able to routinely achieve the final step of the Framework for Program Evaluation 

which describes the dissemination and use of evaluation data and findings at the conclusion of 

the evaluation cycle. This study identified the ways that three exemplar cases are using their 

evaluation data and which factors documented in the literature were present in their unique units. 

This chapter discusses the interpretation of the findings, their bearing on the conceptual model 

presented in chapter three, and implications for CDC, federal agencies, and the field of 

evaluation.  

These case studies complement the other research conducted around the 20th anniversary 

of the Framework, as discussed in chapter 2. They offer a unique perspective on the facet of use 

of evaluation data and findings, in contrast to the other lanes of study that looked more broadly at 

the reach and impact of the Framework across CDC and beyond. Together the research begun to 

mark the anniversary help create a picture of the evolution of evaluation at the agency. This 

research, for the first time, shows how several units are having success with use. The findings are 

strong evidence that the factors outlined in the literature contribute to how these cases are able to 

use their evaluation data and findings and reveal additional factors at play in the CDC setting. 

The factors in the literature, and others this research identified, are relevant and manifest in 

programs that are successful in reaching step six of the Framework. The majority of the factors 

were corroborated across all three cases, adding strength and validity to the findings. 

This research demonstrates that there are units at CDC that are using common approaches 

to increase the use of evaluation data and findings – and that there is an opportunity for growth, 

even within these exemplars, as noted by the case study stakeholders. The research offers another 
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facet, learning from evaluation data and findings, in which a unit at any level of the agency can 

exercise operating as a learning organization. One area in particular stands out as ripe for 

progress, that of building evaluation capacity among users of evaluation data. These cases show 

described their efforts, both successes and work yet to do. There is an opening for CDC to 

increase evaluative thinking and advance strong evaluation practices in units across the agency. 

Leaders at CDC can capitalize on many units within it that function as learning organizations, 

gathering best and promising practices from their experiences, as this research highlights, and 

putting policies in place to institutionalize and aid learning from evaluation. Further, the findings 

in this research can open lines of discussion around how evaluation data can be used in evidence-

based decision-making; the types of uses uncovered in the exemplar cases can act as a 

springboard to conversations within a unit about how the data can be of value to program 

planning at micro and macro levels. The implementation of Foundations for Evidence-Based 

Policymaking Act can provide additional momentum to these efforts, as agencies across the 

federal government work to align with the Act’s mandates.  

With this tangible evidence and actionable recommendations, CDC leaders can take steps 

to leverage existing factors in their organizations and establish others to begin to increase the use 

of evaluation data and findings in their programs.  

A. Linkage with literature 

The constructs selected for this study were drawn from the aggregation of 30 years of 

literature by Alkin and King (2017). They organized the factors associated with the use of 

evaluation findings into four categories: user factors, evaluator factors, evaluation factors, and 

organizational/social context. In addition, the researcher, in consultation with Mr. Chapel, 

generated several additional constructs that they agreed may be at play in the CDC cases and 

worth exploring in the study. The constructs that were identified in the literature, and several that 



  

111 
 

were added from the researcher’s experience, were appropriate for this study because most of 

them bore out in the findings. The results from this study confirmed the validity of the four 

categories and most of the factors by demonstrating their presence in three CDC cases. The data 

analysis resulted in 25 factors that were present in the case studies. A description of those factors 

that appeared in the data (i), those that emerged in the analysis (ii), and those that did not have 

evidence in the data (iii) are described below.  

i. Factors present in the case studies 

As discussed in chapter 3, the conceptual model for this study incorporated 22 constructs 

as factors associated with successful use of evaluation data and findings. Of the 22 original 

factors, 20 bore out in the interview data. Three new sub-codes emerged in the data and were 

added to the list of factors. Twenty-two of the factors appeared in the data for all three cases. The 

presence of nearly all of the factors across the cases lends strength to the assertion that these 

factors are important to achieving evaluation use and are manifest in the CDC setting. 

Only one factor was associated with just two cases, the “maturity of program”. In cases A 

and C, they have been established for several funding cycles, 8 years and 29 years respectively. 

Case B was intended to only exist for a single funding cycle of 3 years. The length of operation 

of cases A and C likely allowed an opportunity for learning year over year to make 

improvements to the programs and gains in their ability to institutionalize the use of their 

evaluation findings. Case B was designed to be a short, single-cycle program – and respondents 

indicated that lessons were intentionally gathered and incorporated from the case B experience – 

but did not have the chance to use the evaluation findings in future iterations of the same case 

program.  
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iii. Factors that emerged during the analysis 

The three emergent factors appeared across all three cases. The consistency of the 

evidence suggests a strong finding that these factors should be considered among those essential 

for use of evaluation data in these CDC cases. The emergent factors also fit well within the four 

established categories from the literature. For example, one emergent finding included that the 

evaluation leaders made intentional efforts to hire evaluators with complementary skills and a 

passion for evaluation. This finding aligned with the category “Human: Evaluator” which 

describes the factors associated with evaluators who are successful at helping others use the 

evaluation findings. The intentional hiring factor fit within this category as it related the 

characteristics inherent in the evaluator, be she the evaluator or the evaluation lead responsible 

for staffing the team.  

iii. Factors without evidence in the case studies 

Two of the original constructs were not confirmed as they did not appear in any cases. 

The factors that did not appear in the interview were the organization’s “political climate” and 

the evaluator’s “political sensitivity”. Professional experience at CDC by the researcher would 

suggest that the political factors would influence the organizational context. However, these 

issues did not arise often in the conversations in relation to the use of evaluation data or findings, 

nor did the political savvy of the evaluator in navigating the climate of the organization. Probing 

specifically on these issues may yield different information in future research.  

These confirmations, additions, and removals resulted in a final list of 25 factors that are 

associated with successful evaluation use in the CDC case studies. The homogeneity of the 

factors across the three cases strongly suggests that these factors are critical to the cases’ ability 

to use their evaluation data. The findings from the case studies reveal the breadth of the 
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facilitators that made it possible for their units to learn from their evaluation data and use it 

improve their programs.  

B. Bearing on frameworks 

The conceptual framework that guided this research was adapted from the visualization 

of the interaction between categories of factors proposed by Peck and Gorzalski in 2009. The 

findings from this study suggest that the framework is a valuable conceptualization of the factors 

present in the three cases. The framework has been modified to reflect the additional factors that 

emerged in the secondary analysis and striking of two factors that did not bear out in the 

findings. See Appendix F for the revised conceptual framework. The current model is a valuable 

starting place for CDC to understand the factors found in these three cases, and likely present in 

any CDC unit that is having success using their evaluation data.  

The results of this research also have implications for CDC’s Framework for Program 

Evaluation, the anniversary of which was the catalyst for this research. This study focused on 

step six, the dissemination and use of evaluation data and findings, but, as discussed in chapter 1, 

the steps are interrelated. As the work progresses between steps in the evaluation cycle, 

sometimes moving back and forth, so too would the influence and importance of the 25 factors 

revealed in this research ebb and flow. Professional experience would suggest that the majority, 

if not all the factors, have relevance to each step of the Framework. Any progress that a CDC 

unit makes toward establishing or strengthening the factors is likely to have positive effects on 

their ability to apply the Framework, conduct evaluations, and use the resulting data and 

findings.  

C. Interpretation of findings  

This secondary analysis revealed the common elements of three cases at CDC who are 

successful at using evaluation findings in their units. The results of the study shed light on the 
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ways that the cases use their evaluation data and the factors that seem to be meaningful in their 

success. Two research questions, and two sub-questions, were used to guide this inquiry. A 

discussion of the findings are organized by the research questions below.  

i. Types of use 

The first line of inquiry sought to answer the research questions, what are the ways that 

program evaluation data and findings are used in the exemplar CDC unit? and How do the CDC 

unit’s uses align with the four types of evaluation data use, instrumental, conceptual, 

enlightenment, and persuasive/symbolic? 

Respondents from each unit noted a variety of uses spanning three of the four categories 

identified in the literature. The data from the three units reveal that many uses are shared across 

the cases. This may suggest that the ways these CDC units employ evaluation findings have 

evolved to become standardized in the program, being commonplace and usual activities. For 

example, the interviewees’ response pointed to routine use of evaluation data to test the 

effectiveness of program interventions and determine if the activity was continued, modified, or 

ended.  

The interviews also revealed additional ways that individual cases used their evaluation 

data. These emergent uses for evaluation data included several that were common among two or 

three of the cases. One example is the manifest finding that all of the cases used evaluation data 

to improve and focus technical assistance to recipients. Respondents in each of the cases 

explained how the evaluation findings shaped the unit’s approach to supporting recipients. 

However, several emergent uses were noted only by a single case, such as one noted by a 

respondent who stated that they used the evaluation findings to determine recipient training 

needs. The presence of a type of use in a single case does not necessarily mean that the other 

cases did not experience that use. It is possible that, if asked, the other cases would concur that 
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the evaluation findings were used in that way. Respondents did not mention any uses that could 

be categorized as persuasive or symbolic. The perception of this type of use is often negative 

which may have discouraged respondents from mentioning such uses. However, respondents 

were asked if there were negative consequences to using their unit’s evaluation findings, thereby 

providing an opportunity to disclose deleterious types of use or its effects.  

ii. Factors associated with use 

The second avenue of this research focused on answering the questions, what factors 

enable and hinder the use of program evaluation data and findings in the exemplar CDC unit? 

How are the four categories of factors, organizational/social context, user, evaluator, and 

evaluation, exhibited in the unit?  

As with the types of use, the three cases’ respondents described many similar elements 

that contributed to the units’ success in using their evaluation findings. The consistent 

appearance of the individual factors across the three cases strengthens the argument that these 

factors are essential to the successful use of evaluation findings. It also confirms the applicability 

of the factors as identified in the literature to the CDC setting. The commonalities between the 

three cases, which are diverse in many characteristics yet share their success at using their 

evaluation findings, suggests similarities among other units at CDC who are making intermediate 

strides toward successful use of evaluation findings. The intersections of types of use and factors 

associated with use were not clear in this data; the topics of discussion in the interviews were 

distinct and had limited overlap. However, this is an area ripe for future exploration to assess the 

linkages between the types of use and the factors and the strength of the connections.  

iii. Application for audiences 

The researcher sought to increase the transferability of the findings through thick 

descriptions of the contexts for each case study. This aim was weaved into case selection; the 
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researcher and the evaluation advisory committee sought diverse case study sites representing a 

wider variety of characteristics that may aid audiences in applying the findings to their settings.  

Case study units. The case study units that were involved in this research were provided a 

unique perspective on their program’s functioning around the use of their evaluation data. In 

reading the results, the key stakeholders shared that they were gratified to learn that their 

programmatic colleagues saw the benefits of using the evaluation findings. The results confirmed 

that their efforts were contributing to the use of the evaluation findings and leading to 

improvements in the program. The cross-case findings highlighted the value of certain efforts, 

such as the quality of the communication of evaluation findings and the critical dependence on 

trust between evaluators and users, in making customary the use of the findings by leadership 

and programmatic staff. The case study stakeholders may use this information to continue 

positive processes and institutionalizing those that appear particularly valuable. Further, those 

involved in the case studies may replicate the findings in other projects or programs in the unit. 

Indeed, one of emergent factors that was uncovered expressed how learning from the evaluation 

findings spread to other programs.  

Other CDC units. Another purpose of this research was to elevate across CDC effective 

practices that are leading to the use of evaluation data and findings. Through dissemination of the 

results of this study, and particularly, the key factors, CDC units may glean insights into the 

ways the case study sites found success and be spurred to put in place some of the factors. As 

noted earlier, the potential for other units to adapt and apply the case study sites’ approaches 

influenced the selection of the sites so that others at CDC may find similarities with the cases 

and be encouraged to adopt and adapt their approaches.  

CDC leadership. Leaders in PPEO and the Office of the Director may gain awareness of 

the factors and approaches the case study sites used. Ideally, this study promotes the use of 
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evaluation findings and established the issue as a priority for advancing evaluation use and 

performance measurement at the agency, especially in light of the new legislation mandating 

increased use of evidence in decision-making. Leaders may use the results of this research to 

adapt and applying similar efforts in the programs. For example, PPEO may coach a program to 

adopt a tailored approach described in the case studies during their consultation on evaluation 

design and implementation. In addition, this research may lead PPEO and other leaders at the 

agency to prioritize to additional research and initiatives to further evaluation at CDC and 

throughout public health.  

Evaluation leaders beyond CDC. The primary audience for this research was leadership 

within CDC; this is partly due to restrictions on federal research stemming from OMB 

Paperwork Reduction Act which, for this study, limits the generalizability of knowledge. 

However, there were potential benefits from the findings from these case studies that extend 

beyond CDC. The results from this research may reach to other public health organizations in 

two ways. First, other CDC programs may implement some of the promising practices identified 

in this study and require funding recipients to participate in new approaches to using evaluation 

data. In turn, recipients may find value in the approaches and adopt them for use in other, non-

CDC funded programs within their organization. Second, public health organizations may be 

exposed to the findings from this research through dissemination efforts (e.g., conference 

presentations, publications), potentially leading to tailoring and adoptions of the lessons learned 

and promising practices revealed in the results.  

In addition, insights from this research may contribute to the federal conversation around 

institutionalizing evaluation, particularly as the Foundations for Evidence-Based Policymaking 

Act is implemented. Lessons learned and promising practices from the experience of these three 

CDC units may inform programs at other federal agencies. The factors identified may add to 
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models aiming to increase evidence-based decision making in public health. These findings may 

also contribute to larger conversations about building a culture of evidence-based decision 

making throughout the field of evaluation.  

iv. Limitations 

Strengths-based approach. Limitations in these case studies may have stemmed from the 

research’s design. The study used a strengths-based approach, influenced by the appreciative 

inquiry methodology. In particular, the interview guide focused on aspects of the case study that 

demonstrated success or strengths in using evaluation findings. While this approach was useful 

in the context of CDC, it can have disadvantages such as suppressing weaknesses and curtailing 

discussion of challenges that need addressing. However, skillful facilitation can mitigate these 

effects. In this study, respondents tended to report on positive experiences and facilitators of use. 

Additionally, the interview guide included one question on potential negative effects of using 

evaluation data. The researcher made efforts to probe on areas of weakness, obstacles or failures 

when it was alluded to by the respondent. In allowing for these issues emerge, the interviews 

surfaced a few challenges but also reinforced and clarified how the case’s staff overcame 

challenges. There may have been additional challenges and barriers present that were not 

surfaced using this approach.  

Unconfirmed factors. For the two factors regarding the political climate and sensitivity to 

political issues that were not confirmed in the case study data, several reasons may explain their 

absence. First, the issues surrounding the factors may not have been sufficiently explored in the 

case study interviews. Second, there may have been sensitivity by respondents in discussing the 

presence, or lack, of the factors in their CDC unit. The researcher did not identify any 

contradictory information in the case study data, which may point to either strong homogeneity 

among the factors that underpin the cases’ successes or shortcomings within the interview guide. 
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The lack of specific questions in the guide may have discouraged a discussion of differing or 

contradictory issues. 

Generalizability. An additional issue inherent in case study research is the limit to which 

the information gleaned from single, in-depth examination can be generalized. The unique 

environment and culture of CDC compounds the challenge to generalize the findings; however, 

thick descriptions of the cases’ contexts and diversity among the cases aids in transferability of 

the findings for non-CDC audiences. The presence of uses and factors in three cases helps to 

bolster the validity of the results but caution must still be used in applying the findings more 

broadly. In addition, as noted earlier, the nature of the interviews did not allow for co-occurrence 

analyses because of limited overlap in the discussion topics and codes. Future research that 

examines the linkages between types of use and factors, and the strength of the connections, 

would be valuable.  

D. Practice and Research Implications  

i. Influencing practice: Making findings actionable 

Because the focus of this study was to highlight the factors present in programs excelling 

at evaluation data use, the researcher and key stakeholders from each case study unit were 

committed to making the findings of this study useful and accessible. Engagement with the 

evaluation advisory committee will continue to get feedback and guidance on efforts to shift 

practice toward more use of evaluation data. The researcher and the three case study stakeholders 

will continue to collaborate on translating the findings into materials, engaging evaluation 

groups, and encouraging changes in practice within their professional networks. Below are two 

examples of these efforts; they remain in flux and will evolve with additional feedback from 

stakeholders.  
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Example 1: Key factors across cases. The researcher and case study stakeholders 

recognized that the full report of the findings is lengthy and the list of factors that contributed to 

their success could be overwhelming to a reader who sought to improve the use of evaluation 

data in their units. As described in chapter III, the researcher and one key stakeholder from each 

case study unit conducted a final phase of the secondary analysis to begin to develop a succinct 

list of factors that were agreed to be the most critical in their cases’ success at using evaluation 

data. The below draft list was determined by a process of ordering, inclusion, and exclusion 

through iterative rounds of ranking and deliberation between the researcher and the three case 

study stakeholders. Feedback from the evaluation advisory committee will be incorporated in 

time, which may result in changes to the list. This information may be disseminated via a variety 

of methods, e.g., a one-pager distributed at a workshop.  

Table VII. Draft key factors associated with using evaluation findings from three CDC cases, in 

no particular order.  

FACTOR 

CATEGORY 

FACTOR 

Organizational 

 

Leadership buy-in  

Organizational: Culture of program improvement 

Adequate staff expertise  

User Trust in evaluator/evaluation 

Evaluator Commitment to facilitating and stimulating use 

Evaluation 

 

Communication quality 

Timeliness 

Inclusion of evaluation in program planning 

 

The rationale for this list of key factors focused on the group’s concurrence that these are 

the levers necessary to create an environment favorable to achieving the use of evaluation 

findings. The group aims to produce a concise list that will empower readers to use the factors 

and encourage them to incorporate the lessons learned into their own work. As noted earlier, the 

factors are interconnected and prove difficult to segregate from one another. For units hoping to 
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increase their use of evaluation findings, this means that several factors must be leveraged or 

improved upon before change may occur. They expand on a foundation of factors that likely 

must be in place to have a strong evaluation underway. Indeed, these factors must be built upon a 

foundation of a credible, adequately funded evaluation conducted by credible evaluators who 

foster strong relationships with their leadership and programmatic colleagues. While this ranking 

of factors was not a quantitative component of the original study, the professional expertise 

provided by the case study stakeholders lend credence to the list. Much work is needed to 

solidify the list, including incorporating the insights of the evaluation advisory committee. 

Example 2: Intersection of findings on types of use and factors associated with use. This 

study has revealed the interrelated nature of the types of use and the factors associated with use. 

During discussions with the case study stakeholders and PPEO, the group agreed that the factors 

identified in this research are strongly interrelated. It would be difficult to isolate a single factor 

and associate it with a particular use because of the interconnected nature of the influences the 

factors have on the unit and the people in it. Each category of type of use is affected by many 

factors. However, there is an alignment of the audiences and types of uses that can inferred. 

Using professional judgement in consultation with the case study stakeholders, the researcher 

conducted an assessment of the mostly likely uses of evaluation data and findings by audience.  
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Figure 11. Draft alignment of types of use by audience 

This assessment can be a useful reference for leaders in each audience to home in on 

particular uses as a starting point for increasing the use of evaluation data. Future examination 

that dives deeper into the intersections between types of use and factors associated with use at 
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bolstered by the confirmation of the factors in not one but three case studies. CDC units can 

apply these findings with confidence that they are strongly suggestive that these 25 factors are 

essential in any program that uses their evaluation findings successfully.  

This study’s findings can guide CDC units that seek to increase their programs’ use of 

evaluation data and findings can begin with the list of key factors. This list may prove a useful 

starting place to consider where they might leverage existing strengths. An internal assessment, 

using the key factors or the full list of factors, is a recommend first action. The factors offer a 

framework for examining different facets of the organization’s and its staff’s gaps and 

opportunities. In addition, the types of use can catalyze conversations within the unit about how 

evaluation data is currently being used and where opportunities exist. The appreciative inquiry 

approach used in these case studies may also be a useful model for CDC units to begin to 

capitalize on strengths first and ease into a deeper look at challenges and areas for growth among 

the factors and ways to use their evaluation data.  

With CDC recipients. CDC units may also extend these findings to their interactions with 

other organizations. The uses and factors can be used collaboratively with recipients to increase 

their use of evaluation findings. In turn, recipients may adapt new ways of feeding evaluation 

data into other programs in the organization. For example, a CDC unit may begin to establish a 

regular cadence of rapid cycle of reviewing evaluation data with a health department who 

receives CDC funding, akin to the practice outlined in Case A’s narrative. The health department 

may find value in the new processes, shortening the time from data collection to seeing trends in 

the program’s effects. These successes may lead the health department to adopt similar processes 

in another division of the health department.  

In government agencies and beyond. The results from this research can impact the 

practices of organizations beyond those with direct contact with CDC. Other government 
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agencies are in the throes of implementing parts of the Foundations for Evidence-Based 

Policymaking Act. The findings from this research can inform their attempts to use evaluation 

data to influence policy creation. These findings can also add a new facet to the conversations 

about building a culture of evidence-based decision making throughout the government. 

Academia, foundations, and others in the field of evaluation may be exposed to the findings from 

this research at conferences and through publications. This study contributes a recent 

examination of the factors in the literature at play in three real-world cases, and a first 

examination of this kind at CDC. The emergent findings from this study should be considered in 

revised models aiming to increase evidence-based decision making in public health.  

iii. Dissemination 

Plans for dissemination span print, web, and presentations with an aim of creating 

concise and accessible materials that are relevant for the audiences. Since this research was 

conducted in the setting of a government agency, the researcher seeks to share the information in 

as many ways as possible in the spirit of public service and a commitment to sharing knowledge 

freely. The researcher plans to create 1-pager materials on each case that will be posted and 

promoted on the CDC website. A quick start guide summarizing the key factors with examples 

will also be created. A full report excerpted from this dissertation and tailored for a public 

audience will also be disseminated on the web and possibly through email distribution lists. An 

interactive workshop for CDC units may be possible in the coming year. To share these findings 

across the field of evaluation, the researcher intends to publish a practice-focused article 

summarizing the findings of the case studies, authored with the case study stakeholders. Lastly, 

these findings will be presented at evaluation conferences, such as the American Evaluation 

Association’s annual meeting, which reach broader audiences than public health and government 

agencies. 
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iv. Future research 

This study established a set of factors, and types of uses, from which additional research 

could be developed. Several lines of inquiry could extend the findings from this study. First, it 

would enhance these findings to explore the barriers that suppress the use of evaluation findings. 

A converse view of the factors may also aid CDC units by focusing their efforts on both shoring 

up facilitators and dismantling barriers to using their evaluation findings. Next, an exploration of 

the interactions between the factors would be valuable to understand how they affect one another 

and uncover where CDC units should focus to maximize the impact of limited resources. Finally, 

as touched on in chapter 1, evidence-based decision making is a natural extension of this 

research. Evidence-based decision making is largely unexplored at CDC. Additional study could 

explore how evidence-based decision-making manifests in programs that successfully use their 

evaluation findings, as well as those who do not.  

E. Conclusion  

This research provided important insights into the use of evaluation CDC. The three case 

studies shed light on the factors at play in their successful use of their evaluation data and 

findings. In this first foray into three CDC units’ inner workings, the facilitators of their success 

and the ways they are using their evaluation data were uncovered, along with several challenges. 

This research set the stage for more research on use at CDC including the interaction of the 

factors and how they influence the types of use. Ideally, the results from the case studies 

stimulated thinking and encouraged new and invigorated use of evaluation findings across CDC. 

The findings may also add to federal government conversations about increasing the use of 

evaluation data to inform evidence-based decision making.  The case studies may also spark 

renewed interest in how organizations of all kinds can increase their use of evaluation data and 

findings to improve their efforts. 
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Appendix A. Environmental Scan of Current Evaluation Practices at CDC 

An environmental scan was conducted to get a sense of the issues around using 

evaluation findings at CDC. I gathered inputs from formal interviews and informal discussions, 

using both systematic and ad hoc approaches, beginning with a structured examination and then 

allowing discovery and new questions to lead to me sources. During the conversations, I drew 

from the tools of Creative Interchange and reflective listening (Sobell and Sobell, 2008), 

including confirmed paraphrasing to advance discussion, voicing drawbacks and positives, using 

metaphors, and asking “wish” questions to probe on the ideal state and reveal desired change 

(Moten Marshall, 2016). Because I work for and was inquiring about CDC with individuals who 

are funded by or have relationships with the organization, it was especially important to bear in 

mind the principles of responding in creative interchange: “to see and hear what actually is being 

communicated prior to any interpreting, assigning of meaning or evaluating” (Palmgren2016). I 

recognize that my affiliation with the organization may color how interviewees responded, so I 

sought to listen carefully to their words but also possible subtext, create a safe space for candor, 

and allow the conversation to flow toward topics they raised within reason.  

I conducted eight interviews with individuals including several who were currently or 

previously funded by CDC and responsible for developing and implementing evaluations to meet 

funding requirements, as well as those who were charged with awarding CDC funding and 

managing recipient evaluations. Themes emerged from the interviews that provided insights on 

the challenges to effectively using evaluation findings. As previously discussed, there is growing 

pressure to demonstrate in the reporting substantial progress toward outcomes. Recipients and 

funders in this environmental scan corroborated this from their experience. They expressed the 

feeling that evaluations are driven by the requirements of the funder rather than by the needs of 

the research or program. They noted that the rigidity in evaluation requirements and the intense 
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focus on showing improvement in outcome metrics to the detriment of foundation-building steps 

in program development and implementation. This leads to curtailed and narrow evaluations that 

collect limited data, often weighted toward demonstrating outcome successes. 

If funding recipients are tasked with collecting evaluation data that only shows progress 

on long-term outcomes, they are less able to capture progress on the critical, foundation-building 

work measured in short- and mid-range indicators. Several individuals indicated frustration and 

bewilderment at what CDC does with all of the data they collect from recipients; evaluation 

findings are not disseminated or not shared in ways that are useful to recipients. Interviewees on 

both sides of the funding process also noted that the structures of grants further impede the 

effectiveness of the public health programs they seek to support, e.g., the short timeframe for the 

funding (i.e., 3-5 years); the bureaucratic processes for dispersing and using the funds; and 

unsustainable funding in any single area, or uncertainty if it will be funded again. 
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Appendix B. Measurement Table 

 

CONSTRUCT AND DEFINITION  DATA COLLECTED CODES, SUB-CODES DATA ANALYSIS  

RESEARCH QUESTION 1. What are the ways that program evaluation data and findings are used in the exemplar CDC unit? 1a. How do the CDC 

unit’s uses align with the four types of evaluation data use, instrumental, conceptual, enlightenment, and persuasive/symbolic? 

Instrumental use describes a use that modifies 

the object of the evaluation, the evaluand (Rich, 

1977; Shulha and Cousins, 1997; Greene, 1998). 

This is often the most direct and visible outcome 

of evaluation use. This form of evaluation use 

can inform evidence-based decision making.  

 

Conceptual use leads to new understanding of 

the program (Rich, 1977; Weiss, 1979). It often 

includes process use, knowledge gained during 

the practice of the evaluation (Kirkhart, 2000). 

Process use can often be an unanticipated but 

beneficial consequence of stakeholder 

involvement in evaluation by growing 

evaluative thinking among users (Patton 1997, 

2003).  

 

Enlightenment use characterizes utilizations 

that adds knowledge to the field, allowing for 

use by anyone not just those engaged in the 

original evaluation (Weiss, 1979).  

 

Document review 

Key informant 

interviews 

Relevant interview 

question: 9  

 

Make changes to 

existing program 

activities 

Continue or end the 

program 

Scale-up the 

program 

Change funding 

allocation 

Make staffing 

decisions 

Inform professional 

development 

Fulfill 

accountability to 

stakeholders (latent 

and manifest 

finding) 

Emergent*: 

Improve and focus 

Data collected: Document review, key informant 

interviews 

Document analysis: use constructs to identify 

key information in reports, notes, and other 

materials and gather themes. 

Interviews: use constructs to guide deductive 

coding for thematic analysis in Microsoft Excel. 

Add emergent codes and analyze co-occurring 

codes.  

Conduct within-case and cross-case analysis. 
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CONSTRUCT AND DEFINITION  DATA COLLECTED CODES, SUB-CODES DATA ANALYSIS  

Persuasive or symbolic use has debated 

meanings, often negative in connotation, 

including demonstrating that program values 

accountability or legitimizing foregone 

decisions with no sincere intention of using the 

evaluation findings (Leviton and Hughes, 1981; 

Greene, 1998; Weiss, 1998; Henry, 2000; Alkin 

and Taut, 2003; American Evaluation 

Association, 2008).  

 

technical assistance 

to recipients 

Emergent: 

Determine recipient 

training needs 

Emergent: Change 

evaluation strategies 

or performance 

measures 

Emergent: Improve 

evaluation data 

reporting  

RESEARCH QUESTION 2. What factors enable and hinder the use of program evaluation data and findings in the exemplar CDC unit? 2a. How are 

the four categories of factors, organizational/social context, user, evaluator, and evaluation, exhibited in the unit? 

Organizational/Social Context Factors  

Organizational/social context factors refer to the 

environment in which the program operates that 

impacts the use of evaluation findings. In the 

CDC setting, these factors must account for the 

complexity of the organization and the political 

pressures and external forces that influence its 

programs. Well-functioning knowledge 

exchange systems must exist in the organization 

to allow information flow to and from the 

relevant stakeholders to facilitate learning. 

Several other factors affect the organizational 

ability to use evaluation findings at CDC, 

including the presence of leadership buy-in, a 

Document review 

Key informant 

interviews 

Relevant interview 

questions: 4, 5, 6, 

16, 17, 18, 19, 20  

 

Leadership buy-in 

Culture of program 

improvement 

Structure of program 

and evaluation 

Adequate staff 

expertise  

Functional 

knowledge 

exchange 

Maturity of program  

Political climate 

Data collected: Document review, key 

informant interviews 

Document analysis: use constructs to identify 

key information in reports, notes, and other 

materials and gather themes. 

Interviews: use constructs to guide deductive 

coding for thematic analysis in Microsoft Excel. 

Add emergent codes and analyze co-occurring 

codes.  

Conduct within-case and cross-case analysis. 
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CONSTRUCT AND DEFINITION  DATA COLLECTED CODES, SUB-CODES DATA ANALYSIS  

culture of organizational learning and support 

for program improvement, and a co-located 

structure of program & evaluation teams within 

the CDC unit. 

Emergent: Data-

driven culture 

Human Factors: User  

User factors refers to the factors affecting those 

who use the evaluation findings. The personal 

factor in this category accounts for the users’ 

commitment or receptiveness to the evaluation 

and if they “care” about the evaluation’s 

findings. Use of evaluation findings is also 

influenced by the users’ trust in the evaluator 

and the evaluation.  

Document review 

Key informant 

interviews 

Relevant interview 

questions: 1, 2, 5, 6, 

7, 13, 17, 18, 21, 22 

 

Information needs 

Personal factor 

Trust in evaluator, 

evaluation  

Commitment/ 

receptiveness to the 

evaluation 

 

Document analysis: use constructs to identify 

key information in reports, notes, and other 

materials and gather themes. 

Interviews: use constructs to guide deductive 

coding for thematic analysis in Microsoft Excel. 

Add emergent codes and analyze co-occurring 

codes.  

Conduct within-case and cross-case analysis. 

Human Factors: Evaluator  

Evaluator factors describes the characteristics 

and actions of the individual planning, 

conducting, analyzing, and sharing the results of 

the evaluation. The evaluator demonstrates 

interpersonal skills in which she/he shows a 

commitment to facilitating and stimulating use 

of the evaluation findings, as well as good 

working relationships with users. This category 

also encompasses the need for sensitivity to 

political pressures that may influence use of 

evaluation and findings. 

Document review 

Key informant 

interviews 

Relevant interview 

questions: 5, 6, 8, 

11, 12, 15, 16 

 

Interpersonal skills 

Commitment to 

facilitating and 

stimulating use 

Credibility  

Good working 

relationships 

Political sensitivity 

Emergent: 

Intentional hiring for 

skills and fit 

Document analysis: use constructs to identify 

key information in reports, notes, and other 

materials and gather themes. 

Interviews: use constructs to guide deductive 

coding for thematic analysis in Microsoft Excel. 

Add emergent codes and analyze co-occurring 

codes.  

Conduct within-case and cross-case analysis. 

 

Evaluation Factors  

Evaluation factors focus on the evaluation itself. 

Use of evaluation findings is associated with 

quality and credible evaluations and the 

Document review 

Key informant 

interviews 

Quality and 

credibility  

Document analysis: use constructs to identify 

key information in reports, notes, and other 

materials and gather themes. 
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CONSTRUCT AND DEFINITION  DATA COLLECTED CODES, SUB-CODES DATA ANALYSIS  

resulting information must be relevant, 

legitimate, and accessible by the user. 

Communication is a key element, as it must be 

clear, comprehensible and timely. The 

evaluation and the findings must be aligned with 

decision-maker expectations and provide value 

to the decision-making process. Adequate 

funding to support an appropriate evaluation as 

well as resources (human and programmatic) to 

share and learn from evaluation findings may 

also be a key factor in this category. 

Relevant interview 

questions: 8, 9, 10, 

11, 12, 13, 14, 15 

 

Communication 

quality 

Findings congruent 

with expectations 

and of value to 

decision making 

Relevant, legitimate, 

and accessible 

Adequate funding  

Timeliness 

Emergent: Inclusion 

of evaluation in 

program planning 

Interviews: use constructs to guide deductive 

coding for thematic analysis in Microsoft Excel. 

Add emergent codes and analyze co-occurring 

codes.  

Conduct within-case and cross-case analysis. 
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Appendix C. Key Informant Interview Guide 

 

Case studies in program evaluation: Using program evaluation data  

KEY INFORMANT INTERVIEW GUIDE 

 

INTERVIEWEE:        DATE: 

 

INTRODUCTION 

Good morning/afternoon/evening. Thank you for participating in this discussion of the ways your 

program is using program evaluation data and findings. [If not previous acquainted] My name is 

Amanda McWhorter and I will facilitate our discussion today. Let me begin with a bit of 

background about the goals of today’s interview.  

I’m working with the Program Performance and Evaluation Office, PPEO, to look more closely 

at a few programs at CDC that are having success using their program evaluation data and 

findings to make changes to their programs. Your program was identified as one that is having 

success at using your data and findings so we are conducting a case study to understand the 

factors that have played a role in your effective approach.  

This interview will last about 60 minutes. Your participation is voluntary, and you do not have to 

answer any question that you do not feel comfortable answering. There are no right or wrong 

answers. If you do not want to be identified in the information from this interview, in parts or in 

its entirety, you can let me know now or at any time while we are talking. If you do not request 

anonymity, you may be identified by your role (e.g., programmatic staff, evaluation staff, 

leadership) in the case narrative, findings, or attributed quotes. You can change your mind about 

anonymity at any time. 

I would like to record our conversation today simply to ensure the accuracy of the information. 

The recording and transcripts will not be shared with PPEO and will be deleted at the end of the 

study. I will keep both the recording files and transcripts in a secure location. If you request 

anonymity, the recording and transcripts will be de-identified. I’ve got three yes or no questions 

to capture your consent. 

• Do you agree to proceed with this interview? Yes or No 

• Do I have your permission to record our discussion? Yes or No 

• Do you agree to be identified by role? Yes or No 

Great. Thank you. Do you have any questions before we begin? 

 

QUESTIONS  

[Inform participants of the program within their CDC unit that is the focus of this case study. 

Ask them to respond to the questions as they pertain to that program and to specifically let me 

know if they are referring to a larger or different program at any time during the conversation.] 

 



  

 
148 

Participant information 

1. What is your role in the [case study program]? What are your key responsibilities? 

2. How long have you been in this role? 

[Review concepts for this study: program, evaluation, data, and use. Emphasize breadth of 

definitions and for the participant to think broadly.] 

 

Let’s dive right into the program and evaluation, and how you’ve used the data from the 

program. Here’s what I know about the program and the evaluation: [Summarize the basics] 

 

3. Is there anything I missed about the main elements of the program and the evaluation? 

[If needed, probe as a continued warm-up: Stakeholders, key population, major 

challenges, CDC’s role, history, evidence-base for program?] 

a. How do you define program evaluation? What does that mean to you?  

[If needed, probe: Is it just program data? Does it mean looking at the data for 

some specific purpose or something else?]  

4. How do you think people feel about learning from evaluation [branch, division, Center]?  

[If needed, probe: What are the prevailing attitudes here toward evaluation as a 

learning tool?] 

5. What are the facilitators to learning from evaluation in this [branch, division, Center]? 

6. What are the barriers to learning from evaluation here?  

7. Give me a look-ahead: What’s the most significant thing you learned from the evaluation 

of this program?  

a. What did that lead to, what changed because of it? 

Let’s move to talk about specifics and some examples of how the program used their evaluation 

data to inform decisions or changes.  

 

8. How were data, findings, and recommendations disseminated in this program? 

a. To whom were they disseminated? Internally, recipients, others? 

9. I’m going to go through a quick list of some ways the findings could have been used. 

Please think broadly about how findings were put to use and what changes came about 

from that. Were the program’s evaluation findings used to— 

a.  Make changes to existing program activities? 

b.  Continue or end the program? 

c.  Scale-up the program?  

d.  Make changes in the way funding is allocated?  

e.  Make decisions about staffing (e.g., hiring)?  

f.  Inform professional development?  
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g.  Develop best practices?  

h.  Make changes in program support structures? 

i.  Provide feedback to program implementers or recipients?  

j.  Influence the way people thought about evaluation? 

k.  Some other use? 

 

Please give me a few examples of how that worked here. [Refer back to these examples as 

needed.] 

 

Let’s talk about the conditions that were necessary to be able to use the data to make changes to 

the program.  

10. How long have you been using the evaluation data in this way? 

11. What are the main facilitators to using the program’s data and findings? 

12. What are some barriers to using the information that you and the program surmounted?  

a. Are there any that are still a challenge? 

13. What do you see as the benefits to using the program’s evaluation data?  

b. Do you perceive any drawbacks or negative consequences? 

14. What have been the biggest effects, or impact, of using evaluation data in this program? 

c. What areas of the program are most successful in using program data? 

d. What areas of the program could use the data more effectively?  

[If needed, rephrase: Where is it still a challenge to use the data? Where do 

opportunities exist?] 

15. What were the keys to your success, so to speak? What would you say the program 

definitely needs to repeat when it comes to using their data? What should it do 

differently? 

16. What kind of activities do you engage in with [evaluation or program]? How do you 

work together?  

e. How would you characterize the relationship between evaluation and program? 

17. What role do [branch, division, center] leaders play in your work? How does 

[she/he/they] impact or influence the use of program evaluation data? 

f. How much do you think [she/he/they] understand the program’s evaluation and 

data? How much do they value it? 

18. Is there a champion of using the program’s data that makes it all possible? If yes, what 

does she/he do to be considered a champion of its use? 

 

Let’s touch on the structure of evaluation and program in this [branch, division, or center]. 

19. Is the evaluation and program work separated or joint?  
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20. How does the structure of evaluation and program here influence or affect how 

evaluation data gets used?  

[If needed, expound: By structure I mean aspects like how evaluation and program are 

organized, integrated or separated, and how they work together.] 

a. What are the advantages and disadvantages? 

 

21. What have been the biggest lessons learned for you? [Keep open; allow for exploration.] 

22. What would you like to see the program do next in this area? Where do opportunities 

exist?  

23. Do you have anything else to add that we haven’t touched on? 

 

Closing  

That was my last question. Do you have any questions for us?  

Thank you for your time and valuable insights about your program. You are helping us paint a 

picture of evaluation use here at CDC, and hopefully help others model or adapt this program’s 

approach in their own to increase use of their evaluation data. You can anticipate the findings 

from this evaluation to be shared on CDC’s Evaluation Day which will take place in September 

and I’ll circle back to your program [POC] with the final materials. If you have any further 

questions, please contact me anytime. 

 

### 
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Appendix D. Stakeholder Facilitated Discussion Guide 

 

Case studies in program evaluation: Using program evaluation data  

STAKEHOLDER FACILITATED DISCUSSION  

 

INVITEES:        DATE: 

Case Study A POC 

Case Study B POC 

Case Study C POC 

Tom Chapel, CDC Chief Evaluation Officer, Program Performance and Evaluation Office 

Dan Kidder, Monitoring and Evaluation Team Lead, Program Performance and Evaluation 

Office 

 

 

PURPOSE: Get participants’ feedback on the topline findings and the case study experience 

using a modified ORID approach as a method of validation. 

 

DISCUSSION AGENDA **draft questions, need paring down** 

• Explain purpose of today’s discussion and use of ORID  

• Recap aims of the case studies 

• Walk-through topline findings 

• Facilitate discussion 

Objective: Facts, Data, Senses  

• What caught your attention in the experience of participating in the case studies? Why? 

• Which comments, ideas, or words caught your attention in the findings? Why?  

• What were the key points in the document that stood out to you? Why? 

• Do you see any significant gaps in the information? What would you add?  

Reflective: Reactions, Heart, Feelings  

• How did the experience of these case studies affect you?  

• What was the collective mood of the group involved? How did they react to the case 

study process?  

• What resonates with you about the findings? 

• Where are you really clear? Where are you confused or concerned? 

• Where is more work needed around using evaluation findings at CDC? 

• What seems the most critical? 

• What are you most doubtful about? 
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• What inspires you or gives you hope? 

 

 

Interpretative: So What?  

• What was your key insight from the experience and the findings?  

• What was the most meaningful aspect of this activity?  

• What can you conclude from this experience?  

• What have you learned from this experience?  

• How does this relate to any theories, models and/or other concepts?  

• What are the values we are holding here? 

• What does this mean for CDC? 

• What does this mean for the broader field of evaluation?  

• What new vantage point has this given us? 

• What difference will it make? 

• What would you say lies underneath these issues? 

• What other things do we need to consider? 

• What kind of decisions do we need to make as a group? 

• How could this improve evidence-based decision making at CDC? 

• What is being recommended here? 

• What questions did this raise for you? 

• What insights are beginning to emerge? 

• What kinds of changes will we need to make? 

 

Decision: Now What?  

• How has this experience and the findings changed your thinking?  

• What is the significance of these findings to your work?  

• What, if anything, will you do differently because of this experience and the findings?  

• What are these themes really about? 

• What does this mean for CDC? What about the public health evaluation more broadly? 

• How could these findings influence evidence-based decision making? 

• If we did this again, what would we change? 

• What applications or ideas has this project triggered for you? 

 

### 

 
Adapted from Hogan, C. (2003). Practical facilitation: A toolkit of techniques. London: Kogan Page, and 

The Institute of Cultural Affairs, ToP Group Facilitation Methods: Focused Conversation
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Appendix E. Codebook 

 

CODE DEFINITION SUB-CODE DEFINITION 

Instrumental use  

 

Defined as a use that 

modifies the object of the 

evaluation, the evaluand. 

This is often the most direct 

and visible outcome of 

evaluation use. This form of 

evaluation use can inform 

evidence-based decision 

making. (Greene, 1998; 

Rich, 1977; Shulha and 

Cousins, 1997) 

Make changes to existing 

program activities 

Defined as changes in approach, strategies or 

interventions in a CDC-funded public health 

program. 

Continue or end the 

program 

Defined as decisions made that extend or stop a 

CDC-funded public health program. 

Scale-up the program Defined as decisions that expand a CDC-funded 

public health program beyond an initial, often 

pilot, phase. 

Change funding 

allocation 

Defined as changes to the way funding is 

distributed or apportioned to funding recipients 

and within a CDC department. 

Make staffing decisions Defined as decisions on how human resources 

are funded and allocated. 

Inform professional 

development 

Defined as decisions to determine needs for and 

strategies to improve the skills of CDC staff. 

Emergent: Change 

evaluation strategies or 

performance measures 

Defined as changes to the design of the 

evaluation especially in regard to the evaluation 

approach and measurement. 
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CODE DEFINITION SUB-CODE DEFINITION 

Emergent: Improve and 

focus technical assistance 

to recipients 

Defined as changes to the guidance, support, and 

direction to funding recipients. 

Emergent: Improve 

evaluation data reporting  

Defined as changes to the communication and 

dissemination of the evaluation data and findings. 

Emergent: Determine 

recipient training needs 

Defined as decisions to determine needs for and 

strategies to improve the skills of funding 

recipients. 

Conceptual use  

 

 

 

 

Defined as a use that leads 

to new understanding of the 

program It often includes 

process use, knowledge 

gained during the practice 

of the evaluation. Process 

use can often be an 

unanticipated but beneficial 

consequence of stakeholder 

involvement in evaluation 

by growing evaluative 

thinking among users. 

(Kirkhart, 2000; Rich, 

1977; Patton 1997; 2003; 

Weiss, 1979) 

Change program support 

structures 

Defined as the operational or organizational 

policies, resources, and processes that support the 

operation of a CDC-funded public health 

program. 

Provide feedback to 

recipients 

Defined as the processes for providing input and 

responses to funding recipients. 

Influence the way people 

thought about evaluation 

Defined as the effects of altering how individuals 

perceived the evaluation and the resulting data 

and findings. 

Emergent: Mitigate risk 

to the program 

Defined as the ability to lessen the potential 

threats to a CDC-funded public health program. 

Emergent: Influence 

approach to other 

programs  

Defined as the effects of changing the strategy or 

operation of a CDC-funded public health 

program. 
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CODE DEFINITION SUB-CODE DEFINITION 

Enlightenment use Defined as a use that adds 

knowledge to the field, 

allowing for use by anyone 

not just those engaged in 

the original evaluation. 

(Weiss, 1979) 

Develop best or 

promising practices 

Defined as the act of summarizing evidence and 

creating recommendations that elevate effective 

practices in a public health program. 

Publish and present Defined as the act of disseminating evaluation 

data and findings. 

Emergent: Model 

effective working 

relationship between 

evaluation and 

programmatic teams 

Defined as demonstrating positive interaction 

and connections between two key groups in a 

typical CDC unit, evaluation and programmatic 

staff. 

Persuasive or symbolic 

use  

 

Definition of this use has 

debated meanings, often 

negative in connotation, 

including demonstrating 

that program values 

accountability or 

legitimizing foregone 

decisions with no sincere 

intention of using the 

evaluation findings. 

(American Evaluation 

Association, 2008; Alkin 

and Taut, 2003; Greene, 

1998; Henry, 2000; Leviton 

and Hughes, 1981; Weiss, 

1998) 

None identified n/a 



  

 
156 

CODE DEFINITION SUB-CODE DEFINITION 

Organizational/Social 

Context Factors  

 

Defined as the environment 

in which the program 

operates that impacts the 

use of evaluation findings. 

In the CDC setting, these 

factors must account for the 

complexity of the 

organization and the 

political pressures and 

external forces that 

influence its programs. 

(Alkin and King, 2017; 

Alkin, Daillak, and White, 

1979; Johnson et al, 2009; 

Patton, 2001) 

Leadership buy-in Defined as the positive engagement and 

commitment to the use of evaluation data and 

findings by individuals in authority roles. 

Culture of program 

improvement 

Defined as the organizational beliefs, values, and 

ways of working that encourages and expects 

individuals to continually monitor and improve 

the organization’s performance. 

Structure of program 

and evaluation 

Defined as the organizational configuration of 

two keys groups in a typical CDC unit, 

evaluation and programmatic staff. 

Adequate staff expertise  Defined as the skills and experience of an 

organization’s evaluation and programmatic staff 

to understand and use evaluation data and 

finding. 

Functional knowledge 

exchange 

Defined as the existence of spaces and processes 

that allow individuals to process new 

information, develop ideas, and share 

information in a way that facilitates learning. 

Maturity of program  Defined as the age and development of a CDC-

funded public health program. 

Political climate Defined as the prevalent mood and opinions in 

the organization, potentially influenced by 

governmental or agency pressures, especially as 

they pertain the use of evaluation data and 

findings. 
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CODE DEFINITION SUB-CODE DEFINITION 

Emergent: Data-driven 

culture 

Mentions of how relying on data has affected the 

program structure, relationship with evaluation, 

and/or the system for program monitoring.  

Human Factors: User  

 

Defined as those who are 

the intended users or actual 

users the evaluation 

findings. In the CDC 

setting, users of evaluation 

findings commonly include 

programmatic staff such as 

project officers, evaluators, 

and leaders. (Alkin and 

King, 2017; Alkin, Daillak, 

and White, 1979; Cousins 

and Leithwood, 1986; 

Johnson et al, 2009; Patton, 

1977) 

Information needs Defined as the needs of the individual seeking or 

receiving evaluation information, especially in 

regard to meaning, implications, and actions 

inferred from the data and findings. 

Personal factor  

 

Defined as the individual’s attitudes toward and 

previous experience with evaluation. 

Trust in 

evaluator/evaluation 

Defined as the belief in the truth, ability, and 

reliability of the evaluator and the evaluation. 

Commitment / 

receptiveness to the 

evaluation 

Defined as the individual’s openness and 

dedication to participating in and using the data 

and findings from the evaluation. 

Human Factors: 

Evaluator  

 

Defined as the 

characteristics and actions 

of the individual planning, 

conducting, analyzing, and 

sharing the results of the 

evaluation. In the CDC 

setting, the evaluation may 

be designed and conducted 

by a single individual or a 

team of evaluation staff. 

Interpersonal skills Defined as the professional soft skills that 

necessary in the evaluator to build connections 

and trust with users of the evaluation. 

Commitment to 

facilitating and 

stimulating use 

Defined as the inherent motivation to seek 

information, improve evaluation efforts, and 

continue successfully applying evaluation 

strategies. 

Credibility  Defined as characteristics of the evaluator 

relating to training, experience, and expertise to 
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CODE DEFINITION SUB-CODE DEFINITION 

(Alkin and King, 2017; 

Johnson et al, 2009; King 

and Stevahn, 2013) 

 

design, conduct, analyze, and use the evaluation 

data. 

Good working 

relationships 

Defined as the ability to foster positive and 

functional connections with colleagues, 

especially as it pertains to the evaluation and the 

use of evaluation data and findings. 

Political sensitivity Defined as savvy in navigating political issues 

that surround the evaluation and the use of 

evaluation data and findings. 

Emergent: Intentional 

hiring for skills and fit 

Defined as the purposeful effort in identifying 

evaluation team needs and seeking individuals 

who contribute complementary expertise, 

diversity in experience and background, and soft 

skills. 

Evaluation Factors  

 

Defined by references to the 

evaluation itself. (Alkin and 

King, 2017; Alkin, 

Kosecoff, Fitzgibbon, and 

Seligman, 1974; 

Contandriopoulos, Lemire, 

Denis, and Tremblay, 2010; 

Cousins and Leithwood, 

1986; Shulha and Cousins, 

1997) 

Quality and credibility 

of evaluation 

Defined as the utility, value, and evidence-based 

design, and ethical, unbiased and professional, 

administration.  

Communication quality Defined as the utility, value, and design, and 

dissemination of information about the 

evaluation, especially data and findings. 

Findings congruent with 

expectations and of 

value to decision 

making 

Defined as the utility, importance, and 

significance of the evaluation data and findings 

to inform users. 
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CODE DEFINITION SUB-CODE DEFINITION 

Relevant, legitimate, 

and accessible 

Defined as the characteristics of the evaluation 

that ensure it produces meaningful, authentic, 

and available data and findings for users. 

Adequate funding  Defined as the allocation of sufficient resources 

to design, conduct, analyze, and disseminate an 

effective evaluation. 

Timeliness Defined as the delivery of evaluation data and 

findings with promptness and aligned with 

decision-making timing. 

Emergent: Inclusion of 

evaluation in program 

planning  

Defined as the involvement of evaluators and 

evaluation in the early stages and throughout 

planning and development of a CDC-funded 

public health program. 

Barriers Defined as challenges 

(overcome or remaining) 

that hinder the use of 

evaluation data and 

findings. 

 

Emergent: Limited 

evaluation capacity  

Defined as the lack of ability of users to 

understand and put to use evaluation data and 

findings. 

Emergent: Competing 

demands  

Defined as the simultaneous requirements on the 

time and attention of users of evaluation data and 

findings. 

Emergent: Unrealistic 

expectations  

Defined as the lack of engagement or 

understanding of the limitations of the evaluation 

that lead to impractical or uninformed requests of 

the evaluation data and findings. 

Negative effects Defined as adverse 

consequences stemming 

Emergent: Risks to the 

program from 

Defined as threats to a CDC-funded public health 

program stemming from intentional or 
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CODE DEFINITION SUB-CODE DEFINITION 

from the use of evaluation 

data and findings. 

misinterpretation or 

misuse  

unintentional misunderstanding or 

misapplication of the evaluation data and 

findings. 
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Appendix F. Revised Conceptual Framework, reflecting 25 factors revealed in the three CDC case studies 
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Appendix H. Detailed themes by case 

 

Case A: Snapshot of Themes 

Four themes that contributed to the unit’s success at using the program evaluation data 

and findings include— 

 

1. Integrating evaluation at the beginning and throughout the program promoted consistent 

evaluation use. This infused evaluative thinking throughout the program and built internal 

evaluation capacity. 

 

2. The culture of the Case A program embraced evaluation. Characteristics of the team that 

promoted a culture of evaluation use included— 

• A strong relationship between program and evaluation 

• Supportive leaders who championed evaluation use 

• Open-minded individuals who welcomed evaluation capacity building 

• Demonstrated willingness to receive and apply feedback 

 

3. Facilitating trust between CDC and recipients was important for collecting evaluation 

data and engaging recipients with evaluation findings. 

 

4. Evaluators possessed traits which helped to demonstrate evaluation utility and promote 

evaluation accessibility, including evaluation expertise, preparation, proactivity, and 

processing information quickly and identifying potential solutions. 

 

Detailed findings and supporting evidence 

Finding 1: Integrating evaluation at the beginning and throughout the program 

1a. Integrating evaluation at the beginning 

The Case A team intentionally incorporated evaluation at the outset of program 

development; the evaluator served as a member of the development team. Having the evaluator 

involved from the beginning allowed for evaluation methods and evaluative thinking to be 

weaved throughout the development and implementation of the Case A program. This resulted in 

the program collecting the desired data from the recipients from the start of the project.  

• This early engagement of evaluation resulted in at least two effects: Collecting better data 

from the beginning of the project period, saving valuable time during the project period 

(in three ways: strategically considering data needs and metrics in the program design, 

being able to articulate the evaluation to recipients early, and providing them with well-

designed data collection tools), and allowing for programmatic or recipient issues to be 

identified sooner.  

o One project officer stated, “The key component [to evaluation use] is having 

evaluation expertise involved in the project design. Having [the evaluator’s] 
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expertise involved in informing the writing of the funding opportunity is critical. 

So that involvement on the front end and not an afterthought is probably the most 

critical piece. Oftentimes, there are projects where there [are] questions asked in 

the aftermath… and these projects are not designed properly to capture that 

information. That's why I think the most critical piece is that early involvement (of 

evaluators) as the project is being designed.” 

 

• Integrating evaluation into the Case A model from the beginning also facilitated the 

preparation of program monitoring tools for recipients prior to the project 

commencement. A Case A evaluator described how “creating all of the data collection 

instruments ahead of time and giving those to people” was essential to the success of 

Case A. Integrating evaluation at the beginning helped to set clear expectations of project 

goals and requirements for ongoing program documentation and reporting. The 

preparation of data collection tools and templates at the beginning of the project further 

ensured that both internal CDC members and external recipients had a clear 

understanding of necessary data reporting measures.  

1b. Inclusion of evaluation throughout the program 

• The Case A team intentionally incorporated evaluation throughout the program cycle. 

Evaluators were not perceived as ancillary staff to be consulted only for evaluation 

specific tasks. Instead, evaluators were an asset to the Case A team; they were included in 

nearly all decision-making processes as well as in routine meetings with recipients, 

project officers, and leadership staff.   

• Much of the intentional inclusion of evaluation stemmed from having an evaluator that 

demonstrated the utility of evaluative thinking. Interviewees repeatedly praised having an 

evaluator that could process information quickly, conceptualize the program functions, 

and simplify program complexities to address potential challenges. Because of the wide 

applicability of these skills, members of the Case A team felt more inclined to include the 

evaluator in all aspects of the project. The resulting incorporation of evaluation impacted 

the program in the following ways: 1) the internal Case A team improved their provision 

of programmatic technical assistance to recipients; and 2) the capacity of recipients to 

engage in evaluation data collection improved through intentional CDC efforts to make 

evaluation more accessible. 

• The Case A program also included evaluators on monthly check-in calls with recipients 

and allotted a section of the call for discussing evaluation-specific updates. Project 

officers described their increased “appreciation for the evaluation component” and stated 

that they now understood the importance of “asking the right questions with recipients.” 

One project officer described the calls as “an opportunity [to] intervene early or raise 

questions”. As demonstrated through these calls, evaluation was not relegated only to the 

evaluator. Project officers also began embracing evaluative thinking to improve the 

project.  
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• The evaluator at Case A was intuitive and receptive to recipient needs; she willingly 

created tools for data collection and established an open line of communication with 

recipients to voice any challenges. One project officer stated, “The evaluator’s expertise 

and experience has provided an increasing amount of contact with the recipients. [She 

provides] guidance, design[s] tools and provide[s] those tools to the recipients to help 

them better capture certain measurable goals within the project.” Infusing evaluation 

through the creation and dissemination of tools helped build the recipient capacity to 

engage in evaluation efforts that would be used for program improvement. 

• Whether developing data collection tools to assist recipients in evaluation or modeling 

the importance of asking questions to fully understand a program challenge, the evaluator 

on the Case A team consistently demonstrated evaluation as an important and accessible 

approach that can be used to improve funded projects.   

Finding 2: Team culture integrates evaluation and promotes evaluation use  

The Case A team consisted of an evaluator, an evaluation fellow, two project officers, 

and a leader. Together they formed a tightly knit, collaborative group that met regularly to, 

among other issues, discuss evaluation findings and trends emerging from the data. Respondents 

noted the relationship was built upon a culture of “open-mindedness” and “mutual 

understanding”. Some characteristics of the team culture include mutual respect between 

evaluators and project officers, regular communication, easily accessible evaluators, supportive 

leadership, and openness to feedback.  

2a. The strong relationship between program and evaluation  

Respondents viewed the relationship between program and evaluation as an important 

factor in cultivating a team culture that values evaluation. The normalized presence of and 

exposure to evaluators reduced any intimidation and friction in the programmatic and evaluation 

relationship. A culture of collaboration, open-mindedness, and open communication flourished 

in the unit. These factors allowed for a working environment where project officers and 

evaluators felt encouraged to collaboratively collect and use accurate program evaluation data.   

• The working relationship between evaluators and project officers at Case A was viewed 

as a collaborative effort founded on mutual respect. In context of an evaluator-program 

officer relationship, valuing unique skillsets and perspectives can serve as a mechanism 

for motivating and encouraging collaboration. 

 

o “There's mutual respect. I think that project officers value what I do and I 

certainly value what they do and the experiences that they have. For one of the 

first times in my career, I feel like I'm being respected as an expert...It makes me 

want to work even harder on this project.” 

• The collaborative work environment also resulted from an open line of communication 

and feedback between project officers, evaluators, and leadership staff. Within Case A, 
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evaluation was not a task limited to evaluators. The team cultivated a culture where 

feedback from both programmatic and evaluation members was essential for advancing 

the program and its evaluation. Both evaluators and project officers recognized the 

complementary nature of their roles, which helped to foster a relationship of mutual 

respect and collaboration. Some notable quotes describing the nature of this relationship 

include: 

o “Project officers are all taking on evaluation and they will give feedback about 

evaluation... So it's not just the evaluator giving feedback on the evaluation items; 

the [project officers] are involved in that.”  

o “[A project officer] is taking the initiative to make evaluation recommendations. 

Even on recipient calls, just seeing them grow with their evaluator hats. That's 

what I want to see for them because I don't think you have to have the title of 

‘evaluator’ to do evaluation.”  

Further evidence suggests that working alongside one another contributes to this 

productive relationship.  

o “Evaluators started being amongst us. They're not like this external force that 

comes down and descends upon you. But [these were] your colleagues and 

peers...And I think what helps is that we have these evaluators present in our day 

to day encounters.” 

This reinforces a previous finding that the evaluator at Case A is seen as one of the team 

and suggests that facilitators of this collaborative relationship include the availability, 

approachability, and accessible presence of the evaluator.  

2b. Leaders who champion evaluation use  

Leadership support was an additional factor contributing to the successful use of evaluation 

data and findings in the Case A program. Having leadership model and emphasize the 

importance of evaluation data motivated the Case A team to utilize and strengthen their 

evaluation findings. This created a cyclical effect where providing data to leadership further 

justified the consistent collection and use of evaluation data.  

• Participants highlighted the role of leadership in shaping the culture surrounding program 

evaluation. According to respondents, if leaders value evaluation and promote an 

understanding of evaluation, other team members are more likely to echo this 

appreciation for evaluation.  

o “I think there's a culture that is open minded to evaluation. I think the 

understanding of the importance of evaluation is very clear and grounded. This 

comes from our associate director (leader)…So I think the culture is one where 
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we understand everything that we do. The data collected through evaluation is 

what justifies the continuation [of programmatic aspects].” 

• Leaders also used evaluation findings to justify continued funding of the program. The 

Case A leader ensured that decision-makers in the CDC division saw the successes of the 

program via the evaluation findings. When external funding for the program ended, the 

division allocated internal funds to continue Case A based on the strength of the 

evaluation evidence that the program was achieving its goals. Several notable quotes 

include: 

 

o “The division director ultimately makes the decision on funding applications 

within the division for various projects. And so for the past 11 years, the funding 

has been consistent, which is a demonstration of her level of support for what 

we're doing and how it's being carried out.”  

 

o “The division director is so compelled that she gave us the money, she found the 

money somewhere for the fourth recipient so that we can maintain our funding 

level.”  

2c. Knowledge management among leaders to facilitate timely evaluation use  

The Case A program demonstrated knowledge management and exchange processes that 

allowed evaluation data to be effectively shared. The unit made intentional efforts to disseminate 

evaluation findings with programmatic and division level leadership. Notably, prioritizing the 

sharing of information at the division scale, and specifically with leaders at multiple levels, 

helped to translate evaluation data into programmatic action. 

• The Case A team leveraged existing spaces where the team could share data and 

information with members of the division, including leaders at multiple levels. One 

example is a series of discussions called “learning hours’ that served as a way to “be 

transparent about what was happening with [Case A]” and presented an “opportunity to 

have a dialogue, pose questions [and] challenges, as well as learn [from the data],” (Case 

A Programmatic Staff). As one project officer described, having evaluation knowledge 

shared at a division scale helped to shape “the bigger picture.” This facilitated evaluation 

use since people could openly identify program obstacles and “identify opportunity to 

advance public health.”  

o “Our main champion is the associate director (Case A leader) ...she's always 

trying to get us to disseminate the findings. It was her idea for us to come up with 

a dissemination calendar or a dissemination table so that we can be very strategic 

about how we're disseminating the data and how we're using the data to change 

the program...Even the division director, she's the one who's always putting the 
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findings to the forefront and talking about how we're using the evaluation to make 

the program better. And at any chance, anybody who will listen to her, she would 

tell them that in [Case A], we've used these results to make the program better.”  

• The interaction between the Case A program lead and division director also contributed, 

in part, to the use of knowledge management as a tool to facilitate the use of evaluation 

data. Leadership support and use of evaluation findings appeared to be mutually 

reinforcing factors. As mentioned previously in finding 2-B, leaders who share an 

understanding of the utility of evaluation are important for creating a culture that is 

supportive of evaluation. However, it appears that sharing real time findings from 

evaluation strengthens that leadership support. This creates a cycle of motivation for the 

Case A team to continue presenting evaluation findings and maintaining leadership 

support.  

 

o “We don't have to fluff findings. We have real outcomes associated with this. And 

I think that makes the leader want to support it even more. [The leader] knows 

that it's a good project, but the fact that we're able to feed that quantitative side of 

her brain, I think that that helps as well.”  

2d. Cultivating an environment that fosters evaluation capacity building  

Members of the Case A team were also open-minded and willing to adapt their methods 

to improve the program. There was a clear expression of a desire to learn which has benefited 

how the Case A program applies previous lessons from each cycle. 

• In the Case A program, embracing evaluation was a two-step process in which leadership 

articulated the importance of evaluation and team members willingly accepted guidance 

to integrate evaluation methods into their work. Fostering a team culture that understands 

and appreciates the utility of evaluation required open-minded individuals who were 

willing to evolve their perceptions and understand the value of incorporating evaluation. 

Below are some examples of how the project officers’ perceptions regarding the 

importance of evaluation in Case A evolved:  

o “As a project officer [I] had a foundation and an understanding of evaluation. 

But that understanding has grown and I appreciate the evaluation component 

even more and the importance of it.”  

o “I want to know as much as I can…there's just so much out there to learn and this 

is why it's always been fun. Every time we do a new funding announcement, it's 

another opportunity to learn, another approach to learn, another way of doing 

things,”  
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• Members of the Case A team who were not expertly trained in evaluation demonstrated a 

willingness to learn and apply evaluative thinking to their work. This expands upon 

finding 2a. which highlighted the importance of not limiting evaluation only to 

evaluators.  

2e. Cultivating a team culture that is receptive to feedback 

The Case A team expressed a willingness to receive and apply feedback from evaluation 

findings. This desire for feedback stemmed partly from being open-minded and partly from the 

program’s roots in health equity. The Case A team used several methods to seek and apply 

feedback. These included more informal pathways of feedback through internal Case A meetings 

as well as placing a greater emphasis on qualitative data and requesting recipient feedback at the 

end of each program cycle.  

• Part of the reason individuals were so willing to receive feedback was a result of the 

program being rooted in health equity. Members of the Case A team described how the 

emphasis of health equity from leadership influenced their commitment to honoring the 

legacy of the program. Health equity became their purpose, which impacted how they 

contextualized the program and influenced their motivation to improve the program. The 

program’s roots in health equity justified the need for routine and timely feedback. 

o “We have a champion all the way from the top: the director. She's a huge 

proponent and (is) committed to addressing social determinants of health in at-

risk populations.”  

o “In the office of health equity, I think there is a culture that is open minded to the 

evaluation, and I think, the understanding of the importance of evaluation is very 

clear and grounded.”  

The commitment to reducing health disparities drove the Case A team members to seek 

real time updates. If evaluation findings demonstrated areas needing improvement, 

individuals were eager to know that information as soon as possible so appropriate 

changes could be made. 

• Several participants highlighted the importance of qualitative data. While evaluations of 

programs tend to be more quantitatively driven due to leadership requests and funding 

obligations, there was a common theme of understanding the narrative behind the 

numbers. Respondents were eager to know not only aspects of the program that worked 

and aspects that needed improvement, but also the reasons behind a project’s strengths 

and weaknesses. This allowed for targeted changes and timely program adaptations. 

• Another demonstration of openness to feedback occurred when participants described 

how they sought feedback from recipients at the end of each program cycle. By 
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welcoming and applying feedback from team members, recipients, and partners, the Case 

A program improved their provision of technical assistance and improved the use of 

evaluation data.  

Finding 3: Facilitating recipient trust to promote external evaluation use 

The Case A program funds capacity building efforts to reduce STD disparities through 

local-level organizations that work closely with the community. This required fostering trust and 

open communication with the recipients as well as the community partners. Recipients had to 

feel comfortable enough to provide accurate data, even if the data showed negative results, and 

CDC had to be skilled enough to address these challenges without penalizing the recipient. There 

also had to be a level of trust and confidence such that recipients felt empowered to use the 

evaluation findings and apply CDC recommendations to make improvements to the program.   

• Within the Case A program, recipients are accountable for building local relationships 

with community stakeholders, creating community advisory boards, using local resources 

to implement sustainable interventions, and evaluating the progress of these 

interventions. This type of work requires stable support from CDC officials and open 

communication. This means that recipients should not only feel comfortable sharing 

program strengths with CDC but should also feel confident enough to communicate 

challenges without fearing penalization.  

o “[In these meetings, recipients say], ‘I've never heard CDC say that before. I've 

never felt comfortable telling CDC I have a problem. I'm always scared that I'm 

going to lose NOFO funding.’ And we [say], ‘…this is very different than what 

you've experienced [before] and we hope that you see a lot more of this 

open[ness] and honest[y] in Case A.’ That's why it's called a cooperative 

agreement. We don't want people to feel like it's going to be punitive if they say 

something's not working.”   

• Respondents described how developing this level of trust relies on ensuring that 

recipients understand the utility of evaluation. Recipients may be more likely to 

communicate barriers to evaluation reporting and be more receptive to suggestions for 

improvement if they understand the rationale and benefits of the evaluation. One way that 

the Case A team was able to communicate this understanding and begin building trust 

was through an initial orientation session. At the beginning of each program cycle, all 

recipients and Case A internal team members met in-person for a recipient orientation. 

These orientations provided an opportunity for recipients to form relationships with other 

recipients and with the CDC team members. Meeting face-to-face also helped to 

humanize the work of Case A; through in-person interactions, recipients gained a real 

sense of the team’s dedication to health equity and their devotion to community 

empowerment principles. In these orientations, the Case A team also set clear 

expectations of recipients and developed an open line of communication and trust.  
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o “The trust that exists [is] established from the beginning of the project. With the 

recipients, they feel like they can trust [us] and they can come to us with anything 

or any of the [road] blocks that grantees face.”  

• Participants also highlighted the role of monthly check-in calls in building recipient trust 

and using evaluation findings. The frequency of communication between the Case A 

team and recipients facilitated a culture of trust such that recipients eventually felt 

comfortable enough to voice challenges. The importance of this open communication and 

trust on these calls is demonstrated by an instance where a community advisory board 

(CAB) identified a barrier to STD testing that was outside of the scope of “creative 

interventions and strategies” (Case A Programmatic Staff). 

o In Baltimore, the evaluation data demonstrated low STD testing rates at a 

particular clinic. The CAB recognized that youth were not going to this clinic 

because of the unappealing physical condition of the building. CAB members 

communicated this challenge to funded recipient and the recipient felt confident 

and empowered enough to share this challenge with the CDC Case A team. As 

described by a project officer, “painting the walls, making them bright, and 

putting pictures up to appeal [to the youth]” increased the number of individuals 

using the clinic services. This simple fix was possible because recipients felt 

confident enough to articulate this challenge to the internal CDC Case A team.  

Finding 4: Evaluator specific competencies and traits that promote evaluation use 

Respondents attributed the successful use of evaluation data, in part, to having an 

evaluator that was approachable, enthusiastic, well-versed in evaluation, and could process 

information quickly. The positive, honest, and open-minded personality of the evaluator allowed 

other individuals (internal Case A team members and recipients) to ask questions at any time, 

voice challenges, and provide feedback. The evaluator’s professional training in evaluation 

allowed her to accurately probe recipients on their progress and quickly develop tools to assist 

recipients in their data collection efforts. Overall, the evaluator saw her role as making 

evaluation less arduous; she represented evaluation in a way that emphasized utility and 

minimized burden. 

• Two important skills that promoted the use of evaluation findings were preparation and 

proactivity. Over each iteration of the program and through recipient feedback, evaluators 

identified common challenges with the Case A evaluation. Instead of waiting for 

recipients to communicate a challenge, evaluators anticipated areas that could be 

challenging for recipients. They prepared toolkits and handouts in advance that could be 

used to assist in program evaluation efforts. All of the available tools were stored in one 

place that was accessible by all evaluators, project officers, and recipients.  
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• Evaluators also demonstrated proactivity by taking on tasks that were time consuming for 

project officers or confusing to recipients. Doing so allowed users to see utility of 

evaluation instead of laboring to comprehend the findings. 

• Evaluators demonstrated an aptitude for processing information quickly. Whether 

assisting in understanding programmatic functions or providing feedback on certain 

measures, evaluators were able to grasp the fundamental issues that were at play in 

complex challenges. Evaluators could then transfer their understanding of the 

fundamentals into practical solutions or “tools” that made evaluation findings easy to 

read, understand, and apply. For example, an evaluator explained that “Evaluation does 

not have to be this arduous process that nobody wants to do...For me, it's about asking 

the right questions and really listening to them. Because if you're able to process it really 

quickly and show it to them, then they can see the value of it.” 

• The evaluator’s expertise in evaluation also contributed to the successful use of 

evaluation data in the Case A program. As referenced in finding 1b, the infusion of 

evaluative thinking into the program was important for understanding program findings 

and making programmatic changes based on those findings. Having a person with formal 

training in evaluation on the Case A team “provided an increasing amount of contact with 

recipients, guidance, [and] designing tools… which helped [recipients] better capture 

certain measurable goals within the project.” 
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Case B: Snapshot of Themes 

Five themes that contributed to the unit’s success at using the program evaluation data 

and findings include— 

 

1. The Case B program emphasized the importance of building internal evaluation capacity 

to improve the provision of technical assistance to recipients. 

 

2. To promote the use of evaluation data at the recipient level, recipients needed to 

understand that their efforts were valued and see evidence that the program incorporated 

their feedback. 

 

3. The use of knowledge management and exchange processes as a tool for program 

improvement required purposeful communication and succinct presentation of findings.  

 

4. The collaborative working relationship between program and evaluation cultivated a 

culture of inclusion, where evaluation was infused throughout the program and all staff 

applied evaluative thinking to their work. This was particularly germane in the joint 

efforts to develop new NOFOs. 

 

5. Evaluators possessed traits which helped to demonstrate evaluation utility and promote 

the accessibility of the evaluation including proactivity and preparation; demonstrating an 

evaluative thinking approach; and presenting evaluation finding in an accessible, easy-to-

navigate format. 

 

Detailed findings and supporting evidence 

Finding 1: Building internal capacity to promote the use of evaluation findings  

Respondents from the Case B case recognized the importance of building evaluation 

capacity internally. They shared an understanding that it was important that the Case B staff 

understood the utility of evaluation and had adequate resources to carry out the evaluation. This 

allowed evaluation to be integrated throughout the program and improved the provision of 

technical assistance to recipients.  

• Respondents emphasized the importance of “building capacity internally [in order] to build 

capacity externally.” After each program cycle, evaluation findings were not only used “to 

strengthen processes and activities from a program implementation perspective,” but were 

also used to improve programmatic and evaluation technical assistance internally. Some 

respondents indicated it was unreasonable to expect high quality data and improvements 

from recipients if the CDC team did not have the resources or knowledge to conduct the 

evaluation strategies.  

o “Most of our evaluation budget goes into evaluation TA [technical assistance] 

contract to help us with the evaluation, the division evaluation, NOFO evaluation 

strategy, and some deliverables…This is all evaluation; it's everything from contract 

staff to ORISE fellows. Again, building the capacity internally so that we can build a 

capacity externally.” 
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Finding 2: Building recipient trust and engagement with evaluation data 

Building trust with recipients was important for accurate data collection and application 

of evaluation findings. In Case B, recipient trust was developed by providing multiple 

opportunities for recipient feedback and actively demonstrating the incorporation of that 

feedback.  

• According to programmatic and evaluation staff in Case B, recipients appreciated being 

engaged throughout the program cycle. “[The recipients] appreciated that we used lessons 

from [Case B] and engaged [recipients] from the beginning…they appreciated that they were 

heard,” (Case B Evaluator). As one evaluator explained, “You have to build that trust and 

[show] that we really do want their input and we really are incorporating it.” In Case B, 

recipients needed to understand that their efforts were valued. Having the recipients see 

program and reporting changes based on their feedback motivated their engagement with 

evaluation and helped to build trust with the Case B CDC teams.  

• The program structure of Case B enabled recipients to provide feedback on both program 

implementation and evaluation aspects at multiple points throughout the program cycle. One 

way in which recipients provided feedback was through peer learning groups. In these 

meetings, recipients would share information on topics that seemed confusing or would share 

tips on how to approach a certain performance metric. A partner organization also facilitated 

the “EEC (Epidemiology and Evaluation Collaborative) group “which consisted of 

recipients, evaluators, and surveillance staff. This group discussed “reporting 

requirements…implications for data collection…[and] implications for community 

engagement” (Case B Programmatic Staff). Through these types of groups, recipients were 

directly involved in specifying performance measures and refining the language for data 

collection. According to a program officer, this direct engagement with CDC allowed 

recipients to “feel like they have a vested interest in evaluation [since] they participated in 

shaping and framing that work.” By involving recipients in operationalizing evaluation, 

recipients developed a better understanding of the importance of program evaluation and felt 

motivated to engage with evaluation data.  

Finding 3: Information sharing that promotes evaluation use  

There were two primary pathways of information sharing that impacted the use of 

evaluation findings: communicating with recipients and partners to provide technical assistance 

and feedback, and communicating with other CDC teams, branches, and divisions to share 

evaluation findings. Respondents found that incorporating the following techniques increased the 

effectiveness of information sharing: using purposeful communication, providing timely 

responses and feedback, and creating succinct reports summarizing evaluation findings. 

3a. Using purposeful communication  

• The successful use of evaluation data in Case B was partly due to their ability to clearly 

communicate expectations with recipients. The Case B teams learned to be “granular” 

and “prescriptive” in all forms of communication with recipients, including “information 

toolkits” that were shared with recipients to assist in their evaluation efforts.  
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o One example of the purposeful approach to communicating evaluation data was 

described by a Case B evaluator: “For the evaluation approach document, we 

were really clear that we wanted equity at the front of that…We were very 

purposeful in making sure that folks could see that from a program perspective 

and from an evaluation perspective that we were really focused on health equity 

and we'd be focused on it throughout all of the work we were doing.” In this case, 

evaluators intentionally designed documents and other toolkits to ensure that 

recipients reported findings and interpreted those findings using a health equity 

lens.  

o Another Case B evaluator described the importance of designing evaluation tools 

to facilitate the collection of the data that could be used for program 

improvement: “[We think about] what products can we put together to help with 

implementation so that they have the right data to give us. How do we share this 

in a way that puts recipients in a position to be able to share data with us? So we 

did a lot of that front end [preparation], which to me walks the gray line between 

evaluation and program. Although probably leaning heavily towards program, we 

(evaluators) saw that as the way to collect better data. If you have better 

implementation, then you have better data collection.”  

 

3b. Facilitating evaluation use by creating a feedback loop with recipients 

• Project officers and evaluators also promoted evaluation use by providing timely 

feedback to recipients. Whenever recipients submitted performance measures or 

evaluation plans, evaluators worked diligently to return feedback quickly. This quick 

turnaround demonstrated the program’s commitment to giving feedback and aided the 

recipients’ desire to put needed changes into action quickly. 

• The timely provision of feedback also provided Case B program staff and evaluators with 

an idea of each recipient’s technical assistance needs. Doing so allowed project officers 

and evaluators to develop documents and other tools that could be used to improve the 

program strategies. 

o “For example, some recipients had more difficulty implementing things like the 

‘dual approach’. They had a difficult time thinking through how they would 

implement a strategy and then also how a sub-awardee is implementing that 

strategy… So we sent a couple of examples from the field and did some light case 

study work. Then we translated those into examples of how to implement the dual 

approach that other recipients [could also] use.” 

3c. Presenting evaluation findings in user-friendly formats 

• The Case B team also facilitated the use of evaluation findings by developing concise and 

appealing infographics that demonstrated recipient progress. Every year the evaluators 

developed a “snapshot of the findings for heart disease and stroke and for diabetes and 

for nutrition and physical activity. [These] one-pagers reported on the best [outcomes]” 
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and were sent to “recipients, policy team members, and sometimes Congressional 

leadership.” These snapshots benefitted recipients in two ways: recipients could monitor 

their progress against other recipients at annual benchmarks, and it illustrated how their 

evaluation efforts were being utilized to strengthen the program. The Case B team also 

welcomed using these snapshots as it provided them with a “big picture” and allowed 

them to easily summarize the program’s progress. Overall, these snapshots allowed users 

to quickly identify program strengths and potential weaknesses that could then be applied 

to inform future iterations of the program. 

• The use of evaluation findings was also demonstrated through “health impact 

statements.” Instead of submitting lengthy, final evaluation reports, recipients were 

required to submit health impact statements as a way to “tell the story” of their outcomes. 

It was “a short document that was able to answer the big questions from Congress.” 

Because of how succinct and accessible these statements were, “the recipients and 

leadership at the center were the most receptive to it.” It was a feasible and accessible 

approach to understanding the how the program achieved its outcomes and how the 

program used evaluation findings to guide the implementation of the program.  

Finding 4: Cultivating a culture of inclusion through a strong relationship between 

program and evaluation 

Evaluation use was in part attributable to the collaborative relationship between program 

and evaluation. This relationship was strategic and cultivated a culture that was supportive of 

evaluation. Leaders intentionally hired individuals with an appreciation for evaluation and with 

unique skillsets in order to build a well-rounded and complementary team. Placing Division for 

Heart Disease and Stroke Prevention programmatic staff and evaluators in close physical 

proximity also increased collaboration. Together these factors enhanced the communication 

quality between program and evaluation and normalized the culture surrounding evaluation use.   

• The Case B team demonstrated mutual respect for different skillsets. Respondents 

understood the importance of having both programmatic and evaluation staff working 

together on a program. Valuing the unique skillsets that both project officers and 

evaluators contributed was important for forming a collaborative and respectful working 

relationship.  

 

o “From a programmatic perspective, we know we can't document the successes we 

have in an organized or standardized fashion without working closely with the 

evaluation team. [They help us] to make sure that we're getting those 

performance measures and we're identifying proxy measures to track specific 

strategies and programmatic implementation.”  

• In Case B, project officers and evaluators recognized a degree of overlap between their 

roles. This was in part due to project officers recognizing the importance of evaluation. 

These factors facilitated an open line of communication between the two teams. 

o “I feel like we have enough interactions, engagements, both planned and on the 

fly that I feel like we know a lot about what the other is doing to make sure that 
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we're all working towards the same outcome. So to me, programming and 

evaluation really needs to speak to the programmatic implementation, sort of 

looking at approved activities and strategies as well as making sure those 

activities and strategies can speak to the performance measures to get us all to 

the outcomes.”  

• The evaluation leader intentionally hired individuals “who shared a passion for 

evaluation” and filled a skill or strength gap on the team. The strategic hiring process 

facilitated a culture of mutual respect and allowed evaluation to be integrated throughout 

the program. The intentional hiring of individuals with a desire to incorporate evaluation 

into their work combined with the physical accessibility of DHDSP  evaluators 

cultivated a work environment that thrived on the unique skillsets of its team members 

and ingrained an evaluative mindset across the team. 

• The open communication and collaboration encouraged project officers and evaluators to 

take on tasks outside of their designated roles. Neither team limited themselves to strictly 

providing feedback on program implementation or evaluation. Both roles developed a 

“strong working relationship” where they could “communicate very openly, frequently, 

and frankly”. 

o “Both sides really needed to be looking at both things and not just siloing it off to 

somebody else…Recently, states are in the process of submitting evaluation 

performance measure plans. Theoretically that's the domain of the evaluators 

primarily. But there's also been discussion of does the project officer need to look 

at that (evaluation performance measure plans) and make sure that this is linking 

up with the work plan so there's not a disconnect.”  

• Program and evaluation efforts were also viewed as complementary approaches 

necessary for the improvement of the Case B program. Any changes to the program 

needed to be informed by both evaluation and programmatic perspectives. One program 

officer described how the team used “the information garnered from previous NOFOs to 

strengthen [and] home in on the strategic implementation of the program aspects, while 

keeping in mind the full outcomes to ensure performance measures spoke to those 

strategies and activities.” This not only demonstrates the intertwined nature of program 

and evaluation in program improvement, but also demonstrates that evaluation capacity 

was not an afterthought. Improvements to the program were tied to ongoing evaluation 

efforts. 

• The open line of communication and collaboration between program and evaluation 

normalized the input from both program and evaluation staff in decisions, tools, or 

deliverables. This kept their collaboration and integration in the “forefront” and increased 

“buy-in” from leadership.  

• Physical proximity also facilitated a strong working relationship between program and 

evaluation. Working on the same floor allowed relationships to form organically. Project 

officers and evaluators were less intimidated by one another and felt comfortable 

approaching one another informally. This helped to normalize the daily presence of 
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evaluators and cultivate a strong working relationship between program and evaluation 

staff.  

Finding 5: Evaluator traits that promoted evaluation use 

In Case B, evaluators considered themselves to be a facilitator of data use; they directly 

engaged with program consultants and recipients to encourage evaluation use as a tool to 

improve the program. Evaluators consistently demonstrated positivity and proactivity. Having an 

evaluator that was action-oriented, approachable, proactive, and motivated to make evaluation 

more accessible was important in creating relationships where recipients and project officers 

could openly ask questions and communicate challenges.  

• Evaluators saw their role as encouraging both project officers and recipients to engage 

with evaluation as a mechanism for program improvement. The evaluators’ job was to 

ensure recipients were meeting the objectives of the program and that they had the data to 

support their progress. One leader described how even in a situation where a recipient 

was experiencing many challenges, the evaluator “was so professional in how she 

handled it.” Instead of devolving into a negative response, the evaluator responded with 

“we’ll figure it out and get it done.” The consistent display of professionalism and 

encouragement was important in building recipient trust and establishing an open line of 

communication.  

• Case B evaluators were also proactive in creating evaluation tools and disseminating 

evaluation findings to show recipient progress. Evaluators wanted finding reports to be 

practical, useful, and informative. Evaluators worked to create reporting documents that 

clarified the evaluation process and simplified the reporting measures. Even when 

presenting findings from recipient reports, evaluators worked to condense performance 

measurements into formats that allowed users to quickly gather relevant information on 

program level progress. 

• Evaluators were also skilled at processing information quickly. They were receptive to 

the needs of recipients and worked quickly to address technical assistance needs. One 

evaluator described an instance were recipients had trouble implementing a dual 

approach strategy. As noted earlier, the evaluators conducted short case studies and 

translated the findings into examples for recipient use.  
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Case C: Snapshot of Themes 

 

Five themes that contributed to the unit’s success at using the program evaluation data 

and findings include— 

 

1. The organizational culture of the Case C unit contributed to the institutionalization of 

evaluation use, notably supported by the program’s Congressional mandate and data 

driven leadership. The culture of program improvement is fueled by evaluation data-

driven quality improvement cycles. 

 

2. The Case C programs prioritized the presentation of data as a mechanism for ensuring the 

use of data. By using a data visualization platform, programmatic staff came to view 

evaluation data as a tool for advancing their work with recipients.  

 

3. Purposeful, focused communication was used to build the CDC’s internal capacity for 

evaluation. 

 

4. Having program and evaluation in the same branch fostered a relationship where both 

roles understood the benefits of collaboration.  

 

5. Evaluators possessed the qualities which helped to demonstrate evaluation utility and 

promote evaluation accessibility including the willingness to take on tasks in order to 

ease the workload of project officers (called program consultants in the Case C unit), the 

ability to present findings from evaluation data in an accessible, easy-to-navigate format, 

and fostering a learning environment that allowed program consultants to become 

comfortable using data visualization dashboards in their interactions with recipients. 

 

Detailed findings and supporting evidence 

Finding 1: Evaluation use facilitated by a data driven culture 

Expectations from Congress and division leadership facilitated the use of evaluation 

through Case C program. Because these programs are congressionally mandated to some degree, 

they are required to submit clear outcomes that demonstrate increases in Case Crates and 

diagnostic and treatment services. The program’s structure combined with the leadership’s push 

for a data-informed work environment, facilitated the ongoing use of evaluation data.  

• The Case C unit is comprised of two high profile efforts that are well-funded and 

have access to adequate resources. The breast and cervical screening component is a 

congressionally mandated program, and the colorectal screening component receives 

congressionally specified funding.  The high visibility of the program creates pressure 

to demonstrate significant health outcomes. Members of the Case C teams expressed 

how the expectation to present “good data” and “stable outcomes” motivated “high 

quality evaluation” efforts.  

• The Case C programs focus on increasing screening rates and treatment services. 

Assessing the effectiveness of these program required maintaining a comprehensive 

database that accurately recorded patient level information from electronic health 
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records as well as broader health system and clinic level indicators. The large datasets 

and intensive data analyses, coupled with the Congressional expectations, contributed 

to the emphasis on data use throughout the division.   

• The importance of data to the division leadership also encouraged the timely use of 

evaluation findings.  

o We have leadership who values data, who understands data, and 

understand(s) the evaluation. [The leadership] understand the importance of 

asking the right questions, getting the right data and that the information is 

getting out in a timely manner so that we can use it.”  

Another program consultant went on to say that having this support “from the top is kind 

of like an expectation” and helps to “shape the culture” of data use. Anytime that an 

individual approached the director “with concepts, ideas, or changes in direction, the 

director expected data to back that up.” Within these programs, the leadership played an 

important role in modeling how, when, and why evaluation data should be used. This set 

the tone for how everyone in the division, not just the evaluator, should be using data to 

enhance their work.  

Finding 2: Data visualization increased evaluation data use  

Evaluators of the Case C programs prioritized the use of interactive data visualization 

techniques. Using platforms such as Tableau increased the accessibility of the database; program 

consultants could easily compare screening rates at the recipient level and could offer more 

targeted technical assistance based on areas of concern demonstrated by the data. This 

encouraged the ongoing use of data, reduced the burden associated with tracking real-time 

progress, and empowered program consultants to use data to inform their technical assistance. 

• There was an intentional effort in the Case C programs to promote ongoing use of the 

available database to monitor progress and identify areas of concern early in the project 

period. The available dataset for these programs was large and could be intimidating to 

staff that were unfamiliar with the methods to make sense of raw data. One program 

officer stated, “Data presentation is key. It doesn't matter how wonderful your evaluation 

team and your data [are] if you can't figure out how to present it in a way that people 

can readily use it.” The recognition of this issue led to the utilization of new tools to 

improve data presentation.  

• Transferring databases from Excel to a more interactive data visualization platform 

empowered program consultants to use evaluation data. The unit began using Tableau, an 

innovative and more interactive platform, which facilitated increased engagement with 

the data. Respondents described Tableau as a “game changer” that “drove program 

performance.” Users could easily view and compare progress at the recipient level and 

apply this information to improve technical assistance. During scheduled check-in calls 

with recipients, project officers could easily access information regarding their current 

progress and identify areas needing improvement.  
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o “When the data got put into Tableau, it was just at my fingertips and in a format 

where I can see it…It was just so data-friendly.”  

o “I think the biggest benefit is that you can really see what works and what does 

not work…sometimes it's the data itself and sometimes it's the way you were 

trying to get the data- - but [the dashboard] eliminates those problems very 

quickly…It makes it much easier to say, okay, this is not working. We need to do 

these things instead.”  

Although there were some delays in getting all team members to adjust to using these 

dashboards, having data available in a format where users can toggle between different 

indicators and gather real-time updates empowered program consultants to use data 

regularly when interacting with recipients.  

• Overall, the dashboard eliminated some of the burden associated with having to gather 

updates through raw data. By transferring data to a more user-friendly dashboard, project 

officers and evaluators were able to use real-time data to monitor and improve funded 

projects. Some notable quotes regarding the dashboards and its impact on evaluation use 

include: 

o “I really think a huge driver of performance is going to be the development of 

these dashboards for the clinic data. [It will impact] the QI (quality improvement) 

cycle with the grantee, the program consultant, and the technical consultant to 

look in a focused way at their data, [and] make action plans for how you're going 

to improve.” 

• The Case C unit improved the accessibility of data through these dashboards by hiring 

data contracting services to process the data. This ensured the credibility of the data and 

reduced the programmatic burden associated with data use. Because programmatic and 

evaluation staff did not have to spend as much time cleaning the data, they could allocate 

more of their time to understanding the findings and investigating potential reasons 

underlying the observed data. Notably, the Case C unit had a long-standing relationship 

with the data contracting service. For approximately 20 years, data contractors worked 

alongside the CDC staff, making contractors essentially one of the team. This long-

standing relationship is further evidence of a culture that values data and evaluation.  

Finding 3: Emphasizing purposeful communication to spur evaluation data use 

The Case C unit effectively communicated the objectives of the program and 

expectations of recipients using purposeful, focused communication. This ensured the clear 

communication of evaluation expectations and prompted the use of feedback to improve the 

program structure and the quality of evaluation assistance. 

3a. Using purposeful communication to convey evaluation expectations 

• In the Case C programs, communication around the evaluation (as well as the 

programmatic aspects) was purposed and focused. The evaluation and programmatic 

leaders intentionally communicated the goals and expectations of the evaluation and 
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programmatic teams. All members of the staff were grounded in a clear understanding of 

the programs’ aims. In terms of evaluation, this helped to ensure that the most important 

evaluation questions were answered and that recipients reported consistent measures.  

o “The biggest lesson learned was to have a very specific and well communicated 

evaluation question…That helped because, for our clinic data, we had a very 

specific goal and we wanted to see [Case C’s] rates go up in these clinics. We 

were able to communicate that with the branch, with our division, with our 

grantees and so almost everyone understood that goal and everyone was able to 

work toward that goal.”  

3b. Using goal-oriented communication to facilitate feedback 

• Having the program’s end goal in the minds of all team members throughout the program 

cycle allowed the team members to constantly orient their thinking towards improvement. 

Throughout the year, one programmatic member described how she kept a flipchart on 

her wall for 12 months and edited areas of strength and weakness as a method to track 

future program improvements for the next cycle.  

• Relying on goal-oriented communication also influenced the team’s desire to seek and 

apply feedback. The team perceived the use of feedback as a way to achieve the 

program’s aims and make mid-course improvements. As described by the evaluator, one 

example of the implementation of a feedback cycle was the “an annual grantee survey 

where information [was collected] on what recipients’ biggest challenges, training, and 

TA needs were.” Findings from this survey informed future trainings that the Case C 

programs then provided. By intentionally seeking and applying feedback from recipients, 

the Case C programs improved their provision of technical assistance and addressed 

recipients’ data collection challenges. 

Finding 4: The strong relationship between program and evaluation 

Respondents viewed the relationship between program and evaluation as an important factor 

in cultivating a team culture that values evaluation. Having program and evaluation “nested” in 

the same branch reduced feelings of hesitancy or apprehension in the programmatic and 

evaluation relationship. There was also a willingness to collaborate and learn from each other 

that created a working environment where program consultants and evaluators felt encouraged to 

use the evaluation findings to strengthen their work. 

• The relationship between program and evaluation in the Case C programs thrived when 

both roles understood the value of each of their perspectives. This shared understanding 

of the importance of each role facilitated collaboration and open communication. One of 

the benefits of having an open platform to discuss the implications of evaluation data was 

developing a narrative that accurately reflects the recipient context.  

o “I think we both try to understand each other. Although sometimes I'll hear we're 

so data driven on the evaluation team [that] sometimes we’ll ask why your 

screening numbers are going down. And there are really nuances of what's going 

on at the grantee level or at the state level where the program consultants are. 
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Program consultants get the context of what's going on [while] we just see the 

data. So we need to always have a better conversation of incorporating and 

understanding both sides.”  

• Having an accessible and approachable evaluation team also contributed to a strong 

relationship between program and evaluation. Several respondents spoke to the benefits 

of having a “nested evaluation team in the program branch” as it allowed the evaluator to 

be involved with the decisions and gain a programmatic perspective. Working within the 

same program branch also forged a relationship where both program consultants and 

evaluators felt comfortable to approach one another and ask questions. An evaluator 

stated that having program and evaluation staff working in the same office is helpful 

because their constant interaction reduced seclusion and apprehension. Program and 

evaluation staff “attended enough of the same meetings” and worked close enough that 

people felt comfortable to “just open [the evaluator’s] door to learn more about data since 

they are right there.” 

Finding 5: Evaluator specific competencies and traits that promote evaluation use 

In the Case C unit, evaluators considered themselves to be a facilitator of data use; they 

directly engaged with program consultants and grantees to assist in understanding the data. 

Evaluators willingly took on tasks to ease the workload of program consultants, developed 

processes to make evaluation more accessible, and demonstrated patience as program consultants 

adapted to using the new data dashboard. Having evaluators that were proactive and willing to 

make evaluation less arduous for program consultants improved the working relationship 

between program and evaluation staff. This also helped to free up program consultants’ time so 

that they may focus on understanding and using the evaluation findings. 

• Evaluators dedicated their time to making evaluation useful for program consultants. 

They understood the amount of work that programmatic staff were responsible for and 

did not want evaluation to be an additional burden. 

o “It was very important to the evaluator that the program consultants saw the 

evaluation team's work and the results that they generated as helpful. The 

evaluator did not want program to see this as a burden, which at one time I think 

they did.”  

Evaluators believed that if program staff understood the utility of evaluation and could 

easily implement evaluation techniques the routine monitoring of recipient progress, 

program consultants would be more inclined to incorporate evaluation into their 

interactions with recipients.  

• Evaluators were sensitive and receptive to the needs of program consultants. They 

worked to make evaluation useful and logical for program consultants. Evaluators invited 

programmatic colleagues to assist in reviewing evaluation plans and had meetings to 

encourage program consultants to embrace evaluative thinking. The evaluator also 

presented data using accessible formats, including straight forward slide shows and one-

pager handouts: 
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o “Routinely the evaluator presents data in a lot of different way(s)...She would do 

these nice, very straightforward slide shows; these are the questions, here's the 

data, here's how many clinics. Of course, they designed an amazing outcome 

evaluation that was just simplified.”  

• Shifting the database to a new data dashboard was not a seamless transition for everyone. 

Evaluators fostered a safe learning environment for program consultants to gain comfort 

using Tableau to supplement their calls with recipients and inform the provision of 

technical assistance. In these situations, evaluators made a concerted effort to 

demonstrate the utility of evaluation findings. 

o “I think [having] patience to understand … your audience, how they feel about 

evaluation and just addressing that and taking the time to build the relationships 

and build capacity and interest… are [the] keys to success.”  

 

### 


