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SUMMARY

In this dissertation, an approach for switching sequence (SS)-based control (SBC) for a high-frequency higher-order
power electronic system is delineated. This contrasts with a conventional linear-control design of a power-electronic
system (PES) where the gains of the control laws are typically determined by small-signal analysis of the averaged model
of the PES. The closed-loop control of such a PES using its small-signal model is often found to be unsatisfactory regarding
the overall stability and performance. This is of relevance to the PES catering non-linear time-varying and reduced damped
loads. To address the challenges in control design for a PES driving such challenging loads, this dissertation delineates an
optimal switching-sequence-based control (SBC) scheme, which applies stability-bound switching sequence(s) to the PES.
The SS based control design is multi-scale in nature. It encompasses slow-scale PES state regulation and fast-scale PES
phenomenon like switching losses, device EMI etc.

Also, a novel method is formulated to ensure the reachability of the PES dynamics based on its switching sequence in
terms of the time horizon of the switching sequence and the allocation of this time among the switching states of the same
switching sequence. This is ascertained by modeling the PES and the pulsating load as a nonlinear map and then using this
map and multiple Lyapunov functions determined by solving a set of linear-matrix inequalities (LMIs)) corresponding to
each of the switching states of a given switching sequence. It is further shown that the knowledge of the stability bounds
of a reachable switching sequence helps in reducing the online computation time for optimal SBC associated with solving
the optimization problem by reducing the overall search space. To validate the optimal SBC, an experimental GaN-FET-
based dc/dc HF Cuk-PES is fabricated and tested. The overall SBC is implemented on a series of very low-cost industrial
DSPs, which also implements an observer to preclude the need for a plurality of sensors for the higher-order Cuk-PES.
The overall performance of the SBC is found to be satisfactory under varied dynamical conditions.

After stabilizing fast time-varying and reduced damped loads, it was investigated whether such SBC laws can
autonomously shape the conducted EMI spectra of a PES. This pushes the boundary of such controllers to encompass
much faster scales. It is seen that the careful design of such control laws offers higher programmability to conventional
PES design where bulky EMI filters have been traditionally used to reduce EMI of switching power converters. An EMI
filter is always a less programmable solution since it is usually designed for the worst-case EMI mitigation and usually
overkill for a PES operating at reduced load condition. The switching sequence-based control, hence, offers EMI mitigation
across wide operating regions, without compromising PES regulation and tracking. Moreover, SBC does so using
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Summary (Continued)

switching sequences that guarantee the reachability of the PES dynamics. Hence, classical drawbacks related to
conventional open-loop EMI mitigation techniques can be used as constraints in the SBC formulation to operate the EMI
mitigated PES under a wide operating regime under desired conditions. The work may be of paramount importance for
operating the ultra-fast-transition recent wide-bandgap semiconductor devices at higher power with increasing switching
frequencies, which is usually desirable for increased power density and reduced switching losses. It is shown by
experimental results how the switching sequences do complete differential-mode and reduced-scale common mode EMI
mitigation for the PES while maintaining perfect state regulation for a higher-order non-minimum phase PES.

The final part of the thesis encompasses the design of a switching transition-based control scheme to shape the rise-fall
times of the switching sequences of the WBG devices. To achieve a higher switching frequency of a PES, yet low switching
losses, the speed of switching transitions of power semiconductor devices (PSDs) need to be increased. However, such
fast transitions adversely affect PES performance in terms of electromagnetic interference (EMI) and device stress. Hence,
a switching transition control scheme is developed to create optimality between switching PSDs with higher transitions
yet maintaining good EMI performance and device stress. The switching transition control (STC) framework helps to

maintain a target efficiency of an HF PES by controlling the high % and % regions of a WBG device on the fly. It does

so in a way that the increase in efficiency does not come at a cost of increased device stress/EMI. An HF Cuk PES using
a Cree SiC Mosfet half-bridge module is fabricated for the testing purpose of the STC framework. The work has

ramifications in meeting the system-level requirements of a PES.
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1.INTRODUCTION
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1.1. Importance of switching sequence control for a power electronic system

Switching sequence-based control (SBC) laws, when designed based on topological switching behavior can
positively affect the slow-scale, medium-scale and fast-scale dynamics of a PES[1]. The topological switching
dynamics of a PES coupled with the load dynamics can be used to predict future control actions that can lead to
desirable behavior of the PES. The slow and medium-scale dynamics can range from energy source optimization, dc
output voltage regulation of a dc/dc PES[2] to input PFC of a rectifier[3]. The fast scale encompasses switching losses
of a PES, device EMI spectrum, device stress levels, etc.[4]. Figure 1a shows the evolution of a PES state based on a
switching sequence (SS). The spectrum of the SS shows the scales addressed by such control design where T, denotes
the time horizon of the SS (i.e. the total time period of the SS), a,,; denotes the time allocation of a first generalized
switching state in the SS (a SS can have multiple switching states 1-0-..-0-1, etc., @, denotes the on-time of the first
switching state) , and t,., t; denotes the rise and fall times (switching transition times) of a switching state in the SS
respectively. For an illustrative example, consider the switching sequence (SS) in Figure 1a to consist of only two
states, 0 and 1. Consider Ty,, =10 us (Tr,+ = 100 kHz) and t,., t to be 30 ns each (for WBG devices like GaN and
SiC), the spectra of a SS encompass the follows: dc and slow scales that can lead up to 2-10 kHz. Traditional small
signal and averaged model-based controllers usually achieve a maximum control bandwidth of this order to do steady-
state output voltage regulation as in case of dc/dc converters or rectifiers, or perform steady-state tracking like in case
of inverters[5]; next comes faster scales at 100 kHz and its higher sidebands. Ty, or the time horizon variation of the
switching sequences affect these scales. They have a direct impact on conducted and radiated EMI signature of a SS,
along with PES losses in form of switching loss, deadtime loss, etc; finally, the sideband of the switching transitions

of the sequences comes at above 30 MHz for t,, t; to be 30 ns. They also directly affect common mode EMI and
switching losses of the PES, along with reliability of the WBG devices by affecting %,Z—i stresses. Figure 1b further

explains the scenario. It shows that for the same averaged control command generated by a conventional (say PI)
controller to maintain an average output voltage of a PES, two different switching sequences may result depending on
modulation types, which may result in different fast scale response of the system.

Using PES switching behavior that addresses all the scales mentioned above to synthesize controllers is of

importance for a PES catering challenging loads. Challenging loads include those which have very low damping and
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Figure 1. (a) Figure showing the scales addressed by switching sequence-based control laws. The spectra of the sequences range from dc/slow
scales (PES dc average regulation, line frequency tracking of a PES) to faster scales like sidebands of the switching sequences and transition time

of the sequences. (b) Figure showing how an average control command can lead to different switching states in a switching sequence which may

lead to different fast-scale properties like switching losses, EMI, etc.



negatively affects PES stability margins. Hence, such fast control laws are required for higher-order power-electronic
systems (PESs) that supply nonlinear time-varying and reduced damped loads with higher temporal scales [6], [7].
Such loads require careful attention in control design since large-signal variations in voltages and currents may lead
to stability and power-quality issues. For such a PES, typical linear controllers (that are designed to operate in the
vicinity of the system equilibrium) as well as several nonlinear controllers, are often unable to ensure large-signal
stability and satisfactory performance. Figure 2 depicts a case illustration to justify the use of such SS based
control/SBC design. It illustrates the performance of one such recently-outlined nonlinear control law [5] for a Cuk
PES feeding a 1 kHz time-varying pulsating load. (The pulsating frequency is so chosen, such that resonance due to
the presence of poles and zeros of the PES in the vicinity of 5 kHz are not excited). The control law failed to regulate
the output voltage of the PES at such higher temporal scales as shown in Figure 2. This is primarily because the gains
of the nonlinear controller, synthesized using a reduced-order slow-scale model of the PES, are pushed to the limits
causing instability. This implies that, for such a fast-varying-load application, SS based control strategy/SBC, that
uses model of PES encompassing wider temporal scales, is needed so that satisfactory large-signal stability of the PES
is ensured while exhibiting fast dynamic response.
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Figure 2. lllustration of the PES response using a nonlinear controller [3] feeding a pulsating load with a repetition rate of 1 kHz. The upper and
lower traces show instabilities in the scaled output voltage and the input inductor current, respectively. The results are for a Cuk PES described in
Chapter 2. The figure highlights inability of the controller to give the desired performance.

1.2. Use of optimal control theory for synthesis of the switching sequences

Advanced sliding-mode controllers [4], [5] may yield robust closed-loop PES feeding such nonlinear time-varying

pulsating loads. Notwithstanding, for a higher-order PES, efforts leading to computation of the explicit control action



based on a Lyapunov function is non-trivial. Backstepping- and passivity-based control laws [10], [11] use smooth
averaged models for control formulation that mitigate the range of temporal scales. Dynamic feedback linearization
[12] may be a possibility as well; however, if the PES is a higher-order system, determining the convergence of the
zeroth-order dynamics is challenging.

Optimal controllers, based on multiscale discontinuous models of the PES, demonstrate promise in constituting
the SS. In that regard, model-predictive-control (MPC) laws solve the underlying optimal-control problems by
controlling the switching states of a PES. As a result, the resulting switching sequence in a MPC problem when applied
to a PES may result in satisfactory performance but, the stability of the PES is not always guaranteed [13]. This
becomes an issue of importance for PES supplying reduced damped and fast time-varying loads exhibiting wide
temporal scales. In contrast, optimal switching-sequence-based control laws (SBC), achieve optimality by directly
controlling the stability-bound switching sequence(s) that yields robust performance of the PES even when it is driving
a fast-switching or reduced damped load. Figure 3 delineates the distinction between a conventional linear-control
synthesis and SBC formulation, which is devoid of a PWM modulator, as illustrated in [14], [15].

SBC underlies solution of an optimal control problem. References [16]-[22] outline how the modern optimal
controllers, that underlie SBC, have evolved as attractive solutions for controlling PES that go beyond simple

regulation to superior spectral shaping and switching-loss mitigation [16]. Reference [16] although discusses multi-
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Figure 3. lllustration of (a) SBC scheme for PES and (b) a conventional linear control scheme. SBC precludes the need for a PWM modulator.

objective optimal control framework but adequate case illustrations are devoid in literature. References like [15], [23]
on the other hand focus on another equally important objective: optimization techniques for high-frequency PESs so

that the optimal solutions can be obtained online for ever-evolving switching frequencies of the PES.
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Optimal controllers for lower-order non-minimum phase PES have been previously discussed in [15]-[19]; however,
they do not take into consideration nonlinear loads for a higher-order PES operating at high frequency. References
[20]-[22] primarily show deteriorated PES behavior with nonlinear reduced damped loads and the challenges in control
formulation. The dissertation, hence, focusses on Cuk based PES as an illustrative example to solve the issues related
to PES control for such challenging loads seamlessly. Cuk based PES is a non-minimum phase higher-order system
that is difficult to control for non-linear loads and designing an SBC approach for this case scenario will make the

control generalizable.

1.3. Choice of a higher-order PES prototype for sequence-based control

The choice of the Cuk PES for dissertation study is twofold. Since SBC controllers are based on optimal control
laws to create the SS for the PES, they require full-state feedback[15] which makes its application challenging in
higher-order topologies and is an interesting research challenge. Optimal control laws as predictive controllers are
generally used in topologies with higher switch count but lower PES state tally like VSI, buck, boost, buck-boost[15],
[24], [32] to offset the requirement of a large number of sensor measurements. In boost-derived PES, usually, the
output voltage is measured and estimation of the inductor current using simple Leuenberger observers is enough since
the PES dynamics are usually observable with respect to the output voltage. However, for higher-order topologies like
isolated Cuk, linear observers cannot be used for state estimation easily as a higher number of sensors are required for
observability. Hence, in this dissertation, it is shown how to design predictive controllers using non-linear Poincare
map-based estimation to preclude sensor plurality.

Also, in recent literature, Cuk PES modules are being used to create differential mode PES structures achieving
modularity, reduced switch count, simple gate driver design due to low-side driven switches etc.[3], [33]. The modular
Cuk PES modules have been used to create differential-mode rectifiers, solid-state transformers, inverters, both single
and three-phase. [3], [5], [33]. Since SBC is a modular control architecture in nature, once developed for a Cuk PES

dc/dc module, it can be used to seamlessly control all differential-mode structures.

1.4. Use of switching sequence-based control design to affect fast scale PES properties

In the 1% part of the dissertation, an SBC approach to mitigate the challenges associated with the control design of
a higher-order non-minimum-phase PES supplying higher-frequency and reduced damped loads is undertaken. It is

shown that this advanced controller outperforms conventional linear controllers in terms of performance since it can
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achieve much higher bandwidth while maintaining the stability of the PES under consideration.

Apart from controlling fast temporal and reduced damped loads, it is then investigated whether SBC can impact
fast-scale phenomenon like differential-mode (DM) and common-mode (CM) EMI of a PES.

Previous work in [16] shows how advanced controllers based on the model predictive control principle can affect
fast scale properties of a PES like efficiency, shaping PES output/input spectrum. Using the same MPC principle, [19]
shows how the switching behavior of the PES can be manipulated to decrease switching losses, while maintaining
perfect state regulation at the output. This is because multiple switching sequences having different fast-scale response
can result in the same dc average. Using a cost-function based approach which consists of both voltage/current
regulation terms and switching loss terms, [19] proves that the control can select switching states in such a way that it
can reduce losses and yet maintain good output characteristics of a PES. Although various literature like [16], [19]
talk about improving PES efficiency on the fly, there is a dearth of work related to the use of such advanced control
techniques for shaping the PES EMI spectrum. The motivation behind the use of such advanced control techniques to
positively affect PES EMI is as follows:

1) Any PES when operated at higher power has a significant continuous input current which increases the magnetic
size of the input differential-mode (DM) filter.

2) Also, the ultra-fast transition of the wide bandgap semiconductor devices makes input common-mode filters
bulky and reduces the power density of the PES.

3) The EMI filter size hence offsets the power density of the PES that was supposed to increase many-fold with
increasing switching frequency of these WBG systems.

Conventional EMI filters, based on guidelines delineated in [34], [35] are indispensable in PES design for
conforming to the strict EMI standards. The filters reduce the PES design flexibility, and the DM EMI filter-PES
interaction deteriorates the control performance of the system. However, this SBC, when applied to a PES, can directly
affect the EMI spectrum and hence, they can be maneuvered to dictate the EMI signature of the PES. Hence, it is
shown how the SBC based control architecture which solves an optimal control problem can incorporate the EMI
standards in the system constraints to autonomously shape the EMI spectra of the PES. It is also investigated whether

by doing so the SBC can bring down the size of the conducted EMI filter.



1.5. Beyond switching sequence to controlling the switching transitions

Till this point, SBC is used to control a higher-order non-minimum PES catering reduced damped and fast temporal
loads, while also using the industrial EMI standards as multivariate PES constraints in the control problem to mitigate
PES conducted EMI. So, the SS control, as explained in Figure 1a, till now, used only variation in the switching
sequence, the time horizon Ty, , and time allocation of the 1-0,-01 states as a;; — ay,,, for control. Using these control
variables, SBC could affect (referring to Figure 1a) dc and slow scales (it could achieve higher control bandwidth
while maintaining stability), and sidebands of the switching frequency (nTy,,). Hence, in the final chapter of the thesis,
focus is shifted to control the switching transitions of WBG devices to shape the t,, t; sidebands as desired. The
motivation behind controlling the switching transitions of the states in a SS is as follows:

The switching transition times of WBG devices are aggressively decreased [33], [36] to decrease switching losses
at higher frequencies. The performance achieved by using fixed transition times of WBG devices prove inadequate in

terms of common mode EMI spectrum, parasitic oscillations that may lead to increased device stress, and beyond a
point hampers normal PES operation. Hence, an attempt is made to shape Z—i and % regions of a wide-band gap power

semiconductor device (PSD) on the fly in the final chapter. It is done to create decreased device stress and EMI as the
switching transitions of the PSDs are decreased. Previous work has been done on design of active gate drive techniques
to control the transition of these devices [37], [38]. However, such literature seldom shapes the device transitions
considering system-level requirements. In the current dissertation, depending on the device switching behavior, the
switching transition control scheme (STC) maintains a PES target efficiency increment, across wide operating
conditions while precluding excessive device stress. Hence, a unified control scheme is developed in this dissertation
which takes care of slow-scale regulation to fast-scale control of the device switching transitions.

The dissertation has hence been organized as follows:

In the 2nd chapter, it is shown how the optimal SBC directly maneuvers the duration of switching states in a
switching sequence of the Cuk PES through minimization of an appropriate cost-function via effective case
illustrations. A novel methodology to analyze the reachability of the PES dynamics in terms of the time horizon of a
switching sequence has also been provided that in the long run may lead to the realization of such time-consuming
control laws in industrial-scale processors by real-time computation time reduction. The approach delineated may

benefit the solution of problems related to (but not limited to) electromagnetic launch systems [39], motor-drives with



pulsating current loads [40], design of controllers for linear induction motors [41] having pulsating current levels that
can be used in launch systems, as well as PES networks in vehicular technologies feeding downstream PES.

Then in the 3" chapter, the effect of such SS based control design on PES EMI is evaluated. It is shown how
seamlessly the SS can be maneuvered to mitigate conducted emissions in a PES while maintaining perfect state
regulation. The work has ramification in terms of a decrease in the EMI filter size of a PES, thereby increasing the
efficiency and power density of the system.

Then in the 4™ chapter, an STC scheme to shape the device switching transition is delineated. The chapter explains
in considerable depth the synthesis of the STC network which has several design intricacies.

Finally, a conclusion is drawn in Chapter 5, with a brief explanation of some avenues of future research possibilities.



Chapter 2

2. SWITCHING-SEQUENCE CONTROL OF A HIGHER-ORDER POWER-ELECTRONIC SYSTEM

Parts of this chapter, including figures and text, are based on my following papers:

© 2016-2021 IEEE

D. Chatterjee and S. K. Mazumder, “Optimal switching sequence-based control of a differential-mode inverter,” in
2016 IEEE 7th International Symposium on Power Electronics for Distributed Generation Systems (PEDG), 2016,
pp. 1-8.

D. Chatterjee and S. K. Mazumder, “Switching-sequence control of a higher-order power-electronic system driving a
pulsating load,” IEEE Trans. Power Electron., vol. 35, no. 1, pp. 1096-1110, 2020.

D. Chatterjee and S. K. Mazumder, “Predictive switching sequence-based control for constant power load,” in 2019

IEEE Energy Conversion Congress and Exposition (ECCE), 2019, pp. 1574-1583.
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This chapter is divided into two sub-parts. In Section 2.1 of this chapter, SBC design for fast-varying temporal loads
is delineated. Such loads are extremely common in electromagnetic launch systems, induction motor drives etc. and
the framework delineated in this chapter will provide a control approach to stabilize such loads. In Section 2.3, the

same SBC will be used to control equally challenging and reduced damped constant power loads.

2.1. SBC for pulsating loads

For fast-varying pulsating loads, most of the existing literature delineates hardware modifications of PESs in terms
of increased energy storage and lack proper control solutions. Reference [42] delineates topological advances required
in a PES structure to power nonlinear pulsating loads, and [43] further adds on how to reduce pulsating load impacts
on microgrids. Reference [44] uses coupled magnetics to improve PES dynamic response for pulsating loads.
Similarly, [45] depicts modulation technique for a PES powering a pulsating load. In [6], aircraft generating systems
supplying pulsating loads and their design guidelines, in terms of topology and control, have been outlined. Reference
[46] describes high-power pulsating-load applications where large magnetics have been used for energy storage to
deliver power to the load. Such systems operate at low pulse-repetition frequencies as reiterated in [47]. Similarly, [7]
uses compensating devices for intermittent energy storage to improve PES dynamic response. Reference [48] also
talks about using enhanced storage devices and simpler control techniques to supply pulsating load applications. Using
minimal storage capabilities, [49] presents a neural-network (NN) based control framework to address problems
related to pulsating loads in shipboards, but such systems operate at low switching frequencies which makes the use
of NN techniques feasible. Also,[50] delineates advanced controllers to mitigate the effects of pulsed power loads, but
the prediction models used are linearized about operating points and implemented in high-end processors that does
not encompass online time savings in low-end digital processors.

To address the shortcomings in the work delineated in the above literature to provide a good framework for pulsating
load control, three broad steps are undertaken in the SBC design procedure in the Section 2.1.

Section 2.1.1 outlines the first step regarding the discrete modeling of the PES feeding the pulsating load.
Subsequently, Section 2.1.2 provides the method for reachability analysis of the PES in terms of its switching
sequence. In the final step, outlined in Section 2.1.3, optimization of the PES using one or more of these reachable
switching sequence(s) to ensure desired performance optimality. This section also provides the generalized framework

for SBC architecture for a PES. Subsequently, Section 2.1.3.1 delineates the online optimal SBC synthesis for a
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specific Cuk PES, which includes the description of the discrete prediction model of the PES, the performance index
for the control, and the observer design that precludes the full-sensor-feedback requirement for the higher-order PES.

The results are discussed in Section 2.1.4.
2.1.1. Modeling of the PES driving a pulsating load

SBC is a closed-loop optimal policy, where given a k" switching sequence with h switching states, its time horizon
(Tww) and the allocation (@4, ...., axy) Of this time among each of its switching states are computed on the fly. Figure
4 portrays two such switching sequences of a PES, to explain the point, having time horizon Ty, and T 1)
respectively, along with the time allocation ((aj, ...., ap) for the 1% sequence and (a1, ..., Qg41,,) Tor the 2nd
sequence ) amongst the switching states (h switching states in the first switching sequence and h,switching states in
the second switching sequence). The optimal values of these sets of parameters in SBC are determined in two steps.
Initially, the outer limits of these two sets of parameters are determined using a Lyapunov-based reachability analysis.

This is detailed in Section 2.1.2, which requires a hybrid nonlinear model of the PES driving the pulsating load.

(k+ 1™ switching sequence

A hyswitching states
CerTew g Tiow @iz Tiaw @l FOr 01T Dw @ern2 Tiernyw A+ 14 T+ Dw Cier 0 T+ 1w
213 Tk 1w
Ly h switching states to + Tiw fo F Tw + Taer yw

kth switching sequence

Figure 4. lllustration of the k** and (k + 1) switching sequence of a PES comprising h and h, switching states, respectively.
Subsequently, the optimal values of these two sets of parameters from the above set are determined in real-time by
solving an optimization problem outlined in Section 2.1.3. In this section, the nonlinear model of the PES driving a

pulsating load is outlined.

Figure 5 depicts a pulsating load with the dynamics defined by the following harmonic series:

) 1, o .
lioaa(t) = Y ljoad1 T Zm:l{am cos(Wp,t) + by sin (W t)} (1a)
1. .
Elloadl = average(i;oqq(t)) (1b)
__ sin(2mnDipad) , .
am = Alload (10)

mm

12



__ 1-cos(2mnDipqq)

bm Aiload (1d)

mn

The physical meaning of the symbols in (1a) are depicted in Figure 4, where D,,,, denotes the duty cycle of the
pulsating load, Ai;,,4 denotes the magnitude of the load transition and T;,,, denotes the time period of the load pulse.

Inverse of T},,4 gives the pulsating load frequency fioaq-

{
toad Tload DloadTioad
- - -
IIIIIIlIIIII?ﬂiIaad
-

t

Figure 5. lllustration of a pulsating load with transition level denoted by Ai,,,4, duty cycle denoted by D,, .4, and the switching time period of the
pulse denoted by T;yq4.

For a practical pulsating load with finite slew rate,
£(t) = AgnX(t) + Byp + % loaa1 + Yo _i{am cos(Wp,t) + by,sin (wp,t)} )
where A4,,, and B,,, are matrices that describe the PES without the pulsating load and have been defined in [5].
Equation (2) is rewritten in a compressed form as follows:
x(t) = Apnx(t) + Byn @)
where A4,,, and By, are functions of the pulsating-load dynamics and defined in Appendix A for a particular PES.
Next, (3) is translated to error coordinates using e(t) = x(t) — x*, where e(t) represents the error vector, while
x* represents the steady-state values of the PES states. In the error coordinate, (3) is modified as follows:
é(t) = Agne(t) + Bin @
where By, = —(By, + Arnx™). Discretizing (4), one obtains the following expression for jt* discrete sample:
e(+1) = Agnae(j) + Bina ®)
where
Arna = TTHL, exp nTiowtkizh-n+) (62)
Bina = [(IT34, expCehormenTionsias ) (expMaTiwtis — 1) At By +

(H?Z'lzl,z exp Ak@h-n+ 1 Tkw k(i) )(eprszkwakz —DARB, + -+ (expk2nThwdieh — NALL By, (6b)
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2.1.2. PES stability analysis

Reference [13] delineates the theory behind computation of the reachability analysis of a switching sequence of a
PES. However, the theory does not explicitly consider the time horizon of the switching sequence. The reachability
analysis that is laid forth, apart from creating a set of reachable switching sequences for the PES, helps in determining
the range of the time allocation of the nt" switching state in the k" switching sequence (i.e., a,) and the length of
the time horizon of the k" switching sequence (i.e., Ty,,) that aids in real-time execution of SBC. For the k" switching
sequence illustrated in Figure 3, with h switching states satisfying 0 < ay,, < 1, Y*_; ay, = 1, and P, = PF, being
positive-definite matrices, a piecewise-discrete (multiple) Lyapunov function V,.(j) = X2_, e())" Pene(j) is used to
obtain the gradient of the multiple Lyapunov function:

Wie(@) = VG + 1) = V() = Xhey Qpn (G + DT Prne(j + 1) — ()" Pene (7). (7

Using (6) and (7) it can be shown that: (the proper derivation is included in Appendix B)

N [(AnaPin Arna = Pen) - AlnaPien B -
Wi(e) = Xy (e(lj)) [( im kn liend kn) ind*fen knd] (6(1])). (8)
Bknden Aknd Bknden Bknd

According to Lyapunov-method of stability analysis for a discrete system, the PES state trajectories converge to (i.e.,

reach) an orbit if VI, (e) < 0 which results in the following linear matrix inequality (LMI):

(Aindpkn Aknd - Pkn) Aindpkn Bknd

<0 o)
BiinaPin Akna BinaPin Bina

h
Zn:l Agen [

Equation (9) is solved using the LMI tool in MATLAB. The flowchart shown in Figure 5 delineates how the LMIs
are solved to get «y, and Ty, that ensure PES reachability (i.e., orbital existence) given a range of pulsating load
dynamics. To ensure periodic orbital stability the range of T}, should always include Ty,,min = Ts, Where T, denotes
the switching frequency of the PES. The bounds on Ai;yq4, fioad, @Nd Digeq, denoted by Aiyyeamaxs fioadmax, and

Dypaamax» resSpectively, come directly from hardware limitations which will be discussed in Section 2.2.
2.1.3. SBC scheme

Figure 6 delineates the entire SBC scheme for a PES. The steps incurred in the SBC synthesis are delineated as
follows:

1) Initially, depending on the PES topology and its switching behavior, a set of feasible switching sequences for
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Figure 6. Flowchart of PES stability analysis methodology

the PES is determined following [9];

2) Subsequently, a comprehensive discontinuous dynamical model of the PES that incorporates the dynamics of
the PES and the pulsating load is developed, as outlined in Section 2.1.1.

3) Subsequently, using the feasible switching sequences in “1”, the model in “2”, the PES parameters and the
pulsating-load parameters (i.€., Aijpqq fioaa Dioaa): @ SUbset of reachable switching sequences (that ensure the

convergence of the PES dynamics) is determined offline using the stability-analysis methodology outlined in
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4)

Section 2.1.1. The goal of this analysis is to determine the bounds on «a,,, and Ty, for the reachable switching
sequences that are used for the online execution of SBC for optimally controlling the performance of the PES;
Subsequently, for fast real-time execution of the SBC, an online prediction model of the PES is synthesized
that closely matches the dynamics of the model in “2”. The prediction model is synthesized using a discrete
map of the PES, which is obtained by combining the maps corresponding to each switching state. If the PES
has h switching states in a reachable switching sequence, the prediction model can be synthesized as in (10),

where 4,,,, and B4, have been defined in (11a) and (11b).
2+ 1) = Agna®() + Bina (10)
e (11a)

Bina = [(TT3%, expkGn-nnTioveien ) (expiaToweis — [)AL1 By, +
(121, , expAker-nsnTiwakm ) (expAeTiw®ez — [) A2 By + ..+
(expianTioveion — 1)Ack By

(11b)

5) Next, a cost function, denoted by C (ay,, Ty ) 1S formulated and an online optimal control problem is solved

online to perform online performance control of the PES. The optimization problem is used to determine ay,,
and Ty, that minimizes the cost function:

C(tpn) Tiaw) = (X —2( + 1)P(X* - 2( + 1)) (12)
given the constraints on PES states and bounds on ay, and Ty,,. In (12), P is a positive-definite matrix that
provides scaling of the terms in the cost function. As shown in Figure 7, the optimization problem yields

reachable switching sequences with optimal values of ay,,, and Ty, (i.e., Uen gy Tkwopt) that are fed to the PES

power stage;

6) Finally, and if full-state feedback is not possible to preclude the need for large number of sensors in a

higher-order PES, a closed-loop state observer is synthesized as follows:
G+ 1) = AnaX() + Bina (13)

Aknd = H%};l eprknTkw(“k(zh—nH)+A(“k(2h—n+1))) (14a)
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Figure 7. An illustration of the SBC scheme for the PES driving a pulsating load.

% = (2%, exp Ak zh-n+ 1) Thow (@) +Atk(n) )(eprIuTkw(akl"'A“kl) — Al By +
(2%, expAkzh=—n+n)Tlow( @)+ Ak(n) )(expﬁszkw(akzMakz) — A3 By + -+

(explikthkw(akthakzh) — A} Bian
(14b)
where the correction terms, denoted by A, have been discussed for a PES in Section 2.1.3.3. Figure 8 shows a
flowchart as used for the implementation of SBC online. To be precise, the algorithm minimizes, for a given
set of reachable switching sequences, the cost function C(ay,, Ty ) With respect to a;,, and Ty, . For Ty, >
Twwmin, bOth ay,, and Ty, are optimized which ensures convergence of the PES dynamics from an initial
condition to an orbit [9] using reachable switching sequence(s). Whenever Ty, < Txwmin, We consider Ty, =
Twwmin = Ts and only a,,, has to be optimized, which ensures convergence to the periodic orbit [9] or steady-

state.

2.1.3.1. Case illustration: synthesizing SBC for a Cuk dc/dc PES (Cuk-PES)

To realize the SBC scheme online, a GaN-FET-based 100-kHz Cuk-PES is fabricated and tested. The online SBC
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scheme for the Cuk-PES as shown in Figure 9, which constitutes of an online prediction model synthesis, followed by

cost function formulation and lastly, the observer design, is discussed below.

Module

Figure 9. Schematic of the Cuk PES with GaN-FET-based switches S; and S,.

2.1.3.1.1. Prediction model

The higher-order isolated Cuk-PES operates in the continuous-conduction-mode (CCM) of operation. The modes
of operation have been shown in Appendix C to ease comprehension. For the fundamental switching sequence of the
Cuk-PES, if Ay, and B, and Ay, and By, are matrices in successive switching states having time allocations of
ag, and ay,, respectively, and Ty, be the time horizon of the fundamental switching sequence, then by stacking
together the following equations:

£() = eMaaTing () + (eMasiaTior — Al By (15)
20 +1) = etemeTng(j) + (el — ) Al By, (16)
one obtains the following nonlinear map:

2(+1) = eMa@aTiwtAaaTiwg () + ek (@) ((eAklalekW Y Akl_lBkl) + (eM2®2Tiow — VA, By,

(7
where X(j') and X(j + 1) denote the system states after time evolution ayTy,, and ayqTew + @i Tiw, respectively,
from initial value £(j). The system dynamics satisfy a;; + a,, = 1. The exponential terms in (17) is simplified using
first-order Euler’s approximation to form the following nonlinear prediction model:

2G+1) =+ AT + A @2 Tin )2 () + (Arz @2 Tiew + D (@1 Tiw Brr) + iz Tiew Brez (18)
Given any set of initial conditions from the sensors/observers, this approximation is found to be viable for high

sampling rates, as depicted in the first 100 switching cycles of the system in Figure 10, sampled at 100 kHz. The first
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50 switching cycles encompass system start-up and hence the approximation is viable for both start-up and steady-
state. The schematic of the Cuk-PES, as shown in Figure 9, includes more passive elements including the magnetizing
and leakage inductance of the transformer, which have not been incorporated in the prediction model for reasons

described in Appendix D.

2 [ T T T T
—iL1in A
—iL2 in A
1r velinV 1

—\out in V

Error in prediction of PES states
&
1

21 1 1 I L
0 20 40 60 80 100

Switching Cycles
Figure 10. Error in the prediction of the PES states based on the nonlinear Cuk-PES model (18) and the approximated nonlinear model (19). The
legends from top to bottom represent the input and output inductor currents, blocking capacitor and output voltage. The y-axis denotes both voltage
and current (a value of 0.25 corresponds to both -0.25 V and 0.25 A).

2.1.3.1.2. Cost function

The generalized framework for the discrete cost function of the non-minimum phase Cuk-PES as a current

regulation problem is outlined as follows:
1 2 . . 2 . . 2 . . 2
CT) = 8 (Yig,,,,) = (Lrey =) + 71 * (@ () = @G = DY +72 * T () = TG = 1)
(192)
ILref = Gp (Vref - Vout(j)) + GI Zj (Vref - Vout(j)) Tkw + Iff (19b)
where IL,.r and V,., are the references for the input inductor current iL,(j), and the output voltage Vo, (j), both

defined at j*"* discrete sample. The last two terms in C (a4, Ty,y) help in mitigation of control input chattering between

two successive discrete samples. The terms G,, and G;, along with the feedforward term I;, help in mitigation of

steady-state error quickly. The cost function is designed based on the principles mentioned in [8], [25], [51], [52]. The

terms 6;, y1, and y, effectively maneuver the control bandwidth and transient response, and their tuning process is
20



discussed in [53], [32].

2.1.3.1.3. Observer design

SBC when implemented on a higher-order PES may necessitate a state observer to reduce the cost associated with
full-state feedback. A state observer for the Cuk-PES is created using (17). Notwithstanding, the actual system
dynamics may not precisely match the prediction of model (17) due to the parasitic, transformer nonlinearity, and
switching dead time. Hence, a correction mechanism is needed to ensure that, the error between the observed and the

actual system dynamics converges to zero. The equation of the observer is as follows:

(G + 1) = etk (@it Tiaw+ Az 1= (@1 8@k )DThw F () + 4 Ak2 (1= (@1 +A@k1))Tw ((eAk1(ak1+Aak1)Tkw —

1) Aki_IBm) + (et bt i — 1) A,, 7 By,
(20)
%(j + 1) denote the observed system states after time evolution Ty, + Adj; Ty, Where Aa,, = Ky (Vour G) —
T O)*K; 2 (Vour () — T2 () Tiaw Vour () is the sampled output voltage of the hardware Cuk-PES at the ;" discrete
instant, and x, (j) is the output voltage of the observer at the same time instant. The observer takes V,,,;(j) and V;,,(j)
as the inputs and K, and K; are proportional and integral gains. Parameters a,, and Ty, are varied across the operating

range and the values of the closed-loop gains are computed taking into consideration the large-signal stability of the

observer.
2.2. Results of SBC for pulsating load

The section is organized as follows. The hardware set-up, along with the higher-order Cuk-PES experimental
prototype, as shown in Figure 11a and Figure 11b, is discussed first. Next, the analytical-stability results for the system
and how it helped in SBC execution online are delineated with experimental results.

The SBC algorithm is implemented on a TMS320F28335 digital signal processor (DSP) using code composer studio
version 3.3, and the switching sequence, with the allocated switching states (ay, and ay,) and time horizon (T,,), is
used to drive the GS66508B GaN-FET-based Cuk-PES operating at switching frequency (f; = 1/T;) of 100 kHz. The
power-stage parameters used are provided in Table I. The detailed hardware design is discussed in [33] and the

advanced protection features in the hardware prototype that has not been covered in [33] is included in Appendix E.
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(b)
Figure 11. (a) The entire experimental platform is shown. The components are (1) dc electronic load (2) current sensor (3) oscilloscope (4) the
control supply (5) the PC running code composer studio version 3.3 (6) the input dc power supply (7) The experimental hardware PES. (b) The

PCB realization (top view) of the GaN-FET-based Cuk-PES.
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The dc electronic load 6050A from HP is used to emulate the pulsating load, while hall current sensor TCP312A (30
A) with TCPA300 amplifiers (both two) from Tektronix is used for current measurements. Agilent 6030A dc power
supply is used as regulated input power supply for the PES, while a bench power supply from Tenma is used as control
supply. Isolated 4-channel oscilloscope TPS 2024B from Tektronix is used to capture experimental results for the

PES.

Table 1. The Power-stage-Parameters for the Cuk-PES.

Input | Output | Input Output Input Output Input Output | Switching |Transformer

voltage | voltage |inductance|inductance|capacitance|capacitance| blocking | blocking |frequency | turns ratio

range | range (Ly) (L,) (Cin) (Coue) |capacitance| capacitance | (1/T) (N)
(Vm) (Vout) (Cl) (Cz)
0-50V |0-170 V| 50 uH 100 uH 4.4 uF 5 uF 6.8 uF 15uF 100 kHz 2

Load-transition level (Ai;,qq) Of up to 5 A and load duty cycle (D;,qq) Of up to 90% is considered as they can be
realized in the Cuk-PES hardware prototype. The Bode plot of the open-loop transfer function from ay, to V,,, is
shown in Figure 12 ; it shows, resonant poles and zeros of the higher-order Cuk-PES located below 5 kHz. As such,
to avoid the excitation of system resonance, an upper limit of f;,,4 is considered to be well below 5 kHz. Since f;,44
of 2 kHz can be safely realized in hardware prototype, the reachability analysis derived in Section 2.1.2 is restricted
t0 Aljpga < 5 A, fioaa < 2 kHz, and Dyppq < 90%.

The importance of the stability-criterion in the form of LMI is two-fold. Considering the fundamental switching
sequence of the Cuk-PES (with a,and a,, representing the time allocation of switching states in the sequence, T,
as the time horizon of the switching sequence and given the constraint a;; + a;, = 1 ), the analysis aids in the
following:

1) investigation of the impacts of Ai;yqq <5 A, fioaa < 2 kHz, and D;,,4 < 90% on the reachability of the system

dynamics;

2) determination of the allowable ranges of ay,, and Ty, that stabilize the Cuk-PES across Aijpag < 5 A, fioaa <

2 kHz, and Dyyq4 < 90%.
All analytical results are for V;,, =30V and V,,,,; = 50 V. Using the afore-mentioned values of pulsating-load dynamics

in the LMIs defined by (9), reachable ranges of a,, and Ty,, are computed for Ai;,,q <5 A, fioaa < 2 kHz, and
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Figure 12. lllustration of open-loop Bode plot of V,,,, /&y, of the Cuk-PES where f;,,4 denotes the pulsating load frequency, where 7,,., and @,

are the perturbed small-signal variables.
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Figure 13. The region of reachable operation of the PES.

Dioaa < 90% that are used for real-time execution of SBC.

The impacts of load variations on the reaching conditions of the Cuk-PES are investigated by solving (9). The region
on the contour in Figure 13 represents operating conditions that ensure reachability of the system dynamics. The region
of reachability denotes that there exists a;, and Ty, with variation of D;y4q , Aljoeq @Nd fioaq fOr which system
dynamics can be stabilized. Figure 12 shows that for the Cuk-PES, while the region of reachable operation remain
unchanged with pulsating load magnitudes lower than Ai;,,; = 2.5 A for lower pulsating frequencies, for Ai;,,q > 2.5

A at higher pulsating frequencies, the region of reachable operation keeps on diminishing. As such, progressively
24



reduced pulsating duty cycles are attainable and further, beyond Aijpq = 4 A, fioaa = 2 kHz, and Dy,,q4 = 65% ,
there exists no a;, and Ty, that can make the system dynamics reachable.

The afore-mentioned theoretical analysis precludes control law formulation. However, to investigate whether the
experimental results match the theoretical predictions, an SBC law, due to its fast-transient response and seamless

control formulation is used and operation within and outside the reachability contour are investigated.
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Figure 14. In (a)-(d), the traces from top to bottom represent input and output voltages and input and output currents of the system. (a) The Cuk-
PES response for Aijyqq = 1 A, fioaa = 0.2 kHz, and D,,,; = 50%. (c) The PES response for Aijpqq = 2.5 A, fioaa = 1 kHz, and D,y = 90%,
respectively. (d) The Cuk-PES response for Aijpzy = 4 A, fioea = 2 kHz, and D,,,4 = 65%. (b) By increasing the input capacitance to 1 mF, the

pulsation in the input ripple current in (a) (i.e., for Aij,qq =1 A, fioaq = 0.2 kHz, and Dy,,q = 50%) is mitigated.
For validation of operation within the reachable contour, Figure 14a shows the Cuk-PES response for the operating

condition Ai;yqq = 1 A, fioaa = 0.2 kHz, and Dy, .4, = 50%. The system exhibits stable response as the operating point

defined bY fioaa, Dioad, @Nd Aijpqq lie on the reachable region in Figure 13. Figure 14b shows the Cuk-PES response
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at Aijpea = 1A, fioaa = 0.2 kHz, and D,,,4 = 50% when an electrolytic capacitor of 1mF is placed at the input. At
increased input capacitance, the pulsating input current (shown by the green trace) gets smoothed off, which leads to
uncorrupted input dc supplies. Figure 14c shows the system response for the more stringent operating condition
Aijpaa = 2.5 A, fioaa = 1 kHz, and D, 4 = 90%, which lies on the boundary of the reachable region in Figure 12 as
well. Figure 14d shows system response for the operating condition Aij,,q = 4 A, fioaqa = 2 kHz, and Dy, ,q = 65%

which also lies on the boundary of the reachable region.
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Figure 15. In (a)-(d), the traces from top to bottom represent input and output voltages and input and output currents of the system. The Cuk-PES
response for Aijyqq = 4 A, Dipaq = 65% and (@) fipaq = 1.5 kHz (b) fioaa = 1 kHz, (€) fioaa = 0.5 kHz (d) fioeq = 0.2 kHz. The pulsating load

frequency is changed from the worst-case load condition.

Finally, for further validation of operation within the reachable contour, a case illustration is demonstrated where
the load-step (Ai;,.q) and duty cycle (D,,44) have been kept at the value imitating the worst-case scenario, and only

the pulsating frequency is gradually changed, and whether the proposed SBC could achieve satisfactory performance
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is verified in Figure 15. SBC provided satisfactory performance given the limited computational capabilities of the
low-end microcontroller used for implementation.

For validation of operation outside the reachable contour, Figure 16 shows the response of the Cuk-PES for
operating points that do not lie on the reachable contour in Figure 13. Operating the system beyond the reachable
region at Aijpaq = 5 A, fioaa = 2 kHz, and D,,,4 = 65% yields an unstable system resulting in oscillatory currents
and voltages. The oscillations eventually lead to the distorted output voltage and currents in the unstable system. The
onset of the oscillations is highlighted in Figure 16a, where the Cuk-PES is regulating its output voltage to 50 V before
operation beyond the reachable regime. The analysis in Figure 13 also shows that for Aij,qq = 1 A, fioaq = 0.2 kHz,
and D,,4q = 50%, operating the system for T}, > 20 us results in instability. In Figure 16b, the Cuk-PES is operated

by setting Ty, = 26 us (> 20 us) which, as predicted, yields an unstable system.
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Figure 16. (a) The Cuk-PES response for Aijyqq = 5 A, fioaa = 2 kHz, and D,,,, = 65% at the onset of instability. In (a) the traces from top to
bottom represent input current, output voltage and output current. (b) The unstable operation of the Cuk-PES is captured for operation at Ai;,, =
1A, fioaa = 0.2 kHz, and D, .4 = 50% at Ty, =26 us (> 20 us). The traces from top to bottom represent output voltage, output current and input

current.

Now that the region of reachable operation, as shown in Figure 13, is experimentally validated, we explore the
following: if the Cuk-PES has to operate at a certain Ai;oqq.fioad, @d Djoqq. the ranges of ay, and Ty, that would
ensure the PES reachability at every Ai;yqq.fioad, @Nd Djyqq Can be determined. Figure 17 shows the maximum
allowable ay, for the Cuk-PES with respect to Ty,,. Increasing the T, limits the maximum duty cycle available to
ensure reachability. Figure 17 shows the limits on a,, and T,,, for extreme cases of the pulsating-load dynamics.

Using this analysis, a bound on a,, and Ty, is obtained for the PES operation. Operation beyond the limit of «,, and
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Ty Obtained may lead to unstable PES behavior.

The bounds on a;; (which also set the bounds for a,,) and Ty, help in saving computation time for online execution
in SBC, which enables implementation using low-cost hardware realizable without the need for sophisticated
algorithms in the high-frequency Cuk-PES. Figure 17 shows that for loads with relatively slower scales of Ai;yqq <
1A fioaa < 0.2 kHz, and D;,qq < 50%, the maximum a;, is capped at 0.61 and maximum Ty, is capped at 18 us.
Hence, any optimization algorithm to solve the online optimal SBC must look for values of 0 < a;, < 0.61 and
Tyw < 18 pus. The minimum value of T, is dictated by the Cuk-PES switching time T, which is 10 us leading to 10 <
Tww < 18 us. For a simple brute-force search using a resolution of a;, to be 0.02, and T;,, to be 1 us, Figure 18a

shows the saving in computation time for real-time execution of SBC.
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—0.2 kHz,1 A, 50%

o
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Figure 17. Variations of ay; With Ty, for Aijpeq = 1 A, fioaa = 0.2 kHz, and Dyyqq = 50% and Aij,qq = 4 A, fioaq = 2 kHz, and Dy, = 65%.

For the Cuk-PES operating at Aijpgg = 4 A, fioaa = 2 kHz, and D;,,4 = 65%, the maximum allowable time horizon
is Ty = 13 us beyond which there exists no a;; for which the system can reach an output voltage of 50 V for an

input voltage of 30 V. Hence, for Aijyuq = 4 A, fioaa = 2 kHz, and D,,,, = 65%, the online optimal SBC has to look

for values of 0 < aj; <0.9and 10 < T, < 13 us, as shown in Figure 17. Figure 17, hence, shows that the blue
trace which corresponds to Aijyqq = 4 A, fioaa = 2 kHz, and Dy, .4 = 65% stops at 13 us which proves that no a;
that can provide reachability for Ty, = 13 us. Although the upper limit of a;, has increased for this case, the range

of Ty, has decreased, which saves online execution time for SBC. Hence, looking for admissible values of «,; and
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Figure 18. (a) Experimentally obtained online SBC execution time, with and without offline reachability analysis for number of iterations of Ty,
for loads below Aijyqq = 1 A, fioaqa = 0.2 kHz, and D,,,q = 50%. (b) The experimental comparative study of the online SBC execution time for

Aijpaq =4 A fioaa = 2 kHz, and Dy,,q = 65% as a function of number of iteration of Ty,

Ty Yields a computation time of 59.2 us, as shown in Figure 18b. If the bound on Ty, is not obtained, then the search

time to execute the online SBC increases considerably.

Next, it is investigated whether online execution of the SBC by limiting the ranges of Ty, and «a,, ascertained
using the reachability analysis, deteriorates the performance of the Cuk-PES. Figure 19a and Figure 19b show the
Cuk-PES performance variation at Aij,qq = 1 A, fioqq = 0.2 kHz, and D;,4q = 50%, with and without bounds on a;,
and Ty,,, respectively. Figure 19c and Figure 19d show the same PES performance variation at Aijpqq = 4 A, fioad

= 2 kHz, and D;,,4 = 65%, with and without bounds on a,; and Ty,,, respectively. The start-up response shows no
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Figure 19. (a) and (b) The start-up response of the PES for Aij,qq = 1 A, fioeq = 0.2 kHz, and D,,,4 = 50% without and with bounds on «,, and
Ty, Tespectively. The horizontal scale is 500 us/div in the subplots in (a) and (b). (c) and (d) The Cuk-PES start-up response without and with
bounds on ay, and Ty, respectively, for Aijyaq = 4 A, fioaa =2 kKHz, and Dy,,q = 65%. The channels 2, 3 and 4 represent a,,, output current,
and output voltage respectively in (a)-(d).

significant deterioration of the Cuk-PES performance in the two cases. Thus, the savings in the computation time of

SBC is realized without tangible performance degradation at the prediction extremities.

Figure 20a and Figure 20b further validate the fact that computational time savings do not come at much reduced
PES performance by plotting the convergence time of the output voltage to its steady-state value after the load-

transition event has occurred for f;,,4 = 0.2 kHz and D;,,4 = 50% and f;,,q4 = 2 kHz and D;,,4 = 65%. At the
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in the comparative study in Figure 20.
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Figure 20. (a) A comparative study of the experimental convergence time of the output voltage after load transition has occurred at f;,,4 = 0.2 kHz

and D,,.q = 50% for gradually increasing load transition levels. (b) A comparative study of the experimental convergence time of the output

extreme load conditions possible for the Cuk PES of fi,qq = 2 kHz, Djpqq = 65% and Aijpqq = 4 A, there is delay of
as low as 20 us considering the high switching frequency of the PES. It is a trade-off for implementing such
computationally intensive control at low-end processors at high switching frequency. Due to limited computational
capability of the low-cost industrial digital signal processor used, the resolution of the control commands Ty, and a;,;
is fixed in the experiment to be 1 us and 0.02 respectively. Hence, both the results with and without bounds,

have been obtained at fixed resolution. However, the resolution of the control inputs can be further increased along

with modifications of the coefficients (y,and y,) in the cost function, to bridge the gap in convergence times, as shown



2.3. SBC for reduced-damped constant power load

Next, SBC is delineated for constant power loads. Since the FFT of a switching sequence (SS) ranges from dc to
several MHz, as shown in Figure 1, any disturbance that originates in PES state due to such reduced-damped loads
can be suitably tackled by the intelligent synthesis of the switching sequence (SS) of a PES. The sequences can be
designed based on a variety of conventional linear control principles. However, linear control principles fail to utilize

such wide-scale of the SS since they perform small-signal perturbation of the averaged model. To cite an example, for
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Figure 21. lllustration of SBC scheme for standalone PES.

an isolated Cuk differential-mode inverter operating at 100 kHz[33], a controller designed by linearized analysis
cannot attain a bandwidth of more than 0.6 kHz and cannot hence address fast scales. In this regard, SS, when designed
based on non-linear optimal principles, can control all the scales suitably. Apart from being an advanced non-linear
controller, optimal principles are predictive in nature. They can compute open-loop future actions[52] to seamlessly
guide a PES response on the fly and then do trajectory correction based on sensor feedback as model predictive

controllers[54]. Sequence-based controllers[2] (SBC) go a step further to do extensive offline analysis based on the
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full-order PES non-linear piecewise affine models and Lyapunov stability methods for discontinuous systems[1] to
narrow down the online search space of control actions, thereby reducing the computational burden on DSP. The
Lyapunov methods, although deemed mathematically tedious, actually encompass solution of a set of simple LMIs in

MATLAB[55]. The switching sequence (SS) generation for a PES is highlighted in Figure 21.

Constant Power
= Load

POL/downstream

Converter

Source/Upstream
Converter

ﬁ

SBC based control
law

Conventional
Modulator e
control law

Figure 22.Schematic of an upstream Cuk PES feeding a downstream PES.

The effectiveness of such control design is validated now for constant power loads (CPL) which are non-linear in
nature. The non-linear CPLs have a negative incremental impedance which has a destabilizing effect on multi-
converter PES systems[29]-[31], [56], [57]. Figure 22 shows a multi-converter system where the source upstream
PES regulates its output voltage tightly, thereby emulating a CPL and provides power to downstream PES and loads.
Since CPLs lead to a reduced damped PES, traditionally CPLs have been tackled by active and passing damping
approaches. Passive impedance damping approaches[58] negatively affect PES power density, efficiency, etc. On the
other hand, active damping approaches [59], [60]successfully emulates the effect of passive damping by resistive
elements by incorporation of feedback loops that shape the PES input/output impedance. Reference [57] uses the load
current as feedforward to effect the PES stability positively while driving a CPL. But the approaches make use of
linear control laws by linearizing the PES dynamics around a fixed operating point and hence the control laws designed
are not global in nature. To provide a case illustration: in [61], the active damping methodology to tackle the CPL can
be designed for the PES for the worst-case operating point. However, when the PES operates at a fraction of rated

power the control design lacks optimality. Also, the active damping methodologies are validated for lower-order PES
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prototypes that can provide enough stability margins for conventional linear control design. However, for higher-order
PES like Cuk, Figure 23 shows the undamped PES small-signal response of the output voltage with respect to control
input for CPL which makes it difficult for linear control designs to achieve enough stability margin at appreciable
bandwidth. Hence for highly nonlinear loads like CPL, SBC can seamlessly synthesize sequences on the fly taking

into consideration the global stability of the PES while exhibiting fast dynamic response.

This part of Chapter 2 delineating the SBC scheme for CPL is organized as follows; the SBC architecture for the
isolated PES with constant power load is discussed in Section 2.3.1. Section 2.4 deals with simulation and

experimental validation of the proposed approach. The chapter is concluded in Section 2.5.
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Figure 23. An undamped Cuk PES model with CPL.

2.3.1. SBC architecture for constant power load

Open loop optimal policies predict the PES behavior in advance before firing the PES switches. The optimal policies
are made closed-loop via sensor feedback considering the PES model-hardware mismatches. SBC is such a closed
loop optimal policy, which starts with the synthesis of the piecewise-linear model (PWL) of the PES which depends
on the PES topological and switching behaviors, and then the stability of the PES sequences is analyzed. Subsequently,
discrete maps of the PES are synthesized and based on Lyapunov theory, stability bounds on time horizons (Ty,,) of
a switching sequence and time allocation of switching states in a sequence a,,,, are computed. The switching sequences
have definite horizons Ty, , .. ..., Tw, With time allocations ayg, ... ..., @, With generalized rise and fall times ¢,
and t; respectively. Choice of these parameters by SBC in a predictive manner shapes the PES spectrum from slow

to ultra-fast scales. The steps in SBC synthesis is as follows:
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2.3.1.1. PWL modeling of an isolated PES

The first step of SBC is to attain a full-scale model of the PES. The model will be used for offline stability analysis
and online prediction model. Isolated PES topologies, in this regard, pose predicaments in construction of the PES
model for SBC. This is due to complex model formulation owing to the presence of magnetizing (L,,,) and leakage
inductance (L;;,) of the high-frequency (HF) transformer, which creates extra states in the PES model. For discussion,
we will consider an isolated Cuk PES model as shown in Figure 24. For the control of the same Cuk PES in [2][62],
the isolated PES high-frequency transformer dynamics was replaced by flux-balance equations leading to reduced
order PES dynamics, since the objective was only to perform output voltage regulation since the reduced order PES

equations lead to correct input current and output voltage dynamics.
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Figure 24. Isolated Cuk PES schematic.

Notwithstanding, this results in severe shortcomings since the transformer significantly modifies the response of
the blocking capacitors C; and C, (Figure 24) which is not captured by the reduced-order flux-balanced PES dynamics.
The capacitor response may be used for PES constraints when dealing with reduced-damped loads and affecting wider
scales and addressing fast-scale phenomenon like losses, EMI etc. Hence, a full-scale model is desired which considers
HF transformer dynamics for correctly capturing converter dynamics. However, incorporation of the HF transformer
dynamics leads to undamped oscillations in the prediction model due to the resonance of C; and C, with magnetizing
inductance L,,. To dampen the oscillations, in the virtual isolated PES model, an RC damper branch was also
considered as shown in Figure 24. This drastically improves the quality of predictions made by the prediction model.
Figure 25 compares the Floquet multipliers of the isolated PES dynamics between case 1: with L,, only, case 2: with

L, and damper RC branch. The multipliers for the case 2 are further inside the unit circle which implies a more stable
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system response over the wide operating region.
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Figure 25. Floguet multipliers (represented on imaginary and real axes) obtained using period-one map of the isolated Cuk PES. Comparison of the
evolution of the Floquet multipliers (represented on imaginary and real axes) on the incorporation of magnetizing inductance (red) and on the

introduction of passive damping using RC branch(green) for variation of «,,, and Ty,,.
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Figure 26. k™ switching sequence is shown with h states. Equation (1) corresponds to the n" switching state.

Taking this into consideration the isolated PES model can be written as:

x(t) = Agnx(t) + Bien (21)

where A,,, and B,,, are matrices that describe the PES with the CPL for the nt" switching state in k%" switching
sequence and have been defined in Appendix F. The total number of states in the k" switching sequence is h. (say)
as shown in Figure 26. The matrices A, and By, should be piecewise affine to preclude mathematical complexity for
the modeling and stability analysis. A linear discontinuous state model eases the LMI complexity as derived in Section
2.1.

For the non-linear CPL load-based PES as shown in Figure 27, the downstream PES is modeled into the original
system upstream PES leading to an integrated higher-order PES model. The downstream PES is controlled by a linear

controller and hence the controller equation has also been incorporated considering a fixed switching sequence. This
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leads to a comprehensive PES dynamical model that can be used for stability analysis.

Next, (21) is translated to error coordinates using e(t) = x(t) — x*, where e(t) represents the error vector, while

x™ represents the steady-state values of the PES states. In the error coordinate, (1) is modified as follows:

é(t) = Agne(t) + By

(22)
where By, = —(Byn + Arnx™). Discretizing (22), one obtains the following expression for jt* discrete sample:
e(G+1) = Anae() + Brna (23)
The detailed matrix formulations have been shown in [2].
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Figure 27. Two isolated Cuk PES have been connected back-to-back. The SBC algorithm is applied to the 1% PES while the downstream PES is

controlled by a PI controller whose switching sequence is fixed to the 1% module by the processor.

2.3.1.2. Stability analysis of the PES

Once the full-scale PES model is obtained, a piecewise-discrete (multiple) Lyapunov function V,(j) =

Y e(NTPere(f) is used to obtain the gradient of the multiple Lyapunov function:

Wi(e) =Vi( + 1) = V() = Znct @in (€ + DT Pine(i + 1) — e()" Pene () (24)

AT P Ay — P Al P B
This leads to the simple LMI : Y*_, a;, AinaPin Atna = Pin) - AinaPin Bind

r r < 0 which can be easily solved
Bknden Aknd Bkndpkn Bknd

using [55]. The solution of the LMIs command practical significance. The LMI solutions present a feasibility
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problem that helps to attain a bound of a,,, and T, that reduces DSP computational time.

2.3.1.3. Online SBC implementation

2.3.1.3.1. Prediction model and performance index

The online execution scheme of SBC encompasses the definition of an online model for prediction and optimization
of the control actions based on PES constraints and a pre-defined cost function in the processor. The online prediction
model of the PES is derived from the full-scale model in (1). Taking into consideration the DSP timing requirements,
the model was simplified by considering i;,,4 as the control input to the PES, along with a,, and T,,. Taking DSP

samples as j, j + 1, .. we form the Euler approximated prediction model as:

X(j + 1) = (1 + Aralekw + ArakZTkw)x(j) + (ArakZTkw + I)(alekw BT') + akZTkW Br (25)

Here, A, and B, are the matrices for the reduced-order online model and have been defined in Appendix F. The model
takes input from the state observers and sensor measurements and explores its evolution over future control actions.
The validity of such reduced models have been validated in [2].

The performance index revolves around voltage regulation of the upstream PES and takes the form already
established for [2]. However, the design of the feedforward term I, in [2] is different from the current scenario. In

order to improve the transient response of the controller, I;, for the CPL application is modified to be Iy = Vreflout

following [57]. Here, V,. is the output voltage reference command of the PES, I,,, is the measured output current

and V;, is the input voltage.

2.3.1.3.2. Observer design and DSP implementation details

To bypass the plurality of sensor requirement for such a complicated higher-order system with many passive
elements, state observers are required for optimal controllers. Traditional linear observers[63] based on Leuenberger
theory, sliding mode principles, revolve around the generalized theory that the PES averaged dynamics should be
observable given the number of sensing elements available. Such observer design requires sensing of plural states in
the higher order Cuk PES which is not practical. Hence a discrete Poincare non-linear map was used for observing the

PES states. The map evolves in time-synchronized to the processor and the model-actual hardware inaccuracies are
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eliminated by a PI loop as shown in [2].

The observer was implemented in a low-cost industrial-scale TMS320F28335 DSP with limited memory space.
This was the most computationally intensive element in the design since the observer required a solution of exponential
maps. Hence, a simple method was followed which will be discussed for the fundamental sequence of the PES. The
terms y1_¢, B1(1-6) Ye-12 aNd f2(1_¢) are precalculated in MATLAB. The terms are a function of i,,q4, Vin, @in, Tiew-
If x;_¢ are initial states of the observer, the intermediate variables x,, . were calculated in the DSP. Using the
variables x;, __, the final states at the end of the horizon T,, are calculated in the processor. The same procedure was
used for the prediction model, too, as discussed in Section 2.3.1.3.1. The procedure helped in 70-80 per cent reduction
in online computation time compared to generalized subroutines in C.

Xi,_q = Vi-6¥1-6 T B1(1-6) (26)
Xkg_12 = Ve—12Xk1-6 T .32(1—6) (27)

Apart from the (1) manipulated observer design and (2) the offline bounds on «, and T,, from the
stability/reachability analysis, a simple method was used to obtain an initial estimate of «,, for each Ty, which cuts
down computational time further. The initial estimate was based on the input-output non-linearity of the Cuk PES

(with N as the transformer turns ratio) as:

— _ Vrer
. = NV otV rer (28)

The initial estimate helped in simplifying gradient descent and brute force methods for online search space

reduction.

2.4. Results of SBC for constant power load

The results section is organized as follows. First, through offline simulations, the isolated PES modeling
justifications were validated. Next, the online computational savings due to the methods used in Section 2.3.1.3.2 are
shown. Then, the results for the PES in CPL modes of operation were validated and discussed. The detailed hardware

design is delineated in [33].
2.4.1. Effect of magnetizing inductance of the high-frequency transformer on PES modeling

Figure 28a and Figure 28b illustrates the steady-state oscillations of the PES states due to the inclusion of
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magnetizing inductance (L,,,) and leakage inductance (L;,) of the high-frequency transformer. Resonance of L,,, with
the primary blocking capacitor of the PES (the Cuk PES is shown in [5]) creates an undamped system model. An easy
solution may seem to be the non-incorporation of L,, in the system model and hence modeling the high-frequency
transformer as an ideal one. Although this leads to unchanged input inductor current and output voltage of the PES, it
changes the two-input blocking capacitor responses, leading to faulty predictions of the capacitor voltages that can
now never be used for PES hard and soft constraints[52]. This is of importance for driving CPL loads since SBC uses
constraints on the PES states to ensure stable operation and preclude excessive device stress. Figure 29 compares the
analytical solution of the Cuk PES model against a full-scale simulation of the PES in Saber software for an operating
point. Although the state-error values of the input inductor current and output voltage converged to zero, the blocking
capacitor voltages on either side of the high-frequency transformer does not converge to zero.

Hence, to include L,,, so as to eliminate this error, the PES model is modified to constitute a small parasitic included
in series with the input inductor and an R-C damper network placed in parallel with the blocking capacitors. It dampens
the oscillations in the PES model, also conserving the blocking capacitor response as shown by the comparisons in
Figure 30a and Figure 30b for wide variations of ay, and T,,. The oscillations die away within 20-30 switching
cycles, leading to damped PES response. This improves the efficacy of SBC predictions, leading to an optimal

performance control.
2.4.2. Online computation time saving due to offline reachability bounds

SBC solves an online optimization problem with offline computed bounds on the control inputs. For any load under
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Figure 28. (a) Simulation results showing the effect of incorporation of magnetizing inductance in the prediction model for the SBC controller. It
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leads to PES input current and output voltage oscillations. (b) The open-loop PES response (simulation result) with and without magnetizing

inductance.
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Figure 29. The state-error trajectories from start-up to steady-state for a full-scale model solution in Saber software and the PES analytical model
without magnetizing inductance. The traces from top to bottom represent the errors in input inductor current (main control variable), the primary

blocking capacitor voltage, the output voltage and secondary blocking capacitor voltage respectively.

consideration (CPL for the current case), SBC computes an offline reachable space for a,,, and Ty, that can provide
reachability to the PES dynamics for any given V;,, V,,: and P,,;.The reachability bounds help in the execution of
this dual-control problem in a low-cost processor by decreasing the online search space. Figure 31 shows the online

execution time required to execute the SBC algorithms online using all the search-space reduction tools delineated in
Section 2.3.1.3.1 for CPL operation. Of the execution time divisions in Figure 31, the state observer and signal

processor timings have been heavily optimized. The exhaustive search space (ESS) is traversed using low

100 | |

(o]
=

[=2]
=

.
=

iL, (inA)

Response of the
blocking capacitors (in V)

[l
(=]

[=}

100 200 300 400
Switching cycles (Each sample represents 10 pis)

[

’ 0 50 100 150 200 250
Switching Cycles ( Each sample represents 10 s)

@

41



@
S

o
S

W
S
iL1 {in A)

Response of the
blocking capacitors (in V)
(=]

100 200 300 400 500
Switching cycles (Each sample represents 10 us)

o

I L L
] 50 100 150 200 250 300 350 400 450 50
Switching cycles | Each sample represents 10 ;1)

(b)
Figure 30. (a) Figure showing the deteriorated input inductor current and blocking capacitor responses of the Cuk PES prediction model on the
incorporation of the magnetizing inductance (L,,) only. (b) Figure showing the improved responses of the Cuk PES virtual prediction model on the

incorporation of the passive damping mechanism for magnetizing inductance (L,,).

complexity brute force method. By use of sophisticated interior points and advanced gradient descent methods aided
by the initial point choice in Section 2.3.1.3.1, the ESS can be further reduced by half, making SBC possible in PES

with switching frequencies of greater than 100 kHz.

2.4.2.1. PES supplying constant power load

Start-up response: Figure 32a shows the experimental hardware prototype of the Cuk PES used for the constant-

power load of operation. The SBC control algorithms have been executed on the TMS320F28335 digital signal
processor on module 1, while a simple PI controller is used to drive module 2. The hardware prototype consists of two
Cuk de-dc modules connected back-to-back with V;,, = 30 V for module 1. Figure 32b shows the drain to source

Additional signal

s State observer execution
processing time = 1.2 us

<ﬂme =38us

Total Execution
time = 47.2 us

Exhaustive space search
(@en:Tiew) = 42.2 ps

Figure 31. Figure showing the total execution time required to solve the SBC problem in the low-cost industrial processor. The implementation

methodology delineated in Section 2.3.1.3.1 helped in online time reduction.
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voltage waveforms of all the GaN FETs used in the PES modules. Figure 33 shows the start-up response of the output
voltages of the two modules. Voutputyy, = 60V and Voutputy, = 50 V voltages seem to converge to steady-state
without any disturbance and without any significant overshoot, thereby proving that the SBC algorithm in module 1

provided good performance in maintaining the constant-power load. Figure 34 further illustrates the time evolution of

some of the states of the PES for CPL operation.
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Figure 32. (a) lustration of the hardware set-up for CPL. Two Cuk PES modules have been connected back-to-back. Module 1 being the upstream
PES and module 2 being the downstream PES. All the devices are GaN-FETs operated at 100 kHz. No passive resistors have been connected

between the modules to aid damping. (b) The device voltages of the four GaN-FETs in CPL operation have been shown. Scales 50V/div.
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Figure 33. Illustration of the start-up response of the Cuk PES modules. Voutput, (60V) and Voutputy, (50V) denotes the responses of module 2

and module 1, respectively. The scale is 30 V/div.
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Figure 34. lllustration of the start-up response of the Cuk PES drain to source voltage Vas, (from Figure 14a), the current i,,,, from Figure 7 and
the evolution of the switching state a;, from top to bottom. The vertical scales from top to bottom are 50 V/div, 4A/div and 2 V/div. The horizontal

scale is 100 us /div.

Step-response: When a step change in output voltage reference was given to the module 2, there was a negligible
deviation in the module 1 voltage, which increased the current output to cater to the increased power demand as shown

in Figure 35, proving the robustness of the control strategy for such higher-order non-minimum PES.
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Load transient response: Also, the 1% module with SBC maintained its bus voltage perfectly on the application of a
pulsating load at the output of the 2" module as shown in Figure 36. The pulsating load had transition magnitude of

2 A, the duty cycle of 65 % and frequency of 1 kHz. This further proves the robust nature of such control strategies.
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Figure 35. (a) and (b) Perturbation in module-1 voltage that supplies the CPL to module 2. Despite the V.., transient in module 2 voltage reference,

there is negligible perturbation in the module-1 voltage, thereby proving it maintains its voltage, on event of a change in power demand.

2.5. Conclusions

Control of a higher-order PES driving pulsating and reduced damped CPL load using SBC, which solves an

underlying optimal-control problem using pre-determined reachable switching sequences of the PES, is delineated in
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this chapter. Initially, using an integrated nonlinear map of the PES with the load, a discrete multiple-Lyapunov-
function-based methodology to ascertain the reachability of the PES dynamics, in terms of its switching sequence and
the time duration of the sequence and the allocation of that time among the switching states of the same sequence, is
determined. Subsequently, an online optimal SBC formulation is outlined that uses these pre-determined limits on the
reachable-switching-sequence duration and its distribution among the switching states of the same sequence. By doing
so, the overall computation time for online SBC execution is expected to be reduced without affecting the overall
control performance of the PES.

Subsequently, the theoretical predictions are experimentally validated executing an online SBC on a GaN-FET-
based higher-order high-frequency non-minimum-phase Cuk-PES. To begin with, time-domain experimental results
that validate the offline reachability predictions of the Cuk-PES are conducted. Next, it is shown experimentally, how
the theoretical predictions of the reachability analysis for the Cuk-PES enable a tangible reduction in computation
time for online execution of the SBC without any appreciable compromise in system performance and convergence

time. Overall, the outlined work has broader ramifications. First, the nonlinear-map-based reachability-analysis
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Figure 36. Illustration of the steady-state response of the Cuk PES output voltage of module 2, the evolution of the switching state a,,,,the output

voltage of module 1, and the pulsating current at the output of module-2., from top to bottom.

approach in terms of a switching sequence of a PES is extendable to other PESs driving pulsating and other types of
loads. Second, the reduction in online computation of the SBC, using stability-bound reachable switching sequences,

implies that lower-cost processor can be used while retaining quality large-signal response expected of optimal
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controllers.

The SBC approach outlined in this dissertation is generalizable. A PES is typically designed for CCM, boundary
control mode (BCM), or discontinuous-conduction mode (DCM). For the first two cases, the methodology outlined
in this chapter and explained for the specific Cuk-PES applies as is. If, however, the PES is designed only for DCM,
then, the modeling and stability Sections for the PES and loads considered must encompass an additional switching
state corresponding to inductor-current invariance. The reachability analysis and optimization methodology remain
the same as outlined in respective Sections with the exception that the search for the time allocation of the switching
states of a switching sequence will involve an additional search space to assess the impact of duration inductor current

discontinuity or invariance on PES reachability.
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Chapter 3

3. ELECTROMAGNETIC INTERFERENCE MITIGATION OF A POWER ELECTRONIC SYSTEM USING

SWITCHING SEQUENCE CONTROL

Parts of this chapter, including figures and text, are based on my following papers:
© 2016-2021 IEEE
D. Chatterjee and S. K. Mazumder, "EMI Mitigation of a Cuk Based Power-Electronic System using Switching-

Sequence-based Control,” IEEE Trans. Power Electron., vol. 36, no. 9, pp. 10627-10644, Sept. 2021.
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Rapid switching transition of wide-bandgap semiconductor devices like GaN has made higher switching
frequencies realizable at higher power [1][2], which helps in the synthesis of a power-dense/compact power-electronic
system (PES). However, rapid switching at increasingly higher frequencies negatively affects electromagnetic-
interference (EMI) performance of a PES. Hence EMI input filters need to be designed to fulfil the strict regulatory
standards on differential-mode (DM), common-mode (CM) and radiative noise spectrum. The EMI regulatory
standards [65] become stricter at progressively higher ends of the frequency spectrum, which challenges higher-
frequency operation at enhanced power levels. The situation can be explained by the following case illustration for
conducted noise (CM and DM) : operating one of the GaN-FET based PES modules in [33] at 500 W for rated input
and output voltages and for a switching frequency of 200 kHz, will result in the violation of the less strict CISPR/EN

55022/32 Class A EMI limit by a margin high enough to necessitate EMI filter that increases space [66], [67]. Use of
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Figure 37. lllustration of the shortcomings of the traditional EMI filter.

multistage EMI filters [35] may preclude the use of higher valued passive components, thereby reducing EMI filter
size and boosting power density of the PES. Notwithstanding, this causes a predicament in the design of a PES that
has relatively low stability margins in closed loop, since the EMI filter may incorporate additional phase lag which
may lead to instability and degraded PES overall control performance [68]. This adversely —affects the  power
density of the PES that is supposed to increase with the use of fast switching transition GaN-FETs operating at very

high frequencies. It also negatively impacts the efficiency of the PES due to extra losses incurred in the EMI filters
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[34], [68], [69].

Due to the stringent limits on the size of the CM capacitor based on the leakage current allowance of the PES [70]-
[73], CM EMI filter adversely affects the size of a PES more than DM filter. In DM filter the size of the DM capacitor
can be increased to keep the inductor size down for high-current applications. But CM filter precludes this flexibility
[70]-[73], which results in high inductance values for CM EMI cut-off.

In order to address the issues related to EMI filter design as portrayed in Figure 37, control-hardware integrated
solutions must be woven fine for GaN-FET based wide bandgap (WBG) PES to realize higher frequency operation at
increased power levels. This is because reliance on an increased size of EMI filters alone will impede high-frequency
operation of a WBG PES.

Frequency modulation techniques with open-loop control have been studied previously to decrease the EMI levels
of a PES. The theory is based on [74] which derives the differential equations to show how frequency modulation
impacts the spectrum of a signal. The effectiveness of these methods for EMI reduction of PES for different
modulation profiles is discussed in [75]-[77]. Reference [76] focusses its discussion on how to create modulation
profiles, with extensive analysis, to have a positive effect on both CM and DM EMI of a PES, while [78] provides a
generalized assessment of how the depth and breadth of the modulation profiles impact PES EMI. Reference [78] also
talks about the significant generalized side effects, such as audible noise due to frequency variation, and poor converter
output voltage regulation obtained due to the modulation techniques. However, most of the abovementioned literature
determines the effect of the modulating techniques based on open-loop principle, so that the distribution of the even
and odd harmonics is pre-defined. The literature preferred non-variation of the PES duty cycles, in order not to disturb
the observability of the desired modulation effect on the PES. Also, the impact of the modulation on PES behavior on
EMI filter design and output filter size has not been discussed. Reference [79] outlines the benefits of the open-loop
frequency modulation techniques against the drawbacks in increased output voltage ripple but it does not provide any
quantitative analysis on how much the output filter size needs to be altered to support constant output voltage against
decreased EMI filter size across wide switching frequency range. Moreover, it mainly comments on the open-loop
behavior only with pre-defined constant time allocated switching sequences. Reference [80] further highlights the
deterioration of the PES state response due to the low-frequency perturbation introduced by frequency modulation
under the closed-loop linear controller but precludes detailed analysis on the controller tuning parameters for the

experimental responses.
50



Practically a PES may be required to operate most of the times in closed loop under wide operating ranges. Hence,
it is necessary to undertake studies related to PES behavior in closed loop under the influence of EMI mitigating
switching sequences. Switching sequences affect the PES switching behavior, which in turn influences the EMI
signature of a PES. They can be synthesized by a model/data-driven intelligent controller to positively affect the PES
EMI signature, which can reduce the EMI size requirements or preclude the need for EMI filters up to some desired
power levels.

The SS can be synthesized based on model-predictive-control (MPC) theory [15], [19], [22], [24], [27], [81]-[83]
that can solve multi-objective optimal-control problems by careful manipulation of the switching states of a PES based
on a predefined cost. Reference [4] shows how optimal controllers can control the switching states of a PES to achieve
objectives ranging from limited switching loss reduction to the shaping of PES low-frequency spectrum along with
standard PES state regulation. SBC goes a step further to formulate an advanced MPC that controls fast and slow-
scale PES objectives but with SS that are stability bounded [2], [13], [14]. Figure 38a shows how SBC is distinct from
conventional MPC. SBC uses offline stability/reachability analysis on the feasible switching sequences of a PES [13]
to yield reachable switching sequences, which ensure PES stability in real-time and under challenging loading
conditions and saving online computation time. The reachable switching sequences help to solve an online
optimization problem to come up with direct control actions and preclude the need for a modulator. Also, SBC uses
piecewise discrete maps of a PES since they can be written easily for digital processors and can increase control
bandwidth. Switching state is controlled in a planning horizon in MPC, while the switching sequence evolves; SBC
in contrast, directly controls the stability-bound switching sequence.

SBC design is delineated in detail in [2], [14] with adequate case illustrations, where the switching sequences evolve
to control slower scale output voltage regulation and tracking. Figure 38a illustrates the difference between the
conventional SBC scheme (as delineated in Chapter 2), with this new work that does PES EMI mitigation.

This chapter, hence, following the guidelines of SBC, constitutes a closed-loop controller that serves dual-objective:
(1) steady state voltage regulation/ tracking of a PES; and (2) constituting DM and CM (conducted) EMI mitigating
switching sequences in a predictive manner. These two broad steps in constructing the SS is delineated in detail in
Section 3.1. Section 3.1 starts with the discrete modelling of the PES and goes forward in using an optimal control
framework to constitute the SS, which ensures reachability of the PES dynamics, along with performing conducted

EMI noise mitigation. Section 3.2 delineates the SS synthesis for a specific Cuk PES. The results are discussed in
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Figure 38. lllustration of SBC based SS synthesis scheme for PES. The optimal performance control of the PES constitutes the switching sequences

that can be changed on the fly based on definite goals.

detail in Section 3.3, while conclusions are drawn in Section 3.4. The SS design provided good flexibility in the design
of PES by incorporation of enhanced programmability, which is discussed in detail in the chapter and constitutes its

main contribution.

3.1. SBC synthesis for EMI mitigation

Figure 39a and Figure 39b portrays two predictive switching sequences (SS) synthesized by SBC for a generalized
PES. The first SS has a constant time horizon of Ty, , while the second SS has a variable time horizon given by
Tiw = (Tews o +Twg - + T, ), Where Th = Tk + AT v (wint) Vi € {1,n}, ATy, = KTy, k € R,
and v, is a periodically varying function with w,, as its angular frequency. The symbols @y, ...., axy in Figure 3
denote the time allocation of the switching states (h switching states in Figure 39a and h, switching states in Figure
39b) in the SS. Figure 3c illustrates the difference in the conducted-EMI spectrum of the PES in steady state subjected
to these two SSs. We observe that, by modulating the T, of the SS for case illustrated in Figure 39b instead of
repeating the same Ty, (= Ty, ) for the case illustrated in Figure 39a yields EMI peak reduction as illustrated in Figure
39c.

While the control of a SS modulates the fast EMI-scale dynamics, it may also affect slower-scale PES dynamics

that impact state regulation. Hence, an SBC formulation that controls the fast- and slow-scale dynamics of a PES
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yielding conducted-EMI mitigation and voltage regulation is synthesized and outlined in the following subsections.
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Figure 39. (a) and (b) Illustrations of two different SSs having different time horizons leading to (c) different EMI levels when applied to the same
PES.

in kHz

3.1.1 PES modelling

For the PES supplying a passive load, the PES dynamics for the nt" switching state in the k" switching sequence

can be expressed in the form:
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X(t) = Apnx(t) + Bin (29)
where the load specific A, and B,,, are defined in Appendix G for the PES under consideration.
Next, (1) is translated to error coordinates using e(t) = x(t) — x*, where e(t) represents the error vector, while x*
represents the steady-state values of the PES states. In the error coordinate, (1) is modified as follows:
é(t) = Awne(t) + By (30)
where By, = —(By, + Arnx™). Discretizing (30), one obtains the following expression for jt* discrete sample:
e(j+1) = Apnae() + Bkna (31)
where
Arna = 152, expnTiow@khn+ (32a)
Bina = [([Ta%, exp“keh-n+nTiwak® ) (expAaTin®ia — [)Aii By +
(T3, ; expkeh-nenTiw i) ) (expAeTiew®hz — [) A3 By, + -+ + (expAenTiwdien — At By,

(32b)
3.1.2 PES stability analysis

For the k' switching sequence illustrated in Figure 39a , with h switching states satisfying 0 < ay, <
1, ¥, ay, = 1,and P,,, = PF, being positive-definite matrices, a piecewise-discrete (multiple) Lyapunov function
V() = Xh_, e())TPene(j) is used to obtain the gradient of the multiple Lyapunov function:

Wi(e) = Vi + 1) = V() = Zi=s Wi (€ + D' Pine(f + 1) — e(D" Prne (). (33)
According to Lyapunov-method of stability analysis for a discrete system, the PES state trajectories converge to (i.e.,

reach) an orbit if VV,(e) < 0 which results in the following linear matrix inequality (LMI) for any generalized PES:

(Aindpkn Aknd - Pkn) A%ndpkn Bknd

<0 (34)
BinaPin Akna BinaPin Bkna

h
Zn:l Okn

The equation (34) is solved using the LMI tool in MATLAB. Hence, depending on the PES topology and its switching
behavior along with the knowledge of the specific load, once a reachability set of a,,, and Ty, is obtained from the

extensive offline analysis, they can be used to solve the SBC online problem. The detailed derivation is delineated in

2.
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3.1.3 SBC online problem

The SBC online problem is divided into two modes of operation:

Mode 1

Measure PES
states

PWL Model

-
Determine set of

reachable switching

scquences
LN o

|

e ~
Predict future states
based on the PES
madel

:

Mode 2

Synthesize EMI
mitigating
Fewgae=- --sTkw,ll
s0 that

tTkwﬂ Tkw‘- )E 0

Calculate @, and Ty, 0 that

V(o Tiw) =0

Measure PES
states

i PWL Maodel

Determine set of stable
switching sequences

.
- ¥
Prediet future states
based on the PES

muodel

|

Calculate yy, for

min(C(agy, Try))

1) Mode 1: During the transient conditions like a start-up or sudden load change, an online cost function C (., Tiw)

is minimized with respect to a,,, (n is a switching state in a given SS) and T}, to synthesize a SS that guides the PES

to its steady state.

2) Mode 2: During the PES steady state, as shown in Figure 40, to satisfy the EMI standards, a certain value of the

time horizon Ty, = Tiw, + AT f (Wi t) that causes EMI mitigation is calculated and applied to the PES. The new

value of T, is used in the online cost function C(ayy, Tyy ) Which is minimized with respect to a;;, only to maintain

Select PSS

[Aciivatc PES swilchcs]

Figure 40. Dual-objective SBC online problem

voltage regulation. The cases will be described in more detail in the following subsections.

3.1.4. Online prediction model (Mode 1 and Mode 2)

For fast real-time execution of the SBC, an online prediction model of the PES is synthesized that closely matches
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the dynamics of the full-scale PES model used by the reachability analysis. The prediction model is synthesized using
a discrete map of the PES, which is obtained by combining the individual maps corresponding to each of the switching
states. If the PES has h switching states in a reachable switching sequence, the discrete prediction model for the i + 1
sample can be synthesized as in (35), where A,,; and By, are the reduced-order PES and are derived similar to the
process followed in Chapter 2:

21+ 1) = ApngR(D) + Byng (35)
3.1.5. Cost function formulation (Mode 1 and Mode 2)

Next, a cost function, denoted by C(ay,, T, ) IS formulated and an optimal control problem is solved online to
perform online performance control of the PES. The online optimization problem determines ay,, and Ty, that
minimizes the following cost function:

Cy Tiw) = @ =2+ 1D))TPE* -2+ 1)) (36)
given the constraints on PES states and bounds on a,, and Ty,,. In (36), P is a positive-definite matrix that provides
scaling of the terms in the cost function. The optimization problem yields reachable switching sequences with optimal

values of a;,, and Ty, (i.e., Aer g and Tkwopt) that are fed to the PES power stage.

3.1.6. Observer design (Mode 1 and Mode 2)

Finally, if full-state feedback is not possible to preclude the need for a plurality of sensors for a higher-order PES,

a closed-loop state observer needs to be synthesized. If X are the observed PES states, the expression for the closed-
loop observer is given for the (i+1) discrete sample by:

R(i+1) = Aenaf() + Bna (37)

where A,,,4 and B, are derived similar to the process in Chapter 2.
3.1.7. Constraints in SBC (Mode 1 and Mode 2)

Controllers [15], [19], [22], [24], [27], [81]-[83] that solve an optimal-control problem like SBC, minimize cost
functions as shown in Section 3.1.5, based on constraints and compute a,,, and Ty,,. The constraints can be set on

individual PES states like voltage, currents etc. as in the form £(i) < X4, Where x,,,,, denotes the limit set on the
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PES voltages, currents, or duty cycles. In this paper, constraints have been used to reduce the PES DM and CM EMI
peaks below EMI standards as follows:

(1) For a generalized PES, the DM input current, which mainly contributes to the DM EMI peaks is used to create
the DM EMI model. Similarly, the drain-to-source transitions of the PES devices that impact the charging the various
parasitic capacitances of the PES set-up are used to form the CM EMI model;

(2) For a PES operating in steady state with a time horizon Ty, , (or constant switching frequency Tk‘v}s) the DM/CM
current waveforms can be expressed as periodic time series (shown in Appendix H) with C,, as the magnitude of the
n,"™ harmonic of Ty, . For this n," harmonic, if C, is below the limiting harmonic peak Cemiy, Of the CISPR/EN
55022/32 Class-A EMI standard [65] (that is, C,,, < CEM,nl), then Ty, is not changed;

(3) However, if C,, > CEM,n1 for the n,™ harmonic, then, a new time horizon Ty, is chosen that reduces PES EMI.

It has already been established in Figure 39, how two different SSs having different time horizons can lead to different
EMI levels for a PES.

It is ensured that for EMI peaks corresponding to the new time horizon Ty, (say Cy,\y detailed in Appendix H),

C

Mnew

< Cgmry,, is satisfied. The synthesis of this new time horizon Ty, is based on the basic principle laid forth by
Van der Pol in [84], which demonstrates that when the frequency (inverse of the time horizon i.e. Ty;}) of a signal,
such as the DM/CM current in the present case, is periodically modulated, the individual spectral peaks of the original
signal are reduced.

Figure 41 shows the synthesis of this new Ty, for our case. It starts from a time horizon Ty, (or frequency T,;;S),
spans a certain time horizon ATy, (or frequency AT, }) on either side of Tyw,, and comes back to Ty, . The periodicity
of the Ty,. is taken as a sinusoid for ease of implementation. If the new time horizon Ty,, contains h, switching states,

the net reduction of the spectral peaks obtained depends on the values of Ty,,, the depth AT, and T;};_w [84]. All of
1

these three parameters are shown in
Figure 41, while Appendix H briefly shows the mathematical formulation for the method and calculation of EMI

peaks C,, and Corpon

Figure 42 shows the algorithm for online EMI mitigation. Depending on the present operating condition, and using

an optimal framework, SBC calculates the EMI peaks of the PES using a DM/CM internal prediction model. If the
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peaks violate the standards, SBC calculates the new values of Ty,,, the depth ATy, and T}’l‘—‘” that can reduce PES EMI
1

below the EMI standards, and applies this time horizon to the hardware PES. Subsequently, once the new T}, to meet
the EMI standards is fixed, SBC minimizes cost function C (ay,, Ty,,) given in (2) to find the optimal a,,, in the steady
state. For any operating condition variation, the EMI peaks are recalculated, and the process repeats using the

algorithm shown in Figure 42.

=1
Ik\\'_\
=1
- T}"Wz 3hy/p

Tiew

Figure 41. Figure showing how Ty, is formed in steady state to reduce EMI spectrum.

3.2. SBC implementation for EMI mitigation of Cuk PES

For SBC, first, a full-scale model of the Cuk PES is synthesized offline that is used to perform a reachability
analysis as elucidated in Section 3.1.2 to come up with a stable range of «,,, and T,, that can be used to solve the
real-time SBC problem.

Next for the real-time part, Section 3.1.3 was followed for the PES. The real-time SBC problem is formulated for
the Cuk PES into two-steps as depicted in Mode 1 and Mode 2. The detailed case illustration for Mode 1 for the Cuk
PES, along with the non-linear state observer design is depicted in [2], which encompasses cost function formulation

and observer design guidelines for the PES up to the steady state. During the steady state, the cost-function is modified

as follows:
Chtode—1 @i Tiow) = Y1Coreg (@icn Tew) + V2 (B (D)” + ¥5(ATie () (38)
Crtode—2(@ns Tew) = ¥1Coreg @i Tiow) + V2 (Bten (D)’ (392)
where Coreg @ins Tew) = Gy (Vrer = Vour @) + G Ej (Vrer = Vour D)) Taay — i1 (D)7 (39b)

where the terms I Lo, Vrer, Vour (i), iL1 (i) denote the input PES inductor current and output voltage references, output
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sensed voltage, and predicted inductor current sample, respectively. The weight-tuning factors &3, G, G, ¥1, ¥, and
y5 have all been synthesized based on guidelines defined in [2], [8], [51], [53]. Leading up to the steady state, SBC

finds a,,, and Ty, to make ACyoqe—1(@kn Tiw) < 0. During steady-state SBC synthesizes Ty, depending on EMI

Measure PES @y, and
Tiw

\/

Acquire observed average value of differential-mode input current
and the steady-state drain to source voltages

\/

[ Calculate peaks of the DM and CM currents ]

!

N\

/ \
Do th aks
[ Set No / o \

violate EMI constraints? }
I Yes

E’redict the sequence of Ty, ,.....;Tgy, , that brings the EMI peak;]

below the limits specified and (Tkw,,‘ - 'rkw,) =0

> ‘

. Initialize @kn(@knmin < Akn < Aknmax) and Tkw1)

( Predict future states based on the PES model )

Algorithm executed
real-time

@alculate minimum of cost function C (akn. Tkw))

@ecord Ay for min C(app, T o) )

Is
(Tkw,,l = Tkw,)

Has the operating
ondition changed

Activate PES switches using Aen e and

(RO, AR

Figure 42. The online SBC algorithm that performs conducted-EMI mitigation.

mitigation, while Cyoge—2 (@in, Tiw) 1S Minimized with respect to a,,, to maintain PES voltage regulation.
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During the steady state in Mode 2, SBC synthesizes EMI-mitigating sequences, following the constraints on the
EMI standards as delineated in Section 3.1.7. This helps in autonomous reduction of conducted EMI peaks of the PES.
However, due to Ty, variation, the output voltage of the power supply gets affected negatively. Due to the low-
frequency variation of the time horizon (Ty,,) introduced by the SSs in steady state to reduce EMI, low-frequency
harmonics are reflected in the output voltage. This results in output voltage deviation from the steady state value if
SBC is applied without output voltage regulation. Hence, in steady state, SBC minimizes the cost objective
Crrode—2@in» Trw ) to keep the low-frequency deviation within bounds. Figure 43 explains the scenario by considering
two consecutive SSs with different time horizons Ty,,,, . and Ty, ,. Due to Ty, > Ty, the output voltage ripple

falls further for the 2" SS leading to a drop in average output voltage (say Voutaug). To avoid this droop, SBC provides

a steady-state correction Aa; Ty, by minimizing (4b) to prevent output voltage deviation.

with SBC  without SBC

VOuE

14 Drop in
i

outlayg

i Thow, Wi Tiw, | st
B . -l ; i
ss ——m—™ =0zl — A Tiew,
TkWI T’fW:ﬂ

Figure 43. Steady-state correction Aa;Ty,,, provided by SBC using cost function (39) to reduce low-frequency output-voltage fluctuation due to

time horizon variation for EMI mitigation.

3.2.1.DM EMI model synthesis for constrained optimal control

The CM- and DM-noise propagation paths of the Cuk PES are shown in Figure 44. It shows the equipment under
test (EUT) (i.e., the Cuk PES), any CM and DM filters that may be used for adhering to industrial EMI standards
(CISPR/EN 55022/32 Class A and Class B conducted emissions for this case) and the LISN circuit which separates
the EMI of the PES from the input power supply. The conducted CM noise generated by the GaN-FET transitions
flows into the ground via the parasitic capacitances, and then picked up by the R, sy resistors back to the GaN FETS.
The main DM noise path is highlighted in red, while the CM noise paths have been highlighted in green.

The EMI measurements are taken using two LI-325C LISNs, named LISN1 and LISN2. The LISN circuits have
also been delineated in Figure 44. In the LISN circuit, L;;gy1 = Lisyz = 5 uH, Cpgy1 =0.1 uF, Cpign, = 1 uF and
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R snv1 = Risn2 = 50 Q. Over the frequency range of the EMI standards, L;;gy1and Ly ;sn2 and Cpygy: and Cpysnz
which are close to line to neutral (LN) in Figure 44 are open circuits for LN; and the source V;, allows dc current to

pass through to the PES. The other set of C,;gy; and Cp sy, close to the PES gives short circuit to the DM current and

LISN Circuit —» DM EMI
— CM EMI

Lusw oM

DM i Ly e
Lo raVaVaVal —— /WVIVW\_]_’:'_I":L 51__ i
e 1| | hﬂ)
N O J_’vvvﬁ Jg AR A = SIf
LE

-—
—

AY
J
—
SN2 EMI filter ’/

Crigv Cuism

T Crism 11=E— ‘ -— -— -— isy ‘—’—Csw
ii? J RLISNl;RfLI 2 /7J77 G /AW

G G

N
\ LISN1 LISN2

Figure 44. The CM and DM EMI propagation paths of the Cuk PES is shown with the LISN circuit.
hence, impedances seen by the EUT between LG and NG (where G denotes ground/earth in Figure 44 are R;;¢y; and

RLISNZ'

To derive the EMI peaks for DM and CM noise, the EMI filter in Figure 44 is neglected. Now, in the Cuk PES, the
(DM) triangular input current that mainly contributes to the DM EMI peaks is used for the DM model and is predicted
by the closed-loop state observer as described in Section 3.1.6. The input inductor current is denoted by iL; (t) which
consists of an average component (iL,y,4) and a high-frequency ripple component (AiL, (1)), as illustrated in Figure
45,

The DM input noise is primarily attributed to this time-varying ripple component (AiL, (t)), which can be written

in the form of a Fourier series as follows:
. -1
ALy (£) = 52y Camexp @™ (MTiais)0 (40)

where

|sin(mnyagn)| (41)

Cym = AiL,, *
dam PP nin?agn(1-akn)

In (40) and (41), 4y, is the amplitude of the n" harmonic component of the DM EMI spectrum and AiL,,, is the

magnitude of the peak-to-peak inductor-current ripple for particular operating conditions, also highlighted in Figure
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45. As discussed in Section 3.1.7, when the DM peaks (Cg,,, in (5)) of the Cuk PES exceed the DM EMI standards

[65] (say Cemigy,) 1-€ Cam > Cgmig,y,, @ NeW SS with a time horizon Ty, € {Tiw,, - Tiews ""TkWhl} that can

minimize the DM peaks of the Cuk PES below the EMI standards is chosen and applied to the PES. With this new

SS, AiL, (t) gets modified as follows:

AiLyy, . .
AiLy () W /
S a1 Trew, g3 Tew, axn Tiew,
@iz Trw,
Lo h switching states to + Tw,

k" switching sequence

Figure 45. Figure showing the steady-state SS without DM EMI peak reduction and the corresponding AiL,(t) in (40).

ALy ()= 22 o 8% oo Cam, exp @ (Tt maTics )0 (42)

where Cyrm,,,, are the reduced amplitudes of peaks of the DM EMI spectrum with the new Ty,,. The derivation of

Cam,,, and the abbreviations used in (42) used have been derived and defined in Appendix H. Figure 46 shows

AiLy,,, (t) with the new SS that performs EMI mitigation.

ALy, (0

Tkw1

Tsz

Tkw3

T
ss |2

5

Tew i3
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Tkw

Tkw Tkw _ T.’cw
hy_s hq-1 h

............... ety Tew,
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to ™ a2 Tiew

hi switching states

t, + Tkw1+.. Tkwhl =t, + Tkw

kin switching sequence

Figure 46. Figure showing the new SS to reduce the DM EMI peak and the corresponding AiL,  (t) in (42).
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3.2.2. Physical DM EMI model synthesis considerations for actual hardware PES

To begin with, in the GaN-FET-based hardware prototype, the parasitic in the path of the DM current are not all
accounted for while modelling the PES. The PES model precludes, for instance, high-frequency DM leakage

inductances and PCB trace inductances some of which have been lumped together and shown as L., , , in Figure

47a. Hence, the DM peaks predicted based on the online PES model, may deviate from those obtained using the actual

in in Figure 47b, the DM EMI peaks of a PES violate the EMI standards in the vicinity of the switching frequency
(lower-order harmonics of the switching frequency) where the DM peaks can be calculated with reasonable accuracy

harmonics due to parasitic L, , , dominate the spectrum around the higher order of the switching frequency, they

are not considered for prediction purposes.

We perform sensitivity analysis in hardware set-up on this assumption and thereby attempt to validate
experimentally, that by the reduction of the DM EMI peaks in the proximity of the lower order switching sidebands,
the DM EMI standards can be satisfied. Moreover, the inductor L, does not remain fixed in actual hardware prototype
across wide operating power and varies depending on the dc bias or the average input inductor current 1L, (t). The
state observer in Section 3.1.6 predicts iL, (t) and corrects the value of L, used in the online prediction model in real-
time.

Yet another issue pertains to the finite deadtime associated with the GaN-FET based complementary devices of the
Cuk PES. Hence, if the time allocated to a switching state in a SS is ay,,, then considering the deadtime, the allocation
becomes ay,, — S4eaatime- This affects the DM EMI peak prediction since the peaks predicted by (41) depend on the
value of a,,. Any modern industrial processor has deadtime modules and hence 8,cq4time IS Preset and known in

advance. Hence, the above-mentioned steps were incorporated for better DM EMI prediction.

3.2.3. CM EMI model synthesis for constrained optimal control

Unlike the DM current, the CM currents have more indeterministic coupling paths. Hence, to synthesize a CM PES
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model that can predict the CM peaks with reasonable accuracy, yet is simple enough for real-time optimal control, an
analytical model is created for the main CM coupling paths, which have been shown in Figure 44 for the isolated Cuk
PES under consideration.

Two primary CM noise sources are primary (S;) and secondary (S,) GaN FETSs. The drain-to-source voltages of the

GaN FETs are denoted by V;, and V;,. The dv/dt caused by the FET switching transition charges the parasitic

— DM

L
@)
Lower order harmonics of the
switching frequency
A
0 £ DM EMI
- 1 standards
DM EMI violated DM EMI Higher order harmonics of the
peaksin |} / standards switching frequency
7 H -
udBV | L | o )"
((
f2 P fl f2
150 kHz Région of lligller i)rediction ' Region of lower predi’ction
- accuracy accuracy due to parasitic
-
(b)

Figure 47. lllustrations of (a) high-frequency parasitic that have not been considered for DM EMI model and (b) region in the DM EMI spectrum
of the PES that violates the DM EMI standards.

capacitances (say C,, and Cs,, respectively) between the drain of the FET and the earth (G in Figure 44) and this, in
essence, constitutes the CM noise. The stray capacitance is mainly formed between the drain of the device and

heatsink, as the insulating materials have considerable dielectric constant.
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Another major CM EMI source is the parasitic interwinding capacitances between the primary and secondary
windings of the transformer. In the Cuk PES, as shown in Figure 8, the voltages on primary and secondary sides of
the transformer are denoted by Vr, and Vr,, respectively. For non-unity turns ratio of the HF transformer and unequal
voltage distribution across the windings, the switching transition of VT,, — Vr, charges the interwinding capacitance to
cause a displacement current from the primary to the secondary side of the transformer and the earth.

Figure 48 shows a typical transformer structure where the primary and secondary sides have N,, and N turns and

P, and S, layers, respectively. Due to the voltage difference between layer B, and layer S;, the interwinding

Sm S] Pn P3 PgPl P1P2P3 PJJ S1 Sm
0 - 0Jfo-~000 | NJooo-- 58 0[N,
o --o{lo-~-00o0 000000
o

0 odro--000 | | o0o0o-o0-

b dn | [ penngas

QN
() () () ()
Transformer terminals —® A B ¢ D

primary secondary

Figure 48. A typical HF transformer structure with the parasitic interwinding capacitance that results in CM noise.

capacitance between these two layers will result in a displacement current that can be written as is, =
Cais (Np,, — Ns/Ng,) /2N, dVTp /dt = Cs, dVTp /dt, where C,;, are the discrete capacitances between the primary
layer B, and secondary layerS;, N, and N, are the number of turns in layer P, and layerS;, and
Cais (Np, — Ng/Ns )/ 2Ny, is the total lumped inter-winding capacitance. These three-time varying voltages V;,, Vr,
and V;,, shown in Figure 13, are the major contributors to the CM noise spectrum of the PES. Figure 49 also shows
the first derivatives of these time-varying voltages, which cause three CM currents i, is,, and igz,.. The currents,
expressed as i, = Cg, dV;, /dt, is, = Cg, dV,,/dt, and i, = Cs, dVTp/dt, have been shown in Figure 44. Since
Ve Vs and V,, are all periodic, their derivatives which lead to the CM currents i, , is, and i, are also periodic and

can be expressed using Fourier series like DM noise for peak prediction. The CM capacitors Cy,, C.

s and Cs, are

usually very small in tens of pF and can be computed in detail by an impedance analyzer or using printed-circuit-
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board modeling for a given PES. References [73], [85] highlight some of the peak-prediction procedure for CM EMI,
by modeling PES in considerable detail. But, for our present application, such detailed models cannot be easily used
in industrial digital signal processors (DSPs). Hence, we use some practical PES behavioral considerations and weave

fine a data driven-analytical approach to predict CM noise for our application.
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Figure 49. Figure showing the switching voltages of the Cuk PES that mainly contribute to CM EMI. Also, the regions in the CM EMI control are

shown.

3.2.4. Physical CM EMI model synthesis considerations for actual hardware PES

Figure 49 shows the CM EMI spectrum, with the typical V; , Vr, and V, of a Cuk PES. The CM EMI spectrum
consists of the switching-frequency components, the frequency components due to parasitic oscillations caused by the
leakage of the transformer discharging into the device capacitance that rides on the V; ,Vr. and V;, signals. It also

14 2

consists of the frequency components induced by the switching transition of the GaN FETs. Even though the main

paths of the CM EMI have been highlighted, the CM current can find indeterministic paths to the earth (G, shown in
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Figure 44) and hence, the spectra cannot be predicted with accuracy all the way to the switching-transition components
without exact knowledge of the practical-PES model.

In the CM EMI spectrum shown in Figure 49, it is observed that the CM EMI standards for the Cuk PES are violated
for lower-order harmonics of the switching frequency and in the mid-range frequencies due to the parasitic oscillations
induced by transformer leakage. So, for the case under consideration, the peaks in the lower-order harmonics are
predicted and mitigated by control. We denote this region as Region 1. All the mid-range and higher-order peaks are
mitigated by designing a CM EMI filter by observing the experimental peaks in a spectrum analyzer during
experimentation; hence, they will not be predicted. We denote this region as Region 2. By mitigating the lower-order
CM EMI peaks using control, the frequencies at which the CM EMI standards are violated are pushed to the higher
end of the spectrum, which thereby reduces the size of the CM EMI filter.

Now, the CM current for the PES can be written in the form:

lCMtotal = 151 + l52 +l5T (43)
dvs, avs, avr,

=(C. —2 —2 4 44

Csl dt + CSZ dat CST dt (44)

In (44), dVs, /dt, Vs, /dt, and dVTp/dt are periodic waveforms, and hence icy,, ., can be written in terms of a

Fourier series as

. o 2mj(nq T, )t o 2mj(nq Ts. )t o 2mj(ng Tt )t
lCMtoml = Zn1:1 Ccmy51 exp( n](n1 kWS) ) + anzl Ccmvs2 exp( ”](n1 kws) ) + anzl CcmVSTexp( T[J(nl kWS) )
(45)

— Z%)l:l Ccmexp(ZHj(anlc_th's)t) (46)

In (45), Cemy + Comy, @Nd Cp,,are the CM EMI peaks due to dVs, /dt, dVs,/dt, and dVy, /dt and in (46), Ccp, =
S1 S2 ST p
CcmV51 + Ccmvsz + CcmvsT' Here the process of derivation of only Ccmvs1 is delineated and the derivations of Ccmvs2 and
Cem,, are similar.
ST
From Figure 49, one observes that V;, transits between zero and the value given by V;,, + N, /N¢V,,,,. Hence, if the

Np
Vint<Vout-
rising and falling edges of V;, are given by t, and t, then, the function C,, dV;, /dt can be written as C;, mlt\'i:m

Np
Vin"'N_SVout-

between zero to t,, zero in between ¢, 10 ay, Ty, — tr, Cs, between ay, Ty, — tr 10 QpnTiw,, Z€rO N

ty

between a, Tw, 0 Ty, . Hence, the periodic function can be broken down into Fourier components and the peaks
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of C,, dV;, /dt denoted by Ccmvslare expressed by the following:

Ccmys1 = Angsl + Bngsl (472q)
in(y))_sin(ty+7)

<2<<Tkwsaz(5;;;s)- il ))
emy, = 270, + Z)/Tkws (47b)

_ cos(y)_cos(tr+)

<2<(Tkwsa2(%) ))
chVsl = 270, - Z)/Tkws (47c)
y= Znnl(tr + Tkwsakn)' (47d)
Np Np
Vinty Vout Vinty_ Vout
= G, W g, < g, T (4¢)
7 = Trwgs@1 Sin((27n1ty)/Tiew) (48f)
2nqm

Even though Cs,, C.

s+ and Cs, can be calculated via use of impedance analyzer and PCB modeling based approaches

[86], the process can prove tedious for different hardware setups and transformers. Hence, an easier experimental data-
driven approach is used here for estimating the parasitic capacitances. For different V,, and V,,, of the Cuk PES,
obtained for the experimental PES hardware using a spectrum analyzer, the real-time peaks of the CM EMI are

measured. Let the experimental peaks be denoted by C and the ones calculated from analytical model be Com;-

cMexpj
Now, using the simple algorithm delineated in

Figure 50, we tune the values of C, , C,,. and C,, that minimizes the function (|C. — Cemyl)- As shown in

Mexpi
Figure 50, the order of the harmonic n, for the CM spectrum up to which the EMI peaks will be mitigated by control

is chosen such that the error in the prediction of these peaks is below a programmable pre-defined threshold e.
Finally, following the methodology in Section 3.1.7, when the CM peaks (of the Cuk PES) C,,, in (46) exceed the

amplitudes (Cgy,,,) Of the CM harmonics specified by the EMI standards [65] (i.e., Ccpn > Cppy ), @ NEW SS with

a time horizon Ty, € {Tyw,, - Ty ""TkWh1} that can minimize the CM peaks to an acceptable level are chosen.
When the new SS is applied, i¢y,,,,, Modifies to the following form:
@nj(na T +ma Tis ) ) (49)

iCMtotalnew (t) = Z-;.lolzo 2;011:—00 Ccmnewexp
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where Cep, . are the reduced amplitudes of peaks of the CM EMI spectrum. Derivation of C. and the

Mnew

abbreviations used in (49) have been provided in Appendix H.
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Figure 50. The offline algorithm in MATLAB to compute the value of common mode capacitors Cs , C,, and Cy, based on expe rimental data. &

denotes a programmable pre-defined threshold.
3.3. Results

The section is organized as follows:

(1) First, the hardware set-up is explained in Section 3.3.1.

(2) Then, Section 3.3.2 delineates the time-domain experimental validation of the proposed approach in controlling
the PES in terms of the steady state and transient waveforms. In Mode 1, SBC synthesizes switching sequences that
guide the PES to steady state, and in Mode-2 does steady-state regulation and EMI mitigation.

(3) Section 3.3.3 shows how SBC autonomously mitigates the DM EMI, and its effect on the DM filter size in the
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PES.
(4) Section 3.3.4 shows CM EMI mitigation and the subsequent CM EMI size reduction.
(5) Finally, it is experimentally demonstrated in Section 3.3.5 how the EMI mitigating SBC affects PES efficiency

compared to traditional EMI filter losses. It also shows SBC based low-frequency distortion control results.

3.3.1. Hardware prototype and set-up description:

The hardware prototype consisting of the higher-order GaN-FET based Cuk-PES is shown in Figure 51a. The PES
hardware prototype is used to perform the EMI experiments using the set-up depicted in Figure 51b and Figure 51c.

The SBC algorithm is implemented on a low-cost dual-core TMS320F28379D digital signal processor (DSP)
(LaunchXL-F28379D) using code composer studio version 8, and the switching sequence, with the allocated switching

states (ay,, ) and time horizon (T}, ), is used to drive the GS66508B GaN-FET-based Cuk-PES operating at the

Table 2. The Power-stage-Parameters for the Cuk-PES

Input | Output | Input Output Input Output Input Output | Switching | Transformer

voltage | voltage |inductance|inductance|capacitance|capacitance| blocking | blocking |frequency | turns ratio

range | range (Ly) (Ly) (Cin) (Cout) |capacitance| capacitance | (1/Ty) (N)
Vin) | (Voue) (1) (C2)
30-60 V| 0-90V | 50 uH 100 uH 4.4 uF 5 uF 6.8 uF 15uF 100- 2
250 kHz

maximum power of 350 W. The power-stage parameters used are provided in Table 2. The detailed hardware design
is discussed in [33]. The PCB layout in terms of the power, control and gate loops have been further optimized, than
that discussed in [33], to minimize stray CM EMI noise. The EMI measurements are taken using L1-325C LISNs and
4395A Agilent Network/ Spectrum/ Impedance Analyzer. The set-up is implemented taking into consideration

CISPR/EN 55022/32 Class A and Class B conducted emissions measuring standard.
3.3.2. PES autonomous EMI mitigation

The online SBC consists of two parts:

(1) Mode 1-operation during transient operation leading up to the steady state where SBC determines the switching
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Figure 51. (a) The PCB realization of the GaN-FET-based Cuk-PES. (b) The PES experimental set-up for performing the EMI tests. (c) Set-up for
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conducted emission measurement.

states (ay,) and time horizon (Ty,,) on the fly via minimization of the cost function defined in (38a).
(2) Mode 2-operation in the steady state. Here the switching states (a;.,) of the switching sequence are synthesized

to perform voltage regulation via minimization of the cost function defined in (38b), while Ty, € {T,, ... ... ’TkWhl}

that does EMI mitigation at the specific PES operating condition is found out and applied to the PES. The algorithm
outlined in Figure 42 is followed.

Figure 52a and

Figure 52b show the experimental PES start-up and steady state time-domain response obtained with SBC at 350

W.
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Figure 52. (a) Figure showing the PES start-up response. (b) Figure showing the PES steady state response. Both the results are taken at 350 W.

The traces from top to bottom show the input PES current, a;, T}, variation (plotted as DAC output), and the output voltage of the PES.

Figure 53a and Figure 53b further show the PES response for a step change in reference power for the PES from

350 W to 20 W. The ay,, Ty, Vvariation (plotted as DAC output) is of importance here. In Figure 53 the PES reaches
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Figure 53. (a) and (b) Automatic adjustment of the switching sequences by SBC on change of operating condition. The traces from top to bottom

in (b) show the input PES current, a,, Ty, variation (plotted as DAC output), and the output voltage of the PES.
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steady state power of 350 W in Region 2 via Region 1. Then the operating condition shifts to 20 W in Region 4 via
Region3. The regions are so chosen that EMI standards [66] are violated in Region 2 and not in Region 4.

As shown in Figure 53b, at 350 W, SBC in Mode-2 synthesized a SS (a,, and Ty, € {Tiy,) -+ - ,Tkwh1 }) that does

EMI mitigation in Region 2 and minimizes the cost-function in (4b). In Region 2, SBC varied the a;, Ty, to keep
output voltage constant as shown in the middle trace in Figure 53b.

On changing the operating point to 20 W, SBC stops synthesizing EMI mitigating sequence in Region 3 and
minimizes the cost function in (38a) to reach the new-steady state in Region 4. On reaching the new-steady state at
significantly lower power, SBC using the algorithm in Figure 42 does not perform EMI mitigation since EMI standards
[66] are not violated. The ay,, Ty, Variation in trace-2 shows that the SBC, hence, adapts its switching sequence (@,

and Tiw € {Tw,» -+ Thewg -+ TkWhl}) autonomously in the steady state depending on the change of operating condition.
3.3.3. PES DM EMI mitigation with sensitivity analysis

Figure 54 shows the maximum error (across wide operating conditions) between the experimental and analytical
DM EMI peaks. The online prediction model for DM EMI is made by using up to ten DM peaks above the EMI limits
of 150 kHz. This is because (i) the DM EMI standards are usually violated below this range, as discussed in Section

3.2.2 (ii) the error in DM peak prediction in this region is appreciably low (usually less than 2% of the steady state

peaks).

w
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Figure 54. Worst-case error in DM peak prediction due to the hardware/PES model mismatches as discussed in Section 3.2.2.

Figure 55 shows the SBC-based DM EMI-mitigation across various operating conditions of the PES and plots the

output voltage corresponding to those points. Figure 55a to Figure 55¢ show three operating points of the PES, chosen
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Figure 55. Experimental PES spectrum showing the DM EMI peak reduction using SBC across various operating conditions as (a) V;,= 45V, V.=
100 V, and P,,; =300 W (OP,) , (b) V;,= 40V, V.= 80V, and P,,,, = 200 W (OP,). and (c) V;,= 55 V, V,,,,= 90 V, and P,,,, = 210 W. (d) Figure

showing the output voltages for the operating points.
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V, V=90V, P, =210 W. In all these three cases, the effect of the application of the SBC with DM EMI mitigating

sequences (the reduced peaks with higher EMI floor in Figure 55) is compared against SBC without DM EMI
mitigation (the isolated/islanded discrete DM EMI peaks in Figure 55). On violation of the EMI standards [66] in the
steady state, SBC selects a new value of T,,, the depth ATy, and Ty, /h, (refer to Figure 41) that can reduce DM
EMI peaks below the DM EMI standards leading to an entirely autonomous DM EMI mitigating system. A small
safety margin is used to account for the PES model/hardware DM EMI peak mismatches shown in Figure 54. Figure

55d shows the output voltage of the PES for the three operating points.

3.3.4. DM EMI size mitigation

SBC provides programmable DM EMI suppression which reduces the size of EMI filter and in some cases precludes
the need for it as is the case with the PES under consideration. For visual depiction and quantitative analysis, an EMI
filter to suppress the DM peaks is designed following [4], [6],[34] for the worst-case operating point for DM EMI for
the Cuk PES. The designed EMI filter is shown in Figure 56. The DM EMI inductor has to carry the full input current
and is designed accordingly by keeping the inductance less and capacitance higher as specified in [34] for higher input
currents. The inductor/capacitor combination is hence determined to be 50 uH and 5 uF, respectively, for providing

the attenuation required with some overcompensation.

ln 25pH
5 5pF
To Llsn"'IF ;Q I" To PES
—
I|" -
15uH

Figure 56. The DM EMI filter at the input side to suppress the DM noise peaks that are mitigated by SBC.

For the same worst-case DM EMI, Figure 57 provides a comparative analysis via experimental results, showing
(1) EMI peak suppression by DM EMI filter designed.
(2) SBC based DM EMI mitigation.

(3) The original unsuppressed DM EMI peaks.
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Thus, SBC with DM EMI mitigating sequences eliminated the need for the DM EMI filter shown in Figure 56 for

the Cuk PES. This also resulted in a decrease in the weight of the PES by 0.45 kg.
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Figure 57. Figure showing comparative analysis of the EMI filter based peak reduction (bottom trace), SBC based peak reduction (middle trace)

and original EMI DM peaks without EMI filter and without EMI mitigating SBC (top trace-red). The EMI standards are specified in blue.

3.3.5. PES CM EMI mitigation with sensitivity analysis

Since CM cases are heavily dependent on indeterministic parasitic coupling paths, an analytical model was created,
and experimental data was used to find reasonable Cs,, C,,. and Cj, to reduce PES model/hardware inaccuracies and a
CM model for the PES was formed. For finding feasible values of the common mode capacitors using the algorithm
in Figure 50, e < 10 udBV was used. The methodology is delineated in detail in Sections 3.2.3. Figure 58a shows the

efficacy of the CM EMI peaks predicted by the CM model so constructed by plotting the maximum error (|C.

Mexpi

Cem,|) for wide range of operating conditions. C, denotes the real-time CM EMI peaks of the hardware PES,

Mexpi
while C,,,, are the peaks predicted by the CM EMI model. Figure 58a also shows the error for two different values of
switching transitions ¢, (rise time) and t(fall time), namely ¢, =30 ns, t;, =10 ns, and t,, =80 ns, t;, = 30 ns. The

rise and fall times for the 2" case is chosen to show the validity of the proposed approach for devices with slower

transitions respective to GaN-FETS like Si MOSFETSs. Thus, the proposed CM EMI model works for different dv/dt
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Figure 58.(a) Worst-case error in predictions for the CM EMI for hardware PES set-up 1 for two different values of switching transitions. (b) Worst-

case error in predictions for the CM EMI for hardware PES set-up 2 for two different values of switching transitions. The worst-case error never

exceeds € = 8 udBV.

transitions, as well with reasonable accuracy.

Because CM cases are parasitic modeling dependent, Figure 58a shows the error (|C, = Cemy)), for adifferent

Mexpi
PES hardware set-up to show the sensitivity of the CM EMI model. Instead of GS66508B GaN-FETS, a previous
generation GaN-FET board using GS66508P GaN-FETs (same rating) was used. The previous generation GaN-FET
board has changes in layout, gate drive design (isolated/non-isolated) and an extra LC snubber on the primary side.

Also, the transformer structure was varied by using different number of layers for the primary and secondary windings,

keeping the turns ratio and number of turns on each side same. Like Figure 58a, Figure 58b also plots |C

CMexpi -
. d .
Cem,| for two different values of d—’: transition rate.

Now with reference to Figure 49, we hence define two regions:

1) Region 1: In this region, SBC is synthesized in a predictive manner due to reasonably accurate predictions of
the CM EMI. Any CM noise peaks below the 10™ harmonic of the switching frequency will be addressed by SBC.

2) Region 2: In this region, the peaks will not be predicted. A CM EMI filter is designed based on guidelines of
[34], which will address the CM EMI peaks.

Figure 59 shows the experimental results obtained by SBC using the online CM EMI model. Figure 59a shows the
CM EMI spectrum of the Cuk PES for SBC without EMI mitigating switching sequences for the worst-case CM EMI
point. Referenced to Figure 49, the spectrum is dominated by the lower order harmonics of the switching frequency
and mid-range harmonics due to parasitic oscillations.

Figure 59b shows the CM EMI spectrum of the Cuk PES for SBC without EMI mitigating sequences but with a
full-scale CM EMI filter[34]. The spectrum meets the CM standards across the entire range. Figure 59c shows the CM

EMI spectrum of the Cuk PES for SBC without EMI mitigating sequences and reduced-size EMI filter. The EMI filter
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Figure 59. (a) Figure shows the CM EMI spectrum of the Cuk PES for SBC without EMI mitigating sequences. (b) Figure shows the CM EMI
spectrum of the Cuk PES for SBC without EMI mitigating sequences and full-scale EMI filter. (c) Figure shows the CM EMI spectrum of the Cuk
PES for SBC without EMI mitigating sequences and reduced-size EMI filter. (b) Figure shows the CM EMI spectrum of the Cuk PES for SBC with

EMI mitigating sequences and reduced-size EMI filter. The CM EMI standards [3] have been highlighted in red. (e) The output voltages of the
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above four cases have been compared.

is designed for higher cut-off frequency thereby reducing the size. However, the CM EMI peaks still violate the
standards around the lower order harmonics. Figure 59d then shows the spectrum of SBC with EMI mitigating
switching sequences which brings all the peaks below the EMI standards. The output voltage for the above four cases
is shown in Figure 59e.

Figure 60 shows the reduction in EMI filter size and cost due to SBC based EMI mitigation. HITACHI FINEMET
cores with very high permeability have been used as core materials for CM filter design. For the full-scale EMI filter
for Figure 59b, three FINEMET cores each costing 30 dollars[87] have been stacked to create the CM EMI filter of
16 mH considering the window area for the required number of turns. The CM filter did not consist of any CM
capacitor. For the reduced size CM EMI filter for Figure 60c and Figure 60d, two cores are stacked together to create
5 mH of CM inductance in conjunction with SBC based EMI mitigation to satisfy the CM standards. This results in
33.33% reduction in core cost for the CM inductor design. The FINEMET cores used for the CM filter have very high
permeability thereby providing high inductance value in limited size and weight. Hence, CM filter size reduction does
not lead to an appreciable specific weight variation of the PES. However, the use of alternative low-cost low-

permeable cores for CM filter will lead to appreciable specific weight decrement of a PES due to huge inductance of

CM filters.
I .
36.54mm \ 54.34mm
% > I < >
: :
I
£
o
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Core cost = 60 Core cost =90 CMewrent
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Figure 60. Comparative figure showing the designed full-scale and reduced-order EMI filter for the worst-case CM EMI mitigation. The EMI filter

is designed with high-cost high permeability FINEMET cores.
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3.3.6. Low-frequency distortion, PES efficiency and effect of ADC resolution and delays:

3.3.6.1. Low-frequency distortion

As shown in Figure 43, Ty, variation in steady state to perform EMI mitigation results in output voltage fluctuation.
SBC systematically controls a,,,, T}, 0f a SS to keep the low-frequency deviation within bounds. Figure 25a shows a
comparative analysis of two situations to validate it experimentally:

(1) The grey trace signifies the scenario (Case 1) when the steady state EMI mitigating sequences are applied
without performing output voltage regulation using SBC in steady state with capacitor C, = 10 uF, in Figure 61b.
The output voltage fluctuations are considerable.

(2) The yellow trace signifies the scenario when the SBC minimizes a cost-objective (38) of the output voltage
fluctuations even in steady state, but with a slightly bigger capacitor C, = 30 uF as shown by the comparative analysis
in Figure 61b. It causes negligible output voltage deviations. From a power density and specific weight perspective,

the capacitor size increment for the Cuk PES is less considered to EMI filter size reduction.
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Figure 61. (a) Comparison of the output voltages in Case 1 and Case 2. Case 1 can be alternatively thought of as a scenario when the output voltage
regulation feature of the control is disabled. The vertical scale signifies 5 volts/div and the average output voltage is 90 V. (b) The output capacitor

size increase used by SBC for negligible output voltage deviations.

3.3.6.2. PES efficiency

In addition to the decreased EMI size and autonomous EMI mitigation, SBC has a positive effect on the operating
efficiency of the PES. With an operating point of V;,,= 30 V, V,,,.= 90 V, the power throughput of the PES is gradually

increased by increasing the load for the below scenarios:
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(1) First, without the CM/DM EMI filter, SBC is used to synthesize the switching sequences, both transient and
steady state. In transient, SBC performed optimization of «,,, and T}, to provide the desired response. Secondly, in
steady state the SBC held on to the steady state output value providing good regulation;

(2) Second, the 1% case is repeated with the full-scale EMI filter [34][67] to do the DM/CM EMI peak reduction;

(3) Third, instead of using the full-scale EMI filter, SBC reduces DM and CM EMI peaks and uses a reduced-order
CM filter. SBC also provides on-time variation of the switching sequences to keep output voltage constant.

Figure 62 shows the difference in efficiencies of case 1 with that of cases 2 and 3. SBC based EMI reduction

provided better efficiency results than the case with EMI filter, even for such moderate power systems.

SBC provides higher efficiency than EMI filter

-

—_— SBC
— EMI filter

o
o

Drop in PES efficiency

o
(1]

100 150 200 250 300 350

Power [W]

Figure 62. Figure showing that decrease of EMI filter size using SBC does not come at a price of decreased PES efficiency.

3.3.6.3. Comments on sensors, ADC acquisition and delays, and execution time

SBC uses a comprehensive high-frequency (HF) PES model to predict the EMI peaks for a PES for different
operating conditions. It uses the EMI peaks to solve a constrained online optimal problem. For DM EMI, an open-
loop HF PES model was used with safety margins to account for PES model/hardware mismatches, while for CM
EMI a data-driven HF analytical model was formed. Both the models were used by SBC to reduce PES EMI
autonomously, as shown experimentally. Alternate to the approach taken, the EMI peaks could have been measured
real-time for SBC. For a case illustration for the CM EMI, for Ty, = 10 us, to capture the components up to 10™ to
15" harmonic would have necessitated greater than 10 MHz ADC sensing. Additionally, computation of n-point FFT
to calculate the EMI peaks for CM/DM current would have gone beyond the computational capabilities of low-cost

digital processors.
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Hence, using internal HF DM/CM models preclude the need for extremely high-bandwidth ADC sensing and saves
DSP computation time. The real-time EMI peaks calculated depends on HF EMI model and steady-state values of the
V;, and V,,,; voltage sensors, using (41) and (47). The voltage sensors are low-bandwidth and acquired digitally using
the 16-bit ADCs of F28379D, at a sampling rate of 2 MHz. Considering ADC acquisition of V,, voltage sensor,
decreasing the ADC bit resolution to 12 and 8 instead of 16, would lead to slight errors in EMI peak prediction of 0.03
1dB, and 0.69 udB respectively, and deteriorated control performance.

The execution time of the SBC also affects control performance. For processors with faster instruction cycle time,
SBC execution takes less computational time, which positively affects control performance in areas like output state
regulation etc. because of the increased resolution of the control actions that can be achieved. Hence, for slow
instruction cycle at a high switching frequency, to close the control loop in each switching cycle, the control resolution
will become poor, thereby negating the effectiveness of such controllers. For the TMS320F28379D MCU which is a
high-performance industrial DSP for general power converter control, the execution time breakdown for the overall
SBC control in Mode-1 and Mode-2 of operation is shown in Figure 63.
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Figure 63. Figure execution time and/or time-breakdown for the overall SBC control in Mode-1 (a) and Mode-2 (b) of operation, respectively.

3.4. Conclusion

SBC that does EMI mitigation is discussed in this paper. SBC, in addition to synthesizing reachable sequences that
ensures global stability for the PES, does DM and limited CM EMI mitigation.

The importance of SBC is as follows:

(1) By use of comprehensive HF PES model, SBC precludes need for complex sensing and high bandwidth ADCs,

which simplifies PES design;
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(2) Secondly, it reduces and, in some cases, precludes the need for EMI filters that negatively affects the power
density and efficiency of the PES;

(3) It gives high programmability to PES design. A PES operating at 10-50 per cent of the rated condition does not
necessitate bulky EMI filter to do overcompensation of EMI peaks at lighter loads. At higher power levels, when only
the control will not be enough to mitigate the EMI peaks, an EMI filter-control in integrated combination may provide
good flexibility.

Moreover, SBC does perfect on-time regulation of the switching sequences which limits the slower-scale
deterioration as evident from the experimental results. This approach is particularly useful for the ever-evolving fast-

transition devices like the GaN FETs with high dv/dt. Devices like these can be switched at higher frequencies under
high power due to their low device capacitances, yet higher voltage and current ratings. The high % of these devices

also lead to lower switching losses at higher frequencies. However, operation at high power at higher frequencies may
lead to bulky EMI filter or higher-order EMI filter to provide the desired attenuation. This is because of the strict
contemporary EMI standards. Even though a higher-order EMI filter yields a robust option to meet the EMI targets
and provide higher cut-off rate, it may affect the stability margin of a PES negatively in non-minimum phase systems
which can impede their application. Hence, a hybrid SBC-EMI-filter synthesis for a PES may enable operation using

these fast-transition devices at high dv/dt and at higher power.
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Chapter 4

4. SWITCHING TRANSITION CONTROL OF A CUK BASED POWER ELECTRONIC SYSTEM

Parts of this chapter, including figures and text, are based on my following papers:
© 2016-2021 IEEE
D. Chatterjee and S. K. Mazumder, “Turn-on switching transition control using a GaN-FET based active gate drive,”

in 2021 IEEE 11th International Symposium on Power Electronics for Distributed Generation Systems (PEDG),

2021, accepted.

D. Chatterjee and S. K. Mazumder, “Switching transition control to improve efficiency of a dc/dc power-electronic

system,” IEEE Access, doi: 10.1109/ACCESS.2021.3092017.

Increasing the switching frequency of the power semiconductor devices (PSDs) reduces the size and cost of the
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passive elements, thereby positively affecting the power density of a high-frequency (HF) power electronic system
(PES). To achieve a higher switching frequency of a PES, yet low switching losses, the speed of switching transitions
of PSDs need to be increased. However, such fast transitions adversely affect PES performance in terms of
electromagnetic interference (EMI) and device stress. Hence, a switching transition control (STC) scheme is
developed to create optimality between switching PSDs with higher transitions yet maintaining safe levels of parasitic
oscillations, that result from reducing the transition time of these devices. The switching transition control (STC)
framework helps the HF PES achieve a target efficiency improvement by controlling the high di/dt and dv/dt regions
of a PSD on the fly. Results are shown to validate that this improvement of efficiency is not feasible with a passive
gate drive. An HF Cuk PES using Cree SiC Mosfet half-bridge module is fabricated for testing purpose of the STC
framework. The STC network is based on a simple switched resistor network, synthesized using high-speed GaN-
FETs and built across two generations, Gen-1, and Gen-2. The practical problems associated with the Gen-1 board
(mainly due to the high-speed GaN-FETS) are addressed with design modification in Gen-2.

The work has ramifications in meeting a system level goal of a HF WBG PES, like a target efficiency
increment, while not deteriorating the EMI performance and PSD stress levels that result due to parasitic oscillations

in such PES.

4.1. Introduction

To reduce PES losses while increasing power densities (by increasing switching frequencies), the switching
transitions of the PSDs need to be significantly improved as is evident from the recently used WBG PSDs like GaN-
FETs and SiC FETSs [2], [5], [33], [88]-[90]. These new-generation devices facilitate miniature chip design leading to
small parasitic capacitances. This enables higher frequency operation at increased power. However, increasing the
switching transitions of these new generation devices to decrease the switching losses using fixed gate drive results in
non-optimal performance resulting in excessive device stress and electro-magnetic interference (EMI). As an
illustrative example, if we consider SiC FET based high power half-bridge modules [91] that are fabricated to aid
higher frequency operation at higher power ratings, reducing the on-time resistance of the low-side FET to reduce
switching losses, results in reverse recovery induced oscillations [92] due to the body diode of the high-side FET. So,
instead of reduced switching losses, these oscillations increase the V-1 overlap at the turn-on switching transition even

further, resulting in decreased PES efficiency. Over and above, these oscillations lead to unstable PES gate drive
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operation, that does not let the PES operate across a wide operating range. In such HF PES, where there is a need of
an optimality between switching losses (by using lower gate resistances) and device stress/ oscillations (that results
due to use of lower gate resistances), a switching transition scheme, as shown in Figure 64, can be synthesized.
Depending on a particular topology and an online operating point, with the device physics under consideration, it can
create rise and fall times of the devices of the HF PES to meet a specific goal (n) for the topology. The specific goal (1)
can range from efficiency increment to common mode EMI reduction for the PES.

Passive gate circuits cannot achieve this feat. They use fixed gate resistances which decrease transition times at the
cost of increased power loop and gate loop oscillations and hence, optimized switching performance is not achievable
over wide power levels. Active and passive snubbers, as well as active clamp circuits, are then used to reach optimality
between switching loss EMI and device stress of a PES [33], [93]. This introduces additional components in the power
stage in form of semiconductor switches, and passive elements which add to the PES losses. Also, the snubber values
are difficult to optimize, and a desirable trade-off is seldom obtained.

A good strategy in attaining a tradeoff is to design an active gate drive that controls the switching transitions of a
PES. The STC scheme in Figure 64 uses such an active gate drive. Active gate circuits were first used to dynamically
adjust the turn-on/turn-off transition of slower transition IGBTs [88], [94] for series connection of such devices. It
helped replace the conventional voltage-sharing snubbers, as well as reduce switching losses while maintaining
admissible voltage/current stresses of the devices. References [38], [95]-[97] extend the use of active gate drive
circuits for WBG SiC Mosfet applications. The literature [95][38] proposes switched resistor-based gate drive

modulation to improve the current and voltage transitions of SiC PSDs and achieves controllability and performance
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optimization in terms of EMI and switching losses. However, both the references encompass limited transitions of the
switched resistor network, resulting in lower flexibility to affect different regions of the switching transition in a single
turn on/turn-off event. Moreover, the switched resistor-based gate drive synthesis is not touched upon in detail in the
abovementioned literature. Also, reference [96] uses the switched resistor approach to decrease turn-off losses only of
the SiC FET, while during turn-on, EMI issues and device stress due to body-diode reverse recovery is focused upon.
Reference [97] on the other hand could achieve higher granularity in switching transition control using a mixed-signal
design approach. But the approach suffers from higher complexity, and the design parameters are not easy to replicate.

Recently, active gate circuits have been used for high-speed GaN-FETs with less than 10 ns switching transients
[98]. Although the gate driver altered multiple drive parameters per switching event, however, the gate current peaks
are significantly less than that needed for SiC Mosfets having large gate to source capacitances. Reference [98],
although designed for low power applications, need to be extended to higher power scenarios where drive parameter
variations per switching transition will lead to optimality between high EMI/device stress levels of a PSD at higher
power and PES switching losses. Also, the specific application altered drive parameters in a switching transition using
an integrated ASIC which is understandable since the switching transition of GaN-FETSs is very fast. The complexity
of the approach is bound to preclude its use in industrial applications.

The recent works in references [95]-[98] thus show active gate drive design for WBG PSDs that evaluate the effects
of varying switching transition of devices on PSD turn-on/turn-off energy losses, device stress and EMI. They do so
mainly using a double pulse set-up [95], thus creating a cause/effect relationship mainly. However, how these schemes
can be extended to improve converter level performance, or meet a converter level goal, as shown in Figure 64, is not
clearly described. Also, most of the literature that increases the granularity of these active gate drives uses complicated
mixed-signal schemes that are difficult to replicate.

Contrary to these prevalent approaches, this chapter delineates a switching transition control (STC) framework,
which, depending on modes of operation (CCM/DCM) of a Cuk WBG PES set-up using Cree QPM3 SiC Mosfet half-
bridge module (having high input capacitance that results in higher peak gate currents), shapes the turn-on/turn-off of

the HF PES using an online processor. It does so to help the PES achieve target efficiency increment across wide
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operating conditions while precluding excessive device stress. The approach is scalable/replicable because: 1) it uses
a switched resistor scheme for the STC circuit. It is the simplest form of active gate drive. Contrary to approaches in
[95][38],which requires multiple gate resistors in the switched resistor drive to achieve granularity, the proposed
approach makes use of a single resistor with a HF GaN switch in parallel. The pulses to the GaN device are selected
to create an averaged gate resistance. The conventional vs proposed approach is compared in Figure 65. The approach
dramatically reduces the gate footprint and complexity of the drive.

Moreover, the STC scheme uses discrete components that are easy to procure. The scheme is easy to synthesize
with the increased reliability of high-speed GaN devices and their drive techniques that can switch a resistor with
enormous speed without the need for integrated ASICs. 2) it uses an industrial-scale processor, F28379D, to realize
the circuit without any significant computational burden or complex control.

The chapter is organized as follows: Section 4.2 delineates the STC framework and its application to the Cuk based
PES. Section 4.3 describes the hardware set-up synthesized to perform STC, along with experimental results. Some

appendices have been incorporated to ease comprehension.
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4.2. Switching transition behavior and control
4.2.1. Motivation behind STC for the Cuk PES

In this section, the motivation behind the switching transition control framework for a Cuk PES is delineated. Figure
66a shows the schematic of the Cuk PES. The Cree QPM3 SiC Mosfet half-bridge module (the details of the module
cannot be stated due to Non-disclosure Agreement) used for the PES constitutes of two HF SiC switches denoted by
M, and M, in Figure 66a. According to the modes of operation of the Cuk PES in CCM operation (shown in Appendix
1), the body-diode of Mosfet M, operates during both turn-on/turn-off transitions in deadtime and leads to near zero-
voltage switching of Mosfet M;. So, the switching losses of the PES are mainly associated with the hard-switched
transition of switch M,. Operating the Cuk PES at 5 kW for Vasy, = Vasy, = 500 V results in the power loss
distribution shown in Figure 66b, which is dominated by the switching loss of the switch M, of the SiC module. (Of
the total switching losses of switch M,, 70% is the turn-on switching loss). The Cree QPM3 SiC Mosfet half-bridge
module is usually driven by an industrial Cree gate driver with fixed gate resistances and two isolated channels for
each of the SiC Mosfets M, and M,. Each of the gate-loop channels being a 2" order LC system, the net gate resistance
in the gate drive loop should damp any resonance arising in the loop. The net required gate resistance, from a damped
gate-loop perspective (or the minimum gate resistance that is required for damping the gate resonance), can be

calculated from the equation [99]:

,L- +L
Rinit + Rext = sziC %:xr (50)

In (50), R;,;; denotes the internal gate resistance of the SiC module, and R,,; denotes the external gate resistance in
the driver circuit of each of the Mosfets M, and M,. Also L, and L., denote the parasitic inductance internal to the
SiC module, and external to the module in the gate drive loop, respectively. C;;s denotes the input capacitance of the
Mosfets M, /M,. For avoiding any resonance in the gate loop, ps;c should be greater than unity. For the Cree SiC half-
bridge modules chosen for hardware validation, with available values of L;,; and Ly, Rin;; is set at 1 Q (internal to
the SiC module and fixed) to avoid oscillations for zero R,,;. After that, R,,; should be set accordingly to limit
switching losses of Mosfet M, while taking into consideration the stress on the devices because of high di/dt and dv/dt
due to faster turn-on.

For the Cuk PES under consideration, the turn-on is more problematic Using a fixed R, = Ropn, atturn-on, as
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Figure 66. (a) Figure showing a Cuk PES. (b) Figure showing the loss breakdown of a Cuk PES.

shown in Figure 67a, admissible power loop and gate driver performance is achieved only for higher values of the
gate resistance R,,, . When a lower R, is applied to decrease the switching losses in a half-bridge set-up like Figure
67 two noticeable problems arise at turn-on:

1) due to higher dv/dt across switch M; when the lower
Mosfet Mg is turning on, the rapid charging current (i, ) of the Miller capacitance can lead to spurious turn-on of the
high-side switch M;.

2) due to higher dv/dt at the onset of the Miller region in the lower Mosfet My, the body diode of Mosfet M, reverse
recovers at a very high rate, leading to higher di/dt rates. This results in a voltage drop across the common source
inductance Av = L, ;—i across the gate of the upper Mosfet which may also lead to spurious turn-on and oscillations.
Both (1) and (2) have been highlighted in Figure 67b.
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Traditionally (1) is taken care of by decreasing the turn-off gate resistance of switch Mi. However, this reduces
damping in the gate path and the voltage drop due to Av (point 2) causes considerable current flow in the gate loop
path which is undesirable. Hence to take care of (2), a larger gate resistance is desired. Such optimality is difficult to

reach for modules with have large common source inductance. Also, for boosting the efficiency of the HF Cuk PES
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Figure 67. (a) Figure showing the schematic of the SiC half-bridge module with the passive gate drive circuit. (b) Figure showing spurious turn-on

of the high side switch M, due to diode reverse recovery induced oscillations.
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by decreasing the switching losses on lower Mosfet M, (since switching loss of M, accounts for the majority of losses
of the PES as shown in Figure 66a) the turn-on resistance needs to be decreased which will lead to the problems
delineated in points (1) and (2).

Hence, an STC method is adopted here to explore whether using variable gate resistance use during the SiC Mosfet
transition can help the Cuk PES meet a target efficiency improvement by reducing the switching losses while

precluding excessive parasitic oscillations that result due to reduced turn-on resistance.
4.2.2. STC for turn-on transition of Cuk PES

Figure 68a shows the switched resistor-based circuit synthesis for STC network, and Figure 68a shows the STC
circuit when applied to the Cuk PES.
The STC network controls the gate resistances of both the turn-on and turn-off path of the SiC module for both
switches M1/Ma. The external resistance of the turn-on path can be expressed as:
Rext = Ron, + S11Ron, (52)
The turn-off path resistance can be expressed in the form:
Rext = SiaRosyl 5_L1Ron2 + Ron, (53)
In (52) and (53), R,y is a fixed gate resistor in the gate drive path, while ERMZ and S;3R, ¢ are the dynamic values
of the turn-on and turn-off gate resistances. As such, S;; and S, 5 switch at extremely high frequencies and are 1000-
fold faster than the Cree SiC module switching frequency. The pulse-widths of S;; and S, 5 can be controlled to create

an affective gate resistance in a transition region.

4.2.2.1. Following a pre-defined turn-on trajectory

As an illustrative example, for turn-on control, the STC network modulates the switching sequence of the HF switch
5., (both duty cycle and time period), as shown in Figure 69, to create an average gate resistance in between R, =
Ron, + Ron, and R, . This is done to follow a pre-defined V4, trajectory. R, is a smaller value of gate resistance
that is chosen to create optimal gate damping [99]. R,y is a higher value of the gate resistance that is chosen in a way

to give higher controllability to the turn-on STC scheme. For the SiC module under consideration, due to higher value
of transconductance (the term is explained in [90]) , the time from V,, to start of the Miller region is very small and

the device current reaches steady state very fast. The main switching loss, as shown in Figure 69, is thus dominated
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STC network.

by the Miller region due to the higher parasitic capacitances of the SiC module under consideration. Optimally shaping
this region leads to efficiency improvement. Again, the Mosfet capacitance that controls the Miller Region [90] is

non-linear. Due to the non-linear nature, at the onset of VdSMZ' the dv/dt slope is very high and the slope progressively
decreases with decreasing value of Vasy,- AS shown by the varying pulse-widths in Figure 69, the switching sequence
of §;, can be chosen in a way to create higher resistances during onset of Vasy, fall to reduce dv/dt, while progressively

applying lower resistances as the voltage gradient reduces to save switching losses.
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Figure 69. Figure showing the turn-on Vds trajectory control using STC.

4.2.2.2. Reducing diode reverse recovery-based oscillations to boost PES efficiency

Figure 70 further highlights the SiC Mosfet M, turn-on waveforms and the STC control scheme for the switch S, ;.
The three variables T, , T,,, and T,,, for the switch S, ; control the turn-on transition.

During turn-on of the SiC Mosfet M,, the reverse recovery of the diode of SiC Mosfet M; is of importance as it
affects the turn-on loss of M,. Before the onset of Mode 2 in the Cuk PES (shown in Appendix I), during Mode 1 the

body diode of M; was conducting during deadtime. It was carrying a net current of I,  + I, (See Figure 66a). As the
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gate to source voltage of M, rises above the V;,, (shown by the point ¢, in Figure 70 the current I,  + I,, flowing

through the body diode of M, starts shifting to M,. During the onset of the Miller region at t,, the current overshoot

dVdSMZ
dt

increases beyond I, + I, t0 I, + Iy, + lgsrr + Cysyy, at t5, where I, is the reverse recovery current of the

avg
d

S . . . av S .
diode, and Aiy, = lygr + Casy, th as shown in Figure 70. Due to high % during t; — t,, the rate of decay of

stored charge in the body diode increases, leading to the diode current falling to zero at high s—ti rates. This high s—ti
results in voltage drop across the common source inductance L, (as shown in Figure 68b) which may lead to spurious
turn-on of the high side device. Moreover, the high :—z may lead to voltage drops across the drain to source inductance

of M1/My, which may lead to additional oscillations that result in excess common mode EMI and device conduction
losses. Appendix J derives the analytical equations for the time duration t; — ts. As such, the analytical timings
achieved by the dynamical equations are in close proximity to the experimental timings for SiC Mosfets, as shown in
numerous literature like [90][100].

To perform STC for this turn-on transition, a unique switching scheme for the switch S, is followed, which is
shown in Figure 70. Post V,;, and before the onset of the Miller region at t,, the STC scheme sets the external gate
resistance for a period T, as:

Rext = Ron, + 511 Ron, = Ron, (54)
This is the region t; — t, (Appendix J). From SiC device dynamics[90], [99], [100], decreasing the region t; — t,
causes I, + I, to rise faster. This results in decreased switching losses for the PES by reducing the V-1 overlap.
After the onset of the Miller region, a higher gate resistance is applied by STC by giving a low duty cycle to S, ;.
The gate resistance is given by:
Rext = Ron, + S11 Ron, = Ron, + (50-100 %) Ry, (55)

.. R daVgs . . . .
This is done for a period T,,,, to decrease the TMZ fall rate to cause slower diode reverse recovery, which in turn will

lead to less Z—i induced oscillations by the reverse recovery current. After the pre-calculated period Ty, in the Miller
region when the diode reverse recovery has ended (Appendix J and [90], [100] derives the timings), STC applied a
lower gate resistance by modulating the duty cycle of S;;. The lower gate resistance is given by:

Rext = Ron, + S11 Ron, = Ron, + (0-50 %) Roy, (56)
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STC applies this lower gate resistance for a period T,,, as shown in Figure 70 until the end of the Miller Region. This

av,
results in an enhanced rate of % fall, thereby decreasing the transition region post t, which leads to switching

loss reduction. If a constant gate drive resistance R, (that gives optimal damping, (1) and reference [99], [100] )is
used throughout the transition region, the diode reverse recovery-based oscillations lead to high current overshoot
rates, which leads to the issues discussed in Section 4.2.1.

Hence, the STC scheme helps achieve optimality of Cuk PES operation. For any operating point, depending on a

particular desired dv/dt profile, STC can shape the Vdsttrajectory that can optimize switching losses and parasitic
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oscillations that in normal cases result from decreasing switching transitions.
4.2.3. STC for turn-off transition of Cuk PES

Contrary to the turn-on transition, the turn-off transition for the SiC module under consideration is not plagued by
any diode reverse recovery effects. Also, the turn-off losses of the SiC Mosfets are much smaller than the turn-on
losses. This is primarily due to the lower time constant of the turn-off phenomenon than the turn-on. For the current
PES behavioral dynamics and for the test scenario, a STC scheme is not required for efficiency improvement during
device turn-off mainly because of these reasons:

1) keeping a low value of the passive gate resistance results in very low overall turn-off losses for the Cuk PES.
There are two issues of using a lower value of turn-off gate resistance. First, the higher dv/dt during turn-off can lead
to high common-mode currents in the PES. It can charge the parasitic capacitances between the switching node and
earth, and the common-mode EMI can violate the EMI standards. It can increase the CM EMI filter size of the PES.
The turn-off gate resistance for the PES was chosen accordingly and was fairly easy to optimize between CM EMI
level and turn-off switching losses.

Secondly, for the current fall period (depending on SiC device physics [90], [100]), the presence of high values of
Lgs, in the drain-source path (Figure 68), can result in Ly, % based voltage overshoots which may cause excessive

voltage stress on the device. However, for the experimental set-up under consideration, Ly, and currents are low

enough not to create issues with device overvoltage stress.

2) Very importantly, the turn-off losses are less susceptible to gate resistance variation than turn-on losses. Since
the gradient across the gate resistor is much smaller during the turn-off transition regions [18], a larger value of gate
resistor variation is required to modify the voltage rise and current fall trajectories. Hence, the effect minor gate

resistance variation provides during turn-on is not present during turn-off.
4.2.4. STC scheme and DSP implementation

The STC scheme is implemented using a simple mixed signal circuit with low complexity. For the digital signal
generation, the Epwm modules of TMSF28379D, a low-cost industrial-scale digital processor is used. An external

combinational logic circuitry is used to affect a particular transition region. Figure 71 shows an illustrative example.
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For turn-on transition control, Epwms is set as master module and is used to generate the main gate pulses of the SiC
half-bridge module. To generate the S,; signal, Epwm modules 2,3 ad 4 are used as slave modules. All the Epwm
modules are positive edge triggered. The slave modules 2,3 and 4 create three phase staggered signals (@ = X;, X5, X3)
having pulse widths (or turn-on time) of Ty, T,, and T; respectively, with their periods being same as that of Epwm1
master module.

External to the processor, the three phase staggered signals from Epwwmz,3,4 are sent to a combinational logic drive to
generate the final STC signals. Two important delays are considered while constituting the signals 1) Delay:: denote
the transmission delay between the main gate signal generated by the processor and the actual triggering of the SiC
switches. 2) Delay,s4: denote the transmission delay of the switching sequence between the STC signal generated by
the processor and the actual triggering of the STC switches. Both these delays are mainly due to the drive stages and

remain constant.

4.3. Experimental work

4.3.1. Hardware design of the STC network

The STC network is designed using low-cost discrete integrated circuits to modify the SiC device switching
transitions (rising and falling) on the fly from the command of the F28379d processor. The GaN-FET switched resistor
network, the schematic of which is shown in Figure 68, can modulate the switching pattern of GaN-FET based
switches S;; and S;5 (/Sy; and Sy3) to affect the net gate resistance in the gate drive turn-on and turn-off paths,
respectively. For a particular operating condition of the PES, the corresponding modulating waveform guiding
S11/S13/Su1/ Sus is calculated inside the F28379D processor (DSP) and sent to the gate driver of the GaN-FETSs. For
the switched resistor network, the GaN-FETSs are chosen because:

1) The GaN-FETSs have very low parasitic capacitances which can make them attain very low pulse widths. The
pulse widths are much lower than the transition regions of the main SiC FET.

2) For test values of load current and blocking voltages, the SiC device transition region varies in the vicinity of
120-130 ns. Hence, the HF GaN-FET based switched resistor network can make multiple transitions inside the turn-

on and turn-off times of the main SiC device to shape the Vgs-lgs trajectory.
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Figure 71. Figure showing the DSP implementation of the proposed STC scheme.

The gate driver is developed across two generations which is described below:

4.3.1.1. Gen-1 gate driver prototype (hardware description)

The Gen-1 and the Gen-2 design mainly differs in the design of the STC network. Faster GaN-FETs and more state-
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Figure 72. (a) The Gen-1 gate driver prototype. (b) Figure showing the layout of the important functionalities of the Gen-1gate driver board (c) The

Gen-2 gate driver prototype.

of-the-art gate drivers are used in Gen-2 compared to Gen-1.

Figure 72a shows the Gen-1 gate driver board containing the STC network. The gate driver board houses
components encompassing two separate isolated gate drive paths for each of the SiC Mosfets in the half-bridge module
along with the STC network for each Mosfet in the module, along with an integrated processor to give online
commands to the STC network. These important functionalities of the gate driver have been highlighted in Figure
72b.

The STC network in Gen-1 uses GS-065-011-1-L GaN-FETs with C,¢ < 10 pF, and C,, < 150 pF for the gate
drive blocking voltage under consideration. The GaN-FETSs are driven Si8271GB gate drivers from Silicon Labs, with
separate turn-on and turn-off paths. The external gate resistance for turn-on and turn-off are set at 1 Q each. The idea
behind the design is to drive the GaN-FETSs as fast as possible using low-gate resistances to attain fast transitions.
Since the gate driver blocking voltages and currents are much lower than the ratings of the GaN-FETs used, the fast
transitions will always ensure the operation of the device within the thermal limits. The design leads to rise transitions
of 8-10 ns for the GaN-FETSs and fall transitions of 2-3 ns. Hence pulse widths below 10 ns are not possible with the

Gen-1 board.

4.3.1.2. Gen-2 gate driver prototype (hardware description)

Figure 72c shows the Gen-2 gate driver board. Like Gen-1, the new board also houses components encompassing
two separate isolated gate drive paths, and the F28379D processor.

The STC network in Gen-2 uses EPC8004 GaN-FETs with C,.; <2 pF, and C,, < 50 pF for the gate drive blocking
voltage under consideration. The EPC GaN-FETs are driven by a state-of-the-art gate driver from Texas instruments,
LMG1020. The drivers and switches in the STC network is compared in Table 3.

The driver LMG1020 is used in LiDAR applications to drive fast GaN-FETSs at 1 ns pulse-width. The external gate
resistance for turn-on and turn-off are set at 10 Q and 5 Q respectively. The design leads to rise and fall transitions in
the vicinity of 1 ns for the GaN-FETs. Hence the new design can achieve pulse widths well within 10 ns, leading to

greater granularity of the STC framework.
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4.3.1.3. Gen-2 v/s Gen-1

Synthesis of the GaN-FET based STC network encompasses some major HF loops which require careful design
considerations. Figure 73a and Figure 73b compares the STC device and gate driver design of the GaN-FET based
switches S;; and S5 in terms of PCB footprint and size.

As previously discussed, the switching of S;; which is a GaN-FET based device, controls the dynamic resistance

Table 3. Comparison of the STC network.

Gen-1 Gen-2
STC Device GS-065-011-1-L EPC8004
Device
5,6 mm 820, 2080 um
Dimensions
STC Driver Si8271-GB LMG1020
Operating C; 80 pF 25 pF
Operating C, 10 pF 1.2 pF
Operating C, 150 pF 45 pF

R,n, to modulate the gate current. The recommended main gate driver IC of each of the Mosfets M, and M, in the

half-bridge module is rated for 14 A peak current. Hence the GaN-FET based switch was chosen for this application
since it is amongst few commercially available options that can conduct the high gate current when S, ; is on, and due
to its low parasitic capacitance can attain very low pulse widths.

However, the GaN-FET switches pose predicaments in gate and power loop design. The FETs have very low
threshold voltage and a very low margin between optimal and maximum allowable gate voltage. An ill-designed gate
and power loop may cause a false turn-on of the device, defeating the key objective of STC. Figure 73c identifies two
key loops, Loop-1 and Loop-2 that requires careful design considerations both in the Gen-1 and Gen-2 boards.

() Loop-1: Loop-1 mainly involves the gate drive design for the GaN-FET network. The GaN-FET in Gen-1 is
driven by an isolated gate driver, with separate turn-on and turn-off paths. To reduce PCB design complexity, a single
positive supply gate driver was used, and the PCB design was carefully optimized to reduce spurious swings of the

gate to source voltage waveforms. Also, the GaN-FET is chosen to have a dedicated Kelvin source that perfectly
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designed for minimum R

decouples the gate and the power loop. Using the relation R;

to get the fastest transition times possible [99]. R,

nitgan

extgan = ZpGaN

nitgan’

external values of the resistances in the gate drive circuit (lumped together as R, in Figure 73c), while L;

(lumped together as L, in Figure 73c) denote the internal and external values of the parasitic inductances in the gate

Table 4. Comparison of the Gate Drivers

——=, the gate loop was

denote the internal and

Gen-1 Gen-2
Gate Driver Si8271-GB LMG1020
Dimensions 3.9,49 mm 0.8,1.2 mm
Source I 4A 7TA
Sink I 2A 5A
Rise time 6 ns 400 ps
Propagation
60 ns 4.5 ns (max)
Delay

drive circuit. In the Gen-1 board, using a 5 V constant gate drive supply, and a very low gate resistance of R; <2 Q,
theoretically transition times of less than 5 ns can be achieved. However, for the gate drive circuit shown in Figure
73a, the gate source inductance Ly, (due to larger GaN-FET package) and common source inductance L., slowed
down the switching transitions considerably, resulting in rise transitions of 8-10 ns and fall transitions of 3 ns. This
put a limit on the maximum pulse width of the GaN-FETSs that can be achieved in the Gen-1 board, and thus limited
the STC granularity.

The shortcomings of Gen-1 is addressed in Gen-2 by carefully designing the gate drive loop. Gen-2 uses EPC8004
GaN-FETs (from EPC) which has much smaller footprint than GS-065-011-1-L GaN-FETs from GaN Systems (the
comparison is shown in Figure 73a and Figure 73b). Compared to the Gen-1 gate drive design which used 0603
resistors for R, Gen-2 uses even smaller 0402 footprints, thereby considerably limiting the inductance L. Also, due
to smaller package of EPC8004 GaN-FETSs, the common source inductance L, is bound to have smaller value in Gen-

2, although both the designs uses Kelvin source connections.
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Figure 73. (a) and (b) Figure showing the turn-on switching transition schematics involving the high-speed GaN-FETs in Gen-1 and Gen-2 gate
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driver boards. (c) GaN-FET gate drive for STC.

Gen-2 encompasses another important design change in choice of the gate driver. Gen-2 makes uses of LMG1020
gate driver. The miniaturized gate driver specialized for Lidar applications can create pulse widths of about 1 ns
(driving an input capacitance like EPC8004 GaN-FETSs) and has greater source/sink current capability than the Si8271-
GB counterpart. Using a 5 V constant gate drive supply like Gen-1, and a gate resistance of R, = 10/5 Q for turn-
on/off, theoretical, and practical rise times of 600 ps/ 1 ns are achieved, respectively.

Hence, use of EPC8004 FETs and LMG1020 driver gives greater granularity to the change of the gate resistance in

the transition region compared to Gen-1. The most important parameters of the gate driver are compared in Table 4.

(b) Loop-2: The Loop-2 mainly dictates the maximum slew rate of the GaN-FETSs that can be achieved. Loop 2
inductance is quite critical since it affects the FET switching behavior the most. The gate resistors, as shown in Figure
73a and Figure 73b, are placed close to the GaN-FET switches to minimize the stray inductance L, (Figure 73c).

Loop-2 is a relatively high current loop and makes/breaks currents as high as 4-6 A in nanoseconds. This causes
relatively high % of about 4-6 A/ns. The high % can couple with the common source inductance L, creating a negative

feedback loop, thereby slowing down the GaN-FET and deteriorating the performance of the STC network. Hence the
use of Gen-2 STC network is quite important in this regard in creating a design with minimal common source

inductance L, (Figure 73c).
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Figure 74. Figure showing the STC hardware validation platform. The V,, signals (probed) of the SiC half-bridge module in the actual hardware

platform is shown. The hardware is tested up to 5 kW and switching frequency of 50 kHz.

4.3.2. Hardware platform for experimental validation

Figure 74 shows the hardware platform of the WBG Cuk PES set-up that is used to test the gate drivers, Gen-1, and
Gen-2. It consists of Cree SiC half-bridge modules driven by the STC based gate driver board. Figure 74 also shows

the V¢ signals (probed) of the SiC half-bridge module in the actual hardware platform. V,,  refers to the gate to

S]\/]2

source voltage of the low-side SiC Mosfet in the half-bridge module (in Figure 68), while V¢, refers to the high-side

SMy
SiC Mosfet gate to source voltage (in Figure 68). Referring to Figure 68, the resistive parameter values of the gate
drive path are given R,,,, = 1Q, Ry, = 6.2Q, and R,sr = 2 Q. As discussed in Section 4.2.2, R,,,_ is fixed, while
Ron, and R, can be modulated by GaN-FET based switches S;; and S, ;. (Here only modulation of S, ; is considered

as discussed in Section 4.2.2 and 4.2.3).
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Figure 75. (a)-(d) Comparison between Gen-1 and Gen-2 gate driver board performances. The traces from top to bottom show ¥, and S, . (a),

SM,

(b) and (c),(d) show same waveform but with different time resolutions. Vble(5 Vidiv), S, (5 VIdiv). Test levels, Vg, . = Vys,,, =500V, Iy, =

Lysy, =20 A,

Figure 75 shows the difference in performance between Gen-1 and Gen-2 gate driver boards. S;, is switched to
create a pulse width of 10 ns on, and 10 ns off. Figure 75a and Figure 75b shows the performance of Gen-1 gate driver
board at time resolution of 10 ns and 100 ns, respectively. Gen-1 gate driver gives poor performance for the reasons
discussed in Section 4.3.1.2 and Section 4.3.1.3. Figure 75c and Figure 75d shows the performance of Gen-2 gate
driver. It gives satisfactory system performance in gate resistance variation. Figure 75d shows that the Gen-2 design
can indeed achieve rise time of 1 ns. Pulse widths of less than 10 ns is a limitation on the part of F28379D processor,
and with faster digital processors with higher clock speeds, even 2-3 ns pulse widths can be obtained leading to more

granularity of the STC network.
4.3.3. Turn-on transition control

In Figure 76, the effect of controlling the turn-on switching transition is shown. Figure 76a and Figure 76b compares

the performance of Gen-1 and Gen-2 board in controlling the V. falling transitions for the same operating point
Vaspa = Vasy, =500V, lys,,, = las,,, =20 A. As discussed in Section 4.3.1.3, due to several design modifications

in Gen-2 gate drive, STC achieves better granularity in control of the STC pulse widths and achieves better noise
immunity. Compared to only two transition events for the Gen-1 board, Gen-2 could achieve far more transitions that

results in tighter control for a pre-defined Vg, trajectory.

In Figure 76b, Vg, y denotes a reference Vs, trajectory. The trajectory denotes the Vg, , transition for R,,,=

4 Q. Now, STC modulates the switch SL, to create the same trajectory using dynamic resistance Rex; = Ry, +
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Figure 76. (a) Figure showing the turn-on transition control using STC for the Gen-1 board. The traces 2,3 and 4 show the Vg;,,, (100 V/div), V,,, .

(5 V/div), and SLy(5 V/div), respectively. Figure showing the turn-on transition control using STC for the Gen-2 board to follow a Vy;,,, trajectory

(a) for 7 transition levels (b) for 3 transition levels. The traces 1, 2 and 4 in (a) show SL,(5 V/div), V. (5 V/div) and V,,,, (100 V/div),

Sm2

respectively, and in (b) show SL, (5 V/div), Vg, (100 V/div) and V. (2 V/div), respectively.

SM2

Si1 Ron,. Since Ry, =1 Q, and R,,,,= 6.2 Q, STC selects the switching sequence for switch SL; in a way to create an
average resistance of R,, + 0.4R,,,=4 Q. Figure 76¢ also shows a V,,, trajectory tracking using STC, but with

decreased granularity of the switch SL;. Increased granularity of the STC drive, achieves more smoother tracking of

Vas,,,» @ depicted in Figure 76b compared to Figure 76c. In Figure 76c, the switch SL; has 35 % duty cycle, which

coarsely leads to an external resistance of 5 Q. Vg, . y denotes a reference trajectory for fixed R,,; =5 Q.

Figure 77a further shows how two different sequences of STC switch S, (namely Seql and Seq2) can generate

different V,,,, falling trajectories. A higher duty cycle for the STC switch results in lower gate resistance and higher
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transition speeds (Eqn. 2). Several such Vy,,,, falling trajectories are shown in Figure 77b as the duty cycles for the

STC switch are varied.
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Figure 77. (a) Figure showing how different sequences can create different V,;, slopes during the turn-on transition. Seq; and Seq, denote the state

of STC switch S, . The scales are as follows: Vs, (100 V/div), V;, . (5 V/div), and SL, (5 V/div), respectively. (a) Figure showing different Vs,

transition slopes as function of duty cycle of STC switch S, . Traces 3,2,4 show V. (100 V/div), V,,, (5 V/div), and SL,(5 V/div), respectively.

4.3.3.1. Reduction in gate loop oscillations due to common source inductance and efficiency improvement

As discussed in Section 4.2.1, decreasing the gate resistance to decrease the switching losses causes severe dv/dt

and di/dt induced oscillations in the gate drive of the high-side switch M; (Figure 68) in the Cuk PES. For the SiC

module and topology under consideration, the oscillations due to the common source inductance (Lcs1) (di/dt induced)
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is a bigger issue than the Miller charging current (dv/dt induced). Figure 78a shows the gate drive signal of the high-

side switch M1 (V,,,) when the low-side switch is turning on (Vs,,.) at Rexe = Ropn, + S Ron, = Ron, =1 Q. Tt

SM1 SM2
shows severe ringing which persists even in Figure 78b, when an active Miller clamp is applied to the high-side switch
M3 which proves that the oscillations are due to the large common source inductance Lcsi(di/dt induced). Using the

STC scheme, as delineated in Section 4.2.2 (methodology), Section 4.2.4 (DSP implementation), and Section 4.3.3.1
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Figure 78. (a) Figure showing the gate source oscillations resulting due to reduced gate resistance. (b) Figure showing persistent gate oscillations
even with implementation of active Miller clamp. The traces 1-4 show V,, , V. SH; and SL,. SH; is turned on to give a low impedance path to

the current discharging C,q,. In (3) and (b), SL; is turned on decrease the turn on resistance of switch M,.(c) Figure showing reduced oscillations

in gate source due to the STC scheme.
(Vs tracking results), the gate drive response of high-side switch M in Figure 78c is obtained (lower trace). It is
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compared to the upper trace in Figure 78c which shows the scenario when a higher gate resistance Rey; = Ropn, +
Si1 Ron, = Ron, =7 Q is applied. Hence, STC creates a scenario where a lower gate resistance can be applied to parts

in the SiC transition region to increase PES efficiency while reducing gate-source oscillations.

4.3.3.2. STC improves PES efficiency

Figure 79 shows the constant efficiency increment of over 1% with increasing power levels achieved by the STC
turn-on control scheme for the Cuk PES, as delineated in Section 4.2.2. For the experimental result in Figure 79, with
the drain to source voltage of 500 V of the lower side switch My, the switch currents are gradually increased. The
improvement of efficiency is compared to a fixed gate resistance of R,,; = 7.2 Q. When a smaller value of the gate
resistor R.,; =1 Q is used, the gate source oscillations increase to such high levels that the PES cannot be operated
above 10 A peak, as shown in Figure 79. From an efficiency standpoint, although a fixed gate resistor R,,; =1 Q will
give higher efficiency numbers than STC initially, however, the severe di/dt induced oscillations will cause extra
conduction losses in the system. Moreover, the oscillations lead to more V-1 overlap, at the transition leading to

increased switching losses too.

— Normal Gate

5 10 15 20

Device current peaks [A]
Figure 79. Figure showing improvement of PES efficiency at V,,, = 500 V.

4.4. Conclusion

An STC framework is created to affect turn-on transition of a WBG PSD and to meet a PES level target (which in
this case is an efficiency increment). First depending on PES topological behavior and device physics, optimization

areas to meet this target are identified and then the STC scheme is synthesized accordingly. For the test HF Cuk PES,
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the STC network achieved optimality of performance in terms of switching losses and diode reverse recovery stresses
to meet the system level target. STC network achieved this optimality and gave satisfactory performance for the test
operating conditions.

Contrary to a contemporary analog technique based active gate drives, the proposed STC takes a simple mixed-
signal approach in driving a GaN-FET switched resistor-based gate drive using commands from an industrial scale
processor, and easily procurable discrete components. The STC network differentiates itself from conventional
switched resistor network based on the operational principle. Instead of using multiple resistors in a gate drive to
achieve granularity that increases PCB gate drive footprint to the point of infeasibility, the STC network uses an
extremely HF device and state of the art fast gate drivers to create an averaged gate resistance in a targeted transition

region.
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5. CONCLUSIONS AND FUTURE WORK

5.1. Summary of Contributions

In this dissertation, approaches for switching sequence-based and switching transition control for a high-frequency
higher-order power electronic system is delineated. The control architectures are multi-scale in nature. In contrast to
conventional control schemes in power electronic systems that are based on averaged PES models, switching
sequence-based architecture goes beyond average dynamics control of a system to controlling fast-scale PES
properties like switching losses, EMI etc. However, such controllers face issues with high computational burden as
switching frequencies of wideband gap system are continually increasing. This dissertation helps in making such
controllers mainstream by implementing them in low-cost industrial processors and at relatively high frequencies. The
dissertation also shows how such controllers can go beyond control of challenging loads in higher-order non-minimum
PES, to superior spectral shaping of the converters. The work of PES spectral shaping reduces EMI filter size which
may be of importance for operating the ultra-fast-transition recent wide-bandgap semiconductor devices at higher
power with increasing switching frequencies, that is usually desirable for reduced power density and switching losses.

Having established the superior nature of such switching sequence control architectures, the dissertation also tries
to control the switching transition of WBG power electronic system to meet system level requirements of a converter.

The following sections summarize the contribution of each chapter succinctly.

5.1.1. Switching sequence control for non-linear loads

In this chapter, to address the challenges in control design for a PES driving challenging pulsating and constant
power loads, an optimal switching-sequence-based control scheme is formulated which applies stability-bound
switching sequence(s) to the PES. To reduce the real-time computation time requirements of such optimal controllers,
detailed reachability analysis is performed. The overall control scheme is implemented on a series of very low-cost
industrial DSPs, which also implements an observer to preclude the need for plurality of sensors for the higher-order
PES. The overall performance of the controller is found to be satisfactory under varied dynamical conditions. It is

shown how the switching sequence controller stabilized systems when the normal controllers failed.
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5.1.2. Using control as solution to affect fast scale PES properties

After stabilizing fast time-varying and reduced damped loads, it is investigated whether such SS based control laws
can shape the conducted EMI spectra of a PES. The maotivation behind the work is as follows: the switching
frequencies of WBG power converters are increased to reduce the size of passives. Notwithstanding, this increases
the DM and CM EMI of the PES which leads to larger CM/DM filter. This negatively impacts the power density of
the WBG PES which was supposed to increase with higher switching frequencies.

It is seen that the careful design of such SS based control laws offers higher programmability to PES design where
EMI filters have been traditionally used to reduce EMI of switching power converters. The SS control offers EMI
mitigation across wide operating regions, without compromising PES regulation and tracking. The work has

ramifications in reducing the EMI filter size of WBG power converters when they are operated at higher frequencies.

5.1.3. Going beyond switching sequence to switching transition

The final chapter of the dissertation encompasses design of a switching transition-based control scheme to shape
the rise-fall transitions of the switching sequences of the WBG devices. The transitions are shaped in a way as to
create optimality between increased device stress and switching losses of a PES. Contrary to prevalent schemes, where
the effect of varying the switching transition of devices is studied under a double-pulse set-up, the STC scheme

developed helped meet system level requirements of a HF PES.

5.2. Future research possibilities

The work done in this dissertation is based on a dc/dc Cuk PES. One major future possibility is to extend it to other
quadrants of PES operation. The work can be seamlessly extended to control battery chargers, and solar inverter
applications. Also, such controllers can be used to control networked systems. For battery charging applications in
electric vehicle, such control applications can result in far better transient and steady state performance. It is still a
research issue on how the computational burden of these controllers will evolve with higher number of switches, and
how to implement such controllers in low-cost processors. For networked systems, using monolithic cost objective,
these controllers can manage satisfactory current and voltage sharing. For such systems, future research can be carried
out on how to synthesize such controllers.

Another major research issue is the synthesis of the cost objective for such controllers. Since such controllers can
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incorporate terms ranging from voltage regulation to loss minimization in the cost-objective, tuning the weighing
terms in the cost-objective remains a challenge. Limited literature is available on tuning the cost objectives of such
controllers. In this dissertation, the cost-objectives have been tuned online for a particular application and objective,
but a more generalized procedure is required.

When it comes to switching transition controllers, the work done in this dissertation can be extended in two possible
ways:

1) The present work makes use of industrial scale digital processor to realize the STC scheme. Although
experimental results show that the STC network devices can achieve 1 ns transition speeds, but the pulse widths are
limited by the processor to around 10 ns. Hence a faster processor can be used to achieve even higher level of
granularity of the STC scheme.

2) The present work delineates an open-loop STC scheme. Pre-calculated transition times are used by the processor
to achieve some system level goals. Hence, in future, there lies an opportunity to create a closed-loop STC controller,
which depending on an online transition trajectory and real-time HF sensing, can control the STC network to perform

closed-loop operation.
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Chapter 2

Appendix A
The matrices A, and By, for the two switching states of the Cuk-PES, expressed as A, and By,,; and A4,,,, and

Bn2, respectively, are defined below, where the symbols of the passive components have been defined in Figure 9.

0 0 0 0 [0 o - ( -5 ) 0
0 o0 (2 + —) — ; -1 :
L\**2c) 1, 12 0 0 0 - 2]
Agn = -2 B =10l Aknz= 2 Bz =10
0 0 0 | ol 1 [ ol
| Gy 0 — 0 0 0 0
1 1 [ 0 | G | 0 |
0 0 - 1 1
Cout RCoye 0 C 0 ~RC
- out out-

The pulsating load dynamics are incorporated into the system state-space to form the matrices A, and By, for a
switching state. The pulsating load dynamics are expressed as harmonic series as in (Al). The states of the dynamics

of the m*" harmonic component can be expressed as follows:

Ym1 = {am COS(Wmt) + bmSin (Wmt)} (Al)
Ay m1 . (A2)
dt = {—amWp, SIn(Wypt) + by Wy, €0 (Wi t)} = Yz
dYma . 2 (A3)
BT {_Wmame COS(Wmt) — Wby Wiy sin (Wmt)} = ~WmYVmi

dt

Using (A2) and (A3), the states of the harmonic components are combined with 4,,, and By, to form the state-space
for the entire system. Matrices Ay, and B, for the two switching states of the system, expressed as A,;and By, and

Aynz and By, respectively, have been written below, where m can vary from 1 to co:

A 1 0 . . 1 0 N . A 1 0 . . 1 0
Iz)nl 0 0 0 0 Bknl + (%)/Z)lloadl IE)nZ 0 0 0 0
0o -wy o0 .. 0 0 0 0 -w? o 0 0
Akn1: . . . . . . . ernlz 0 rAan = . . . . . . - Ban
0 0o 0 .. 0 1 0 0 0o 0 .. 0 1
0 0 0 .. -wk o 0 0 0 .. -wk o

gknz + (1/2)iloud1
0
0

N 0
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Chapter 2
Appendix B

The derivation of (8) starting with (7) is delineated in detail below:
h
VWi (e) = Z @i ((Akna€() + Bina)" Pin (Aknae () + Bna)) — €(N" Pene ()
n=1

h

= tn ()" Altna + Bl Pin Ainae () + Bna)) = €G) Prne ()

h
= i (€0 AhnaPen + BnaPio) Ainae () + Bena)) = €)' Pene ()

n=1
h
Wi(e) = Z e (€(N)" AknaPinArnae (i) + €)' AinaPun Bina + Bina Pin Akna€() + Bing Pin Bina))
n=1
—e(N"Pene())
h
Vi (e) = Z e (€N (AknaPin Akna = Pen)e () + (N7 AfnaPin Bina + Bina Pen Akna®() + Bina Pen Bkna)
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Chapter 2
Appendix C

The modes of operation of the isolated Cuk converter, which is the PES under consideration (i.e., Cuk-PES), is
discussed here succinctly. There are primarily two modes of operation, namely modes 1 and 2. The operation in the
modes will be highlighted next.
Mode 1

In mode 1, the primary switch of the Cuk-PES is turned on. The current flowing through the primary side inductor
L, increases and it stores energy. The capacitor C, discharges through the primary side switch resulting in a transfer
of energy from the primary to the secondary side of the transformer. The energy stored in the capacitor C, is discharged
to the circuit formed by L, , C,,; and the load R. Figure Ala shows mode 1 of operation.
Mode 2

In mode 1, the primary switch of the Cuk-PES is turned off and the secondary side switch is turned on. The primary
inductor discharges to the primary and secondary blocking capacitors. The output inductor, which was charged in

mode 1, relinquishes the charge to the output capacitor and the load R. Figure Alb shows mode 2 of operation.
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Figure Al. (a) and (b) Modes of operation of the Cuk-PES.
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The high-frequency transformer in the Cuk-PES has a finite leakage of 300 nH referred to the primary side and a
magnetizing inductance of 150 uH which are not incorporated in the prediction model. The leakage inductance is
neglected given that it is significantly smaller compared to the series input inductance of the system. To test the
efficacy of the reduced-order model used for prediction that does not encompass the magnetizing inductance (L), we
compare the open-loop Bode plot of the prediction model with that obtained using Saber, which is a powerful system
circuit simulator. A detailed simulation model using all the non-idealities, as shown in Figure 9, is constructed in
Saber and the responses are compared. The responses, shown in Figure A2, almost match one another within the

bandwidth of interest, thereby proving the efficacy of the prediction model.
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Figure A2. Comparison of (a) the open-loop Bode plot of V,,,./@&,, and (b) the output voltage predicted by the reduced-order model with that by

Saber software simulation.
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The protection scheme designed in this dissertation for the HF GaN-based PES is depicted in this Section. Apart
from the protection features, most of the design intricacies are covered in [33].

High-speed bi-directional overcurrent and overvoltage protection schemes for a GaN-FET-based power electronics
system (PES) are designed so that control algorithms can be seamlessly executed in the hardware set-up. Since low-
cost resistive sensing is used as a current measurement technique at device source terminal, the effect of using isolated
and non-isolated gate drivers for the GaN-FETSs is explored. Drain-source differential voltage measurement is used
for detecting the overvoltage fault. Current and voltage conditioning circuits along with the required analog logic for
fault detection and rapid fault isolation have been delineated. Experimental results demonstrating the effectiveness of

the designed protection scheme have been included in this Section.

AEL. Operating principle of overcurrent protection

Design of the overcurrent protection for GaN-based PES is particularly challenging because of their high % ratings.

While switching large current, high % results in considerable voltage drop across the parasitic inductances and cause

HF oscillations in the switching waveforms. Furthermore, adding current sense resistors in the HF current path adds
to the already present PCB parasitic inductance and negatively impacts the magnitude of the HF oscillations. In case
of a GaN-FETs featuring Kelvin source connection, if operated using a non-isolated gate driver, this increased parasitic
inductance can result in a small portion of the device current to flow in the gate driver loop. Figure A3a shows a
pictorial representation of various current flow paths while using a non-isolated gate driver and a current sense resistor
(Ry). This small device current which interacts with the gate drive loop can disrupt the gate signals and cause
oscillations in the gate circuit. One possible solution to this problem can be the use of isolated gate drivers with GaN-
FETs devices featuring Kelvin source connection. Figure A3a shows a pictorial representation of the various current
flow paths while using an isolated gate driver circuit. It can be observed that the power circuit and the gate driver
circuit are completely isolated and do not interact with each other. This makes sure that all the current in the power

circuit flows through R, and exact current measurement can be obtained in the current conditioning circuit.
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To current
conditioning
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Figure A3. lllustration of current flow paths (shown by arrows) in a GaN FET driven by (a) a non-isolated gate driver circuit and (b) an isolated
gate driver circuit. Here, L, represents the gate circuit leakage inductance, Ry, is the gate resistance, L, represents the PCB parasitic inductance
and Rq is the sense resistor. While using a non-isolated gate driver circuit a small portion of device current can flow in the gate loop and cause

HF oscillations. Using a non-isolated gate driver circuit, the gate driver loop can be completely isolated from the power loop.

AE2. Operating principle of overvoltage protection

In the overvoltage scheme, the voltage is differentially sensed across the drain to source of the GAN device. The
sensed voltage is then fed to a comparator. Whenever the V,, goes above certain threshold set externally, the

comparator output goes high and disables all the Cuk PES switches via a suitable logic circuitry.

AE3. Logic network

The logic network uses both combinational and sequential logic gates. On the event of overvoltage and overcurrent
faults, all the gate drivers are disabled, and all the PWM signals are turned off. The logic schematic is portrayed in
Figure A4. Simulation results are provided in Figure A5 which validate that in an event of a fault, rapidly turning-off

all the devices in a grid-connected Cuk PES, results in safely averting any GaN device failure.
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Figure A4. lllustration of the logic network. The bi-directional overcurrent and overvoltage signals pass through an array of combinational or gates

and sequential latches to fire off the gate drivers in event of faults. A fault signal is also sent to the DSP to terminate the PWM switching.
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Figure A5. Illustration of the Cuk PES voltages and currents, in grid-connected mode of inverter operation, during a fault scenario. Traces (1-9)

from bottom to top are the grid current, device drain to source voltages (2-5), device gate to source voltages (6-9).

AE4. Results

The overcurrent and overvoltage protection schemes were validated in the experimental prototype of the Cuk PES,

as depicted in Figure A6. The power stage parameters for the designed circuit are given in Table I. The 1% and the 2" sub-

sections delineate the experimental results for the overcurrent and overvoltage protection, respectively. Subsequently,

the basic results for the logic network is outlined.
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Figure A6. lllustration of the developed experimental prototype. The overcurrent and overvoltage circuits are highlighted.

AE4.1. Overcurrent protection
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Figure A7. (a) lllustration of the overcurrent protection scheme for the GaN-based Cuk PES. (b) Experimental waveforms at the points

Tp1, Tp2,Tp3 Probed in Figure A7.

Figure A7a shows the schematics of the bi-directional overcurrent protection and Figure A7b shows the signals

obtained at the probed points.
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AEA4.2. Overvoltage protection

Figure A8a shows the schematics of the overvoltage protection and Figure A8b shows the result obtained at the

probed points.
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Figure A8. (a) Illustration of the overvoltage protection logic for the GaN-based Cuk PES. (b) Experimental waveforms at the points T;, T,,Ts

probed in Figure A8.

AEA4.3. Logic signals

Figure A9 shows the logic signals obtained which disable the gate driver on an event of a fault. All results have
been obtained at maximum power of 350 W of a single dc-dc HF GaN-based PES module. The different control
signals, both analog and digital are fairly clean as shown in Figures A7-A9, which proves the efficacy of the protection
scheme designed that precludes device loss at sustained PES operation at rated power and helps in reliable PES

operation.

AES5. Conclusion

Experimental validation of a protection scheme for a GaN-FET-based HF PES is demonstrated in this Appendix.
Unlike existing protection techniques which consider unidirectional PES operation, the overcurrent protection scheme
encompasses bidirectional short-circuit faults. The schemes, overvoltage, and overcurrent, make use of low cost and
readily available analog circuitry and does not compromise performance of the PES under consideration, even in

presence of HF switching noise primarily associated with the rapid transitions of GaN-FETS.
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Figure A9. (a) Illustration of the control signals produced by the logic network. The bottom three traces denote the faults due to overvoltage and

overcurrent, and the topmost trace denotes the resultant signal sent to the latch. (b) lllustration of the control signals at the input and output of the

latch circuit from top to bottom. (c) Illustration of the gate driver disable signal that is generated when latch output is set.

128



Chapter 2
Appendix F
The matrices described in Section 2.3.1.1 are delineated here. For simplification, the parameters of the two modules
in Figure 27 are considered the same. R,,,, denotes the output resistance of the downstream converter. L,, L, and L,

denote the inductances of the primary and secondary inductors and the magnetizing inductance of the HF transformer,

Aklz
0O 0 0 0 0 0 0 0 0 0 0 0 0 0 0
00 0o 2 XL % 0o 0 0 o o 0 0 0
L, L, L,
-1
00 0 — 0 0 0 0 0 0 0 0 0 0 0
Ly
0o 22X L o 0 L 6 0 0 0o o 0 0 0
€ C RyGy R;Cy
-1
0 =0 0 0 0 0 0 0 0 0 0 0 0 0
2
0o~ 0 o0 0o 0 o X o 0o 0o o 0 0 0
Cs (o
00 0 —— 0 0 =~ 0 0 0 o0 o 0 0 0
RyCqy RyCqy
1
000 0 0 0 ~ 0 0 0 0 0 0 0 0 0
= 1
o0 0 o o o0 o o o o =2 1 —1 0 0
L, L, L,
-1
00 0 0 0 0O 0 0 0 0 — o0 0 0 0
Ly,
o0 0o o o o o o 2L L 0 Loy
€ G Ry RyCy
-1
000 0 0 0 0 0 0 =0 0 0 0 0 0
2
00 0 0 0 0 0 0 = 0 0 o -1 0 0
C3 RloudC3
00 0 0 0 0 0 0 0 0 —— o 0 -1
RyCqy RyCy
00 0 0 0 0 o0 0 Xy oo o P _K) 0 0
C3 C3Rload !

respectively. The blocking capacitors of the modules have been denoted by C; and C,. C5/C,,; denotes the output

capacitor, R4 and C, denotes the resistance and capacitance of the RC damper branch. K, K; are the controller gains
of the PI controller of the 2" module and V,..; is the output voltage reference command for the 2" module.

The matrices Ay, , By, , Ax,, and By, represent the fundamental switching sequence of the Cuk PES for the two
successive switching states. The matrices Ay, By, represent the 1 switching state and Ay,, By, represent the 2"

switching state. The reduced order PES matrices A,, B, used for the state estimator and prediction model for the two
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switching states ( A4, , B, for 1* state and 4,,,, B, for 2" state) will also be stated.
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Appendix G

The matrices Ay, and By, for the two switching states of the Cuk-PES, expressed as A, and B, and 4,,,, and
Bz, respectively, are defined below, where the symbols of the passive components have been defined in Figure 44.

R, and C, are the RC branch parameters referred to the primary side of the HFT.

- -1 -1
00 0 0 0 0 0 0 0 0 — — 0 0
o0 o 2 L 1 ho2h 1
L, L, L, 0 0 o0 0 o .~ 0
-1 V. 2 V.
00 0 — 0 0 0 n 1 2
Ly Ly 0 0 0 0 — 0 0 L,
o 21 1 1 I 0 I ) . 2Ly ) | 0 |
A =1 € € R4 R B =100 4a =lo = o — 0 0 B =0
kn1 _11 1 a~1 a~1 kn1 0 kn2 [ R4C, R4C; kn2 0
0=~ 0 0 0 0 0 0 1 0 -1 0 0 0 0 0
1 -1 9] 26, 26, Lo]
00— 0 0 0 0 0 1 -1 0
Cs RsCs 0 — o0 0 0 0
1 -1 G R3Cy
0 0 0 0 0 1
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For a dc/dc PES operating in steady state with a time horizon Ty, , any PES state (say £, (t)) can be generalized as

a periodic series in time domain like:
£1(8) = 55,20 o exp @ (1 705)0 (A5)

where C,, is the magnitude of the n,th harmonic of the time horizon Ty, . Now, instead of a fixed time horizon
Tiws» We consider a new time horizon Ty, . As defined in

Figure 41, Ty, is formed of discrete time horizons Ty, = T, + ATy U (Wiet). Ty, Starts at Tg,, for i =1,
reaches Ty, = Tiow, + 4Tj,y ati = hy/2, and ends again at Ty,;. = Ty, for i = h; as defined in

Figure 41 (check). If v, (w,,t) = sin (w,,,t), the PES state X, (t) with the new horizon T, can again be written as
a periodic series in time domain as:

. -1 t —
R1(£) = N2 o Gy exp @ (M )esm [ 0m D@D OTi0 ™) (AB)
where AT = Tk_v3h1/4 — Tiew, (A7)

Using mathematical manipulations formulated in [102] and [84], (A6) can be simplified to the form given by:

R (©) = 50 B oo Gy exp T maTi)o (A8)
where
Mgy = Criny (A9a)
Tow = (j—;)_l (A9b)
Cmy = J ™, (M ATy Try) (A9c)
Cimyny = CnyCm,€xXp (iny ATy Tiw) (A9d)

and J,,,, is the Jacobian function [102].
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Al1l. Operating modes of the Cuk PES

Appendix |

Figure A9 shows the modes of the HF non-isolated Cuk PES in continuous conduction mode (CCM). During Mode-

1, the current iL, through the inductor L, and iL, through the inductor L, flows through switch M, body diode, after

the switch M, isturned off. After a certain period of deadtime, Mode-2 starts with the turn-on of the switch M,, which

now supports the entire current iL, + iL,. As reverse voltage V¢ u, Starts to build across the switch M, and hence its

Vin :)

Mode-1
Ln )I:
l Y
.l
Mode-3
L, M, CIP M; L
10T

Wb I F
cmT @L@

i

Mode-2
L, M; Cy M L,
P an L IYVY—
] _e"’_l _—_— — ™
) | . '\I
|
rED el
C.‘n p— Cuut |
<
Mode-4
L, M, ©C np Ly
YL e
— ]
Cin @E@ E!) Cuut

Figure A9. Figure showing modes of operation in Cuk PES for CCM. STC operates only in Mode 2 and Mode 4 since modes 2 and 3 are soft

switched and controlling the V transition will have no effect on PES efficiency.

body-diode, the diode undergoes reverse recovery at the onset of Mode-2, which adds to the current iL, + iL, through

switch M,. As Mode-2 ends, switch M, is turned off, and blocks voltage VdSMZ.The body-diode of M, again conducts

during deadtime in Mode-3. During Mode-4, M, is turned on again in ZVS condition.
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With reference to Figure 70a, the dynamics of the Mosfet M, transitions is discussed in this Appendix. The work in
the literature [90] for SiC Mosfets is mainly followed since it closely matches the application at hand. The important
regions required for STC is focused only.

After the threshold voltage V,,,, at t;, the drain current lasy,, rises following:

Sth

Lasy, = 9fsuay [Vas ) = Vs (A10)
where g, is the transconductance of the SiC Mosfet. The drain current becomes I, + I;, at t,. After t,, the diode
f Mo a b

dVdst

reverse recovery current of M, is added to I, + I,,,. We neglect the capacitor discharging current of M,, Casy, —

av,
since CdsM2 % KL I, +1,. Let Iy, be the peak reverse recovery current of the body diode. Then the duration

from t, to t; can be written as:

UrgHiLy+lasgg) (Cgdpy, tCosp,)

ty-t, = P (A11)

The experiments are performed for a constant value of V,,, and hence Coam, Cosm, is constant. At ¢, the Mosfet M,
reaches its gate-source plateau voltage which can be written as:

Vi = Vgsyp + Ung + 1y, + laspe )/ (Ggsy,) (A12)

The gate current (IgMz) in (8) can be written as:

(ILa + ILb + IdSRR)
i3 — 1

Vg — 0.5(Viy + Vs,) — Les,
I =

IM2 Rext + Rinit
(A13)
L., is the common source inductance, and R, + Ry is the gate resistance. The time duration ¢,-t5 can be calculated
using (8)-(10) as:

(TLg+ILyHdsgg) ((ngMz +CgsM2)(Rext+Rinit)+gfsM2 Les,

t3-t, =
37l ngMz(VE—o.s(Vngsth))

(Al14)
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The peak reverse recovery current of the body diode can be approximated as

— \/z(lLa + ILb) IasRR—datasheet Qrr—datasheet (A15)

I
ds
RE Tr‘rdatshget Io—datasheet

In (A15), Qrr_gatasheets lo—datasneer are the reverse recovery charge and test current levels from the datasheet,
respectively. lusrr—aatasheets Trryqesnee: 1€ the reverse recovery peak currents and times from the datasheet at the

I, _gatasheer t€St cONdition.

Then, we come to the next region t3-t,. At t3, the non-linear capacitance Cyq,,, is at the lowest possible value and

rate of fall of vy, is maximum.

Cgars,® Wasy, E0=vasy, ()

t4_' 3 = VeV (A16)
At t,, when the diode has reverse recovered, the voltage slope rate decreases, and the interval is given by :
bty = Cgdp, (V) Wasyy, (Ee)=Vasyy, (ta)) (A7)

VE-VM
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