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SUMMARY 

 

 A study of obtaining ultrasonic data and correlating it to the fatigue crack length was 

carried out using numerical and experimental methods. The fundamental goal was to use a 

guided wave ultrasonic testing (UT) phase array to detect a crack from one position in a modified 

compact tension (CT) specimen. The specimen was equipped with one transducer and seven 

receivers, which were used to detect damage signals for a fatigue crack up to 10 mm. Numerical 

and experimental studies both captured ultrasonic data that was converted into waveforms. The 

waveform data in specified time and frequency domains were used to calculate various damage 

indices (DIs) referencing the crack-free baseline condition and the new surface wave condition 

and correlate them to the fatigue crack length.  

 Numerical studies were conducted using COMSOL Multiphysics to obtain response 

information about each receiver. The 2D structural steel 6.25 inch x 6 inch rectangular specimen 

with 1.5 inch x 2.5 inch rectangular loading pins was modelled, with the sensors represented by 

points on top of the specimen. First, a static model was completed to ensure the stresses allowed 

the crack to form at the notch tip first and to check plasticity. Once this was confirmed, dynamic 

models were made with additional varying crack lengths and the excitation signal generated by 

MATLAB and the Hilbert transform. Frequencies of 400 kHz and 300 kHz were tested. The 

signal waveforms were obtained and analyzed for a certain time domain, which was around the 

expected crack arrival. The damage indices were calculated from the signal data based on 

amplitude, energy, frequency and phase shift. Acceptable damage index (DI) equations from 

each category were identified and they demonstrated that sensors 2 and 3 were most sensitive to  
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SUMMARY (Continued) 

 

damage detection, especially at 400 kHz and when the time range analyzed was around the 

expected crack arrival. 

 Experimental studies on the same specimen were performed to obtain ultrasonic signals 

at 400 kHz and 300 kHz. Fatigue loading using the Instron 8500 servo-hydraulic fatigue testing 

machine was conducted to grow the fatigue crack up to 8.53 mm which corresponded to 80,000 

cycles. The optical microscope captured pictures after each 10,000 cycle interval which were 

used later to measure the crack length in MATLAB’s Image Processing Toolbox. The 4 cycle 

sine wave excitation signal was applied to the transmitter. The Mistras data acquisition system 

recorded the ultrasonic data for each receiver, which was used to calculate the experimental 

damage indices. The same equations were used from the numerical study. The results indicated 

that both sensors 2 and 3 were more effective at 400 kHz than at 300 kHz and during the time 

range of the expected crack signal. A comparison of the numerical and experimental results 

showed some differences between the modelling and actual setup, but overall a similar trend was 

observed. The results confirmed that both DIs referencing the crack-free condition and the 

surface wave can be used to detect damage. Further research can include using acoustic 

emissions to record the signals in-situ, using probability of detection curves to predict the most 

effective DI, studying higher frequencies and studying more samples to validate the approach.  
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1. INTRODUCTION 

 

1.1 Statement of Problem  

 

 Metal structures are subject to different types of cyclic loads including live and 

environmental (wind, snow, rain). With enough cyclic loading, micro-cracks start to form which 

later increase in size and then eventually cause the structure to fail. A metal’s fatigue strength is 

the only way to know how many loading cycles it can undergo before failing. Even with this 

knowledge, it is important to monitor the structure either continuously or periodically by using 

structural health monitoring (SHM) techniques. These can include acoustic emission (AE), UT 

and thermal imaging, which can provide information about the structure in real-time and prevent 

failure. For large structures like bridges and airplanes, SHM is vital in order to prevent 

catastrophic failure and consequently loss of life and destruction. Even though there are some 

disadvantages of SHM regarding interpretation of data and the need for experienced personnel, 

research on this topic is increasing and requirements for the successful implementation of SHM 

are becoming clearer. 

 

1.2 Objective and Approach 

 

 The objective of this study is to use a guided wave UT phase array to detect a crack from 

one position in a test specimen designed to grow a crack at the notch tip. The UT waveforms 

were analyzed to develop effective DIs to detect the fatigue crack. The maximum energy, 

maximum amplitude, frequency and phase shift parameters were used to correlate the data with 

fatigue crack length.  



 
 

2 

 The research approach required numerical and experimental methods to achieve the 

objective. The numerical models were created in the COMSOL Multiphysics software. The first 

model was completely static and only used the solid mechanics physics. This provided 

information about the maximum stresses and where the crack was expected to form first in the 

specimen. The succeeding models were dynamic and used an additional time-dependent physics 

which depended on the frequency, wave propagation velocity and load function. One model was 

made for each expected crack length, and they revealed signals that were used to calculate the 

DIs. The experiment was conducted using the specimen made of structural steel. Fatigue tests 

were completed to grow the crack, which were measured directly using the images processed 

with the MATLAB Image Processing Toolbox. The DIs were calculated from the corresponding 

UT tests, which were compared to the numerical results. The relationship between DI and crack 

length were obtained. Figure 1 shows a flowchart of the methods used for this thesis to obtain the 

necessary information needed to calculate the DIs.  
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Figure 1. Flowchart outlining the experimental and numerical processes with inputs and outputs 

generated by the COMSOL Multiphysics software. 

 

 

 

 

1.3 Structure of Thesis  

 

 The thesis is structured so that the problem statement is provided first, followed by the 

main objective and types of models and experiments performed. Chapter 2 discusses fatigue 

crack propagation characteristics, their applications to metal structures and nondestructive 

evaluation (NDE) methods used to detect fatigue cracks, including AE and UT. Additionally, the 

various ways to calculate DIs to characterize crack propagation and apply it to SHM are 

discussed. Chapter 3 introduces the numerical models completed in COMSOL Multiphysics, 

including the static stress model and the numerous dynamic models simulating the ultrasonic 

wave propagation throughout the structure transmitted by an actuator (represented by a point) 

closest to the notch tip, while the other sensors record the data. Two frequencies and seven 

different crack lengths were modeled. Chapter 4 describes the experimental studies and the 
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corresponding setup. The experiment consisted of fatigue testing, in-situ phased-array UT and 

optical microscope analysis. The optical microscope was used to obtain pictures of the notch tip 

and crack after each 10,000 cycle interval, which were analyzed in MATLAB to obtain the 

actual crack lengths. The correlation between the ultrasonic data and crack length was obtained 

for different DIs. These results were compared with the numerical results and the most effective 

DIs were chosen. Finally, Chapter 5 summarizes this research and discusses major findings and 

future work. 
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2. LITERATURE REVIEW 

 

2.1 Introduction 

 

 Structures can experience fatigue cracks when subjected to repeated cyclic loads. If the 

cracks become too large then the structure may fail catastrophically, leading to damage, injuries 

and more money needed to complete repairs. Structures where fatigue cracks are common 

include the spline section of a gearbox in a helicopter transmission system [1], high-speed 

railroads [2], bogie frames in railway vehicles [3], heavy ship and aerospace structures [4] and 

bridges. To prevent serious damage, it is imperative to monitor these structures. When cracks 

first initiate, they can be very small and hard to detect with the human eye. It is ineffective to 

take no action until the crack grows large enough so that humans can see it. As loads on these 

structures continue increase, structural integrity concerns continue to rise, which is why effective 

methods for locating and determining the extent of damage is needed.  

 

2.2 Fatigue Cracks in Metallic Structures 

 

 Metallic structures are subject to repetitive loading, which is one of the biggest reasons 

for their failure [5]. In fact, 90% of these failures are caused by fatigue cracks [5]. There are 

three fatigue crack stages: 1) initiation stage, when the crack just begins to form at critical zones 

where the stresses are high, 2) propagation stage, when the crack grows and any repairs could 

still be done in this stage and 3) fracture stage, when the crack becomes so large that the member 

breaks. This is shown in Figure 2, where 𝑑𝑎/𝑑𝑁 is crack growth per cycle and Δ𝐾 is the stress 

intensity factor range. It shows the crack growing quickly in the beginning and end stages until 

ultimate fracture occurs.  
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Figure 2. Stages of fatigue crack propagation [6]. 

 

 

 

 

An example of fatigue cracks in real-world structures are ones found in the spline section 

of a gearbox in a helicopter transmission system. The non-redundant spline section component is 

subjected to externally cyclic loading and is more likely to develop fatigue cracks [1]. Because it 

is non-redundant, it is important to detect fatigue cracks before they start to propagate quickly. 

Rails also encounter internal fatigue cracks that can contribute to train derailments [2]. This is 

due to the contact of the rail and wheel and the subsequent extensive loads. Any necessary 

repairs could lead to closures and cost a substantial amount of money. For example, in 2012 a 

Norfolk Southern train derailed in Columbus, Ohio due to rolling contact fatigue [7]. The cost of 

damage was $1.2 million and 100 people were evacuated [7]. Bogie frames, also part of railway 

structures, may fail suddenly due to fatigue cracks that developed because of heavy loads and 

high speeds [3]. Loads and speeds have been increasing to meet increasing product demand. 

However, this has been leading to more accidents such as collision and derailment [3]. Heavy 
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ship structures are also prone to fatigue damage because of high loads caused by waves, cargo 

distributions and vibrations [8]. Similar to railways, ships provide an important transportation 

mode to meet increasing demands. The failure of this structure can also cause loss of life as well 

as supply chain disruption. In bridges, fatigue cracks are usually located in under-bridge 

members, which are difficult and expensive to access. Damage occurring in a fracture critical 

member, which is a steel member in tension, could cause an entire bridge to collapse if it failed 

[9].  

Therefore, there are many structures that people rely on every day where fatigue failure is 

inevitable due to high cyclic loadings. In order to prevent catastrophic failure, inspection is 

needed either by the hands-on method or NDE method. If damage such as cracks are located on 

the surface and they are large enough, then conventional methods such as image processing and 

thermal imaging can be used. However, ideal conditions need to be present including enough 

light and high camera resolution.  

 

2.3 Nondestructive Evaluation Methods for Detecting Fatigue Cracks 

 

 Nondestructive evaluation methods are used to detect and locate flaws in materials 

without affecting the integrity of the material [10]. Periodic inspections are performed from time 

to time, depending on the structure’s age and if any new changes arise. Continuous monitoring 

involves leaving sensors on a structure for an extended period of time, which is known as SHM. 

Contact sensing involves touching the structure while non-contact sensing does not. The two 

main methods discussed in this research are UT, which is an active NDE method and AE, which 

is a passive NDE method. Both methods involve contact in this study, and therefore need to be 

attached to the structure to record its response. Other common NDE methods applied to metallic 
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structures include eddy current, infrared imaging, liquid penetrant inspection and magnetic 

particle inspection. 

 UT is particularly popular because of its high penetration capabilities, sensitivity, quick 

results and lack of hazards to the operators [2]. The sound waves travel through the material with 

attenuation and they are reflected where there are flaws. Cracks and other types of damage are 

characterized by a metal/gas interface, which means that the wave can reflect completely at 

cracks. UT includes guided waves, bulk waves and nonlinear waves. The bulk and guided waves 

are shown in Figure 3 depending on different mediums and frequencies.  

 

 

 

 

 

 

Figure 3. Type of UT waves: (a) bulk waves, (b) guided waves in a plate, (c) guided waves in a 

rod and (d) guided waves based on frequency. 
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 Guided waves are commonly used by researchers because they have a longer range than 

bulk waves and can travel without too much attenuation [11]. This is particularly useful for long 

structures like bridges, pipes and rails. Yan et al. used ultrasonic guided waves to investigate the 

weld zone of a bogie frame since this area is highly susceptible to damage due to high rail speeds 

and heavy loads [3]. A notch was artificially created at the weld zone and the T-shaped specimen 

was excited with five-peak sine waves modulated by a cosine. Five piezoelectric lead zirconate 

titanate (PZT) disks were used as actuators and five were used as sensors. It was found that no 

acceptable signals were produced below a 200 kHz frequency and they did not change noticeably 

due to small cracks. At 300 kHz, the waveforms were too complicated, so 240 kHz was used. 

The crack length was characterized using DI equations (discussed further in Section 2.3.1) which 

allowed for long-term SHM. This was beneficial since bogie frames are used for long periods of 

time which increases the chance for fatigue crack growth. Zhu et al. also used ultrasonic guided 

waves to detect fatigue cracks under the vibration condition for SHM in a 650 mm x 60 mm x 4 

mm steel beam [4]. Static loads ranging from 0 to 24 MPa were used as they least influenced 

wave propagation. The excitation signal consisted of a five cycle sinusoidal wave modulated by 

the Hanning window at frequencies from 60-100 kHz. Two PZT patches were used as the 

actuator and sensor, located on either end of the beam. After 67,000 cycles an 8 mm length crack 

was noticed. The subsequent DI results allowed for an accurate method to detect fatigue cracks 

under vibration condition. Ultrasonic guided waves were also proposed for use in an experiment 

to characterize a fatigue crack in thin metal plates by Abbas and Shafiee [11]. By conducting a 

literature search, they found that the crack orientation, shape, width, depth and length were 

directly related to the output signal in a plate surface. Sensor placement with respect to the 

incident guided waves was also important to consider. To address these concerns, the proposed 
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experiment would form cracks with various shapes and orientations on the plates with PZT 

sensors located around the crack. The actuator would be placed in the middle, close to the crack, 

but this would also be varied throughout the experiment. This setup would allow for optimal 

detection of output signal patterns. By using ultrasonic guided waves and confirming 

experimental results with a numerical model, this would give information about damage 

tolerance in metal plates and improve guided wave UT techniques. Another type of guided 

waves, Rayleigh waves, were applied by Ushakov et al. to investigate surface and subsurface 

zones of metals [12]. The rectangular specimen was incised with a notch at depths from 0 mm to 

3.2 mm to measure the amplitude and time of the output signal at frequencies ranging from 2.5 to 

5.0 MHz. The transmitter and receiver were located on either side of the notch. The recorded 

signal amplitudes depended on notch depth, and it was found that the amplitude sharply 

decreased at a frequency of 5.0 MHz, as the notch depth increased at the same time. This 

frequency was well defined for fatigue crack depths ranging from 0.6 to 20 mm. For cracks 

deeper than 20 mm, the optimal frequency was 2.5 MHz or 1.8 MHz. A reported limitation was 

that if the crack was located at the specimen’s edge, the Rayleigh waves penetrated right through 

it and the recorded crack depth was smaller than the actual value. Lamb waves, also part of 

guided waves, were used by Michaels in a spatially distributed array of PZT sensors that acted 

both as transmitters and receivers [13]. An advantage of this spatially distributed configuration 

was the ability to capture the damage location from many angles, increasing the probability of 

detection. The six sensors were attached to a 610 mm x 610 mm x 4.76 mm aluminum plate. The 

transducers were excited with a commercial spike mode pulse receiver at a frequency of 250 

kHz. These signals were used to localize damage and compare it to the baseline condition. A 
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delay-and-sum algorithm proved to be most effective for this objective. Guided waves have 

many advantages, but bulk and nonlinear waves have also been used for ultrasonic inspection.  

 Bulk waves were used by Ali et al. in plate samples with two different materials: 

aluminum and austenitic stainless steel [14]. Twelve notches 10 mm long and 3 mm wide were 

machined into the samples. The excitation signal consisted of a 3 cycle Hanning windowed 

toneburst at a frequency of 2 MHz. An average of 30 trials were completed to account for 

experimental uncertainties. This experiment compared probability of detection (PoD) curves for 

empirical and classical curves (discussed further in Section 2.4). Predicting this curve can give 

insight into the best method for detecting small cracks. However, this was limited to certain 

crack configurations. In Felice and Fan’s review of ultrasonic sizing techniques using bulk wave 

testing, it was determined that indications of damage using bulk waves may show even without 

any damage [15]. This was due to multiple crack reflections or the presence of a bulk wave 

within a creeping wave. More research may need to be done to obtain improved results with bulk 

waves and to test different crack orientations, which is also a limitation of guided waves. 

There has also been an increase in research relating to fatigue crack detection using non-

linear ultrasonics. This is an area of interest because linear ultrasonics are sometimes not 

sensitive enough to detect these small cracks. Wang et al. investigated the effect of sensor 

position, wave cycles and frequency on fatigue crack detection using nonlinear UT [16]. A finite 

element model of a 90 mm x 50 mm x 3 mm aluminum plate was built in the LS-DYNA 

software. A crack was simulated at the tip of the notch, located at the top center of the model. 

The actuating signal was a 10 cycle sinusoidal tone-burst signal modulated by the Hanning 

window at a frequency of 1.2 MHz. The nonlinear parameter 𝛽′ showed a linear upward trend as 

the crack grew. It was found that a smaller number of cycles at a higher frequency increased the 
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sensitivity of nonlinear detection. The sensors closest to the crack and exciter showed the largest 

upward change in 𝛽′. These results were confirmed with an experiment which used the same 

setup as in the numerical model. The experimental results showed that 𝛽′ grew as the crack grew, 

but not at the same rate as the numerical 𝛽′. This was because the fatigue crack did not actually 

propagate in a straight line and therefore acted differently than what was modelled in the 

software. Finally, it was found that as the angle between the crack and the sensor increased, the 

sensitivity of crack detection decreased. Similar reasoning was used in this research for the 

differences in numerical and experimental results discussed in Chapters 3 and 4.  

Even with these classic methods, there are still new UT methods being researched. 

Meksen et al. discussed a method that replaced an image with a sparse matrix to detect cracks 

automatically by analyzing the matrix elements [17]. This was beneficial since images of large 

structures come with a great extent of data, and the fatigue crack was extremely small compared 

to the structure, which made it difficult to see. The matrix was created with the Split-Spectrum 

Process, and then the Randomized Hough transform was applied to detect hyperbolas which 

were used to characterize cracks.   

Therefore, many researchers have employed UT using guided waves, bulk waves and 

nonlinear waves for improvement of UT techniques, SHM and accurate damage localization. 

Numerous advantages include accuracy, high sensitivity, portability and lack of hazards to 

operators. However, disadvantages of UT include the need for experienced personnel, couplants 

for effective transfer of waves between the transducer and structural element, and the waves not 

registering damage if the structural element is too small or thin. Table I shows a summary of all 

the UT parameters used by researchers.  
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Table I: SUMMARY OF UT PARAMETERS USED BY RESEARCHERS 

Researcher(s) 

Structure 

investigated 

(Material) 

Frequency Excitation signal 
Type of UT 

wave 

Yan et al. [3] 

Weld zone of a 

bogie frame 

(Q235 steel) 

240 kHz 

Five peak sine 

waves modulated 

by a cosine 

Guided 

Zhu et al. [4] Beam (304 steel) 60 - 100 kHz 

Five cycle 

sinusoidal wave 

modulated by the 

Hanning window  

Guided 

Abbas and 

Shafiee [11] 

Thin metal plates 

(Aluminum) 

N/A since 

the 

experiment 

was not 

conducted 

N/A since the 

experiment was 

not conducted 

Guided 

Ushakov et 

al. [12] 

Surface and 

subsurface zones 

of rectangular 

metal specimen 

(06Х12НДЛ cast 

hydroturbine 

steel) 

2.5 - 5.0 

MHz  

Rayleigh wave 

transforms into 

surface wave, 

where the 

minimum signal 

to noise ratio is 

5.0 dB 

Guided 

(Rayleigh) 

Michaels [13] 
Plate 

(Aluminum) 
250 kHz 

Transducers 

excited with a 

commercial spike 

mode pulse 

receiver  

Guided 

(Lamb) 

Ali et al. [14] 

Plate (Aluminum 

and austenitic 

stainless steel) 

2 MHz 

3 cycle Hanning 

windowed 

toneburst 

Bulk 

Wang et al. 

[16] 

Plate 

(Aluminum) 
1.2 MHz 

10 cycle 

sinusoidal tone-

burst signal 

modulated by the 

Hanning window 

Nonlinear 
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2.3.1 Damage Indices of Ultrasonic Measurement 

 

The damage index calculated from acoustic features is used to characterize damage in 

solids [3,5]. It can also be used for SHM by monitoring fatigue crack growth, determining the 

crack length and damage identification [3]. DIs based on the amplitude and energy of the 

ultrasonic signal within a certain time or frequency domain have been commonly used by 

researchers [3,5,18,19,20]. In general, the principle of amplitude and energy-based DIs relies on 

the ultrasonic signal. Figure 4 shows an ultrasonic waveform and the corresponding cumulative 

energy curve from T. Michaels and J. Michaels [19]. The maximum energy within a certain time 

window is taken to calculate the energy-based DIs, and from the waveforms the maximum 

amplitude can be obtained to calculate the amplitude-based DIs.  

 

 

 

 

 

 

Figure 4. Example of ultrasonic (a) waveform and (b) cumulative energy curve [19]. 
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While Yan et al. used amplitude and energy-based DIs for a single actuator-sensor path in 

the time domain [3] as shown in Table II, Jin et al. used normalized amplitude and energy DIs 

for multiple actuator-sensor paths in the time domain [5] as shown in Table III. This method was 

successful and showed that using different actuator-sensor pairs produced the most useful crack 

location information [5,21].  

 

 

 

 

 

 

Table II: DI EQUATIONS USED BY YAN ET AL. [3] 

DI Number Equation Description 

1 𝐷𝐼1 = |𝐴1 − 𝐴2|/𝐴1 Amplitude-based 

2 𝐷𝐼2 = √∫[𝑓2(𝑡) − 𝑓1(𝑡)]2 𝑑𝑡/ ∫[𝑓1(𝑡)]2 𝑑𝑡 

Root mean square 

deviation-based 

3 𝐷𝐼3 = (
1

𝑇
) ∫[𝑓(𝑡) − 𝑓(̅𝑡)]2 𝑑𝑡 

Mean variance-

based  

4 𝐷𝐼4 = (∫|𝑓1(𝑡)|2 𝑑𝑡)/(∫|𝑓2(𝑡)|2 𝑑𝑡) Energy-based 

5 𝐷𝐼5 = (∫|𝑓1(𝑡) − 𝑓2(𝑡)|2 𝑑𝑡)/(∫|𝑓1(𝑡)|2 𝑑𝑡) Energy-based 

6 𝐷𝐼6 = | ∫[𝑓2(𝑡)]2 𝑑𝑡 −  ∫[𝑓1(𝑡)]2 𝑑𝑡|/(∫[𝑓1(𝑡)]2 𝑑𝑡) Energy-based 

7 𝐷𝐼7 = (∫|𝑓1(𝑡)|2 𝑑𝑡 −  ∫|𝑓2(𝑡)|2𝑑𝑡) /(∫|𝑓2(𝑡)|2 𝑑𝑡) Energy-based 

8 𝐷𝐼8 = ln 𝐴2/𝐴1  
Amplitude 

attenuation-based 
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The undamaged signal is 𝑓1(𝑡), while 𝑓2(𝑡) is the crack signal. 𝐴1 is the amplitude of the 

undamaged signal and 𝐴2 is the amplitude of crack signal. It was found that the energy-based 

𝐷𝐼6 produced the best results. The other equations were also acceptable, but the unacceptable 

DIs were 𝐷𝐼4 based on mean variance and 𝐷𝐼7 based on energy. These were based on the first 

arrival window and typical actuator-sensors paths. It was also found that if the crack propagated 

towards the actuator-sensor path, this affected the signal. The amplitude reached zero if the crack 

passed the actuator-sensor path (starting from the notch). If multiple actuator–sensor paths and 

arrivals were to be used, the propagation of the crack could be monitored up to 74 mm long. 
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Table III: DI EQUATIONS USED BY JIN ET AL. [5] 

DI 

Number 

Equation Description 

1 𝐷𝐼(𝑖, 𝑗)1,𝑘−𝑡 =
𝑢(𝑖, 𝑗)𝐵−𝑘(𝑡) − 𝑢(𝑖, 𝑗)𝐷−𝑘(𝑡)

𝑢(𝑖, 𝑗)𝐵−𝑘(𝑡)
 

Magnitude-

based 

2 𝐷𝐼(𝑖, 𝑗)2,𝑘−𝑓 =
𝑢(𝑖, 𝑗)𝐵−𝑘(𝑓) − 𝑢(𝑖, 𝑗)𝐷−𝑘(𝑓)

𝑢(𝑖, 𝑗)𝐵−𝑘(𝑓)
 

Amplitude-

based 

3 𝐷𝐼(𝑖, 𝑗)3,𝑘−𝑡 =
∫ [𝑢(𝑖, 𝑗)𝐵−𝑘(𝑡) − 𝑢(𝑖, 𝑗)𝐷−𝑘(𝑡)]2𝑑𝑡

𝑡2

𝑡1

∫ 𝑢(𝑖, 𝑗)𝐵−𝑘
2𝑡2

𝑡1
(𝑡) 𝑑𝑡

 

Energy-

based 

4 𝐷𝐼(𝑖, 𝑗)4,𝑘−𝑓 =
∫ [𝑢(𝑖, 𝑗)𝐵−𝑘(𝑓) − 𝑢(𝑖, 𝑗)𝐷−𝑘(𝑓)]2𝑑𝑓

𝑓2

𝑓1

∫ 𝑢(𝑖, 𝑗)𝐵−𝑘
2𝑓2

𝑓1
(𝑓) 𝑑𝑓

 

Energy-

based 

5 

𝐷𝐼(𝑖, 𝑗)5,𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒−𝑓𝑢𝑠𝑖𝑜𝑛−𝑡

= ∑(𝛼𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒−𝑘−𝑡𝐷𝐼(𝑖, 𝑗)𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒−𝑘−𝑡

𝑁

𝑘=1

 

Magnitude-

based 

6 

𝐷𝐼(𝑖, 𝑗)6,𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒−𝑓𝑢𝑠𝑖𝑜𝑛−𝑓

= ∑(𝛼𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒−𝑘−𝑓𝐷𝐼(𝑖, 𝑗)𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒−𝑘−𝑓

𝑁

𝑘=1

 

Amplitude-

based 

7 𝐷𝐼(𝑖, 𝑗)7,𝑒𝑛𝑒𝑟𝑔𝑦−𝑓𝑢𝑠𝑖𝑜𝑛−𝑡 = ∑(𝛼𝑒𝑛𝑒𝑟𝑔𝑦−𝑘−𝑡𝐷𝐼(𝑖, 𝑗)𝑒𝑛𝑒𝑟𝑔𝑦−𝑘−𝑡

𝑁

𝑘=1

 

Energy-

based 

8 𝐷𝐼(𝑖, 𝑗)8,𝑒𝑛𝑒𝑟𝑔𝑦−𝑓𝑢𝑠𝑖𝑜𝑛−𝑓 = ∑(𝛼𝑒𝑛𝑒𝑟𝑔𝑦−𝑘−𝑓𝐷𝐼(𝑖, 𝑗)𝑒𝑛𝑒𝑟𝑔𝑦−𝑘−𝑓

𝑁

𝑘=1

 

Energy-

based 
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The actuator-sensor path 𝐴𝑖 − 𝑆𝑗 is represented by 𝐷𝐼(𝑖, 𝑗). The subscript 𝑘 represents the 

𝑘𝑡ℎ 𝐴𝑖 − 𝑆𝑗 path, 𝑡 is time and 𝑓 is frequency. 𝑢(𝑖, 𝑗)𝐵−𝑘(𝑡) and 𝑢(𝑖, 𝑗)𝐷−𝑘(𝑡) correspond to the 

baseline signal and current signal of the 𝑆0 mode. 𝐷𝐼(𝑖, 𝑗)5,𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒−𝑓𝑢𝑠𝑖𝑜𝑛−𝑡, and 

𝐷𝐼(𝑖, 𝑗)7,𝑒𝑛𝑒𝑟𝑔𝑦−𝑓𝑢𝑠𝑖𝑜𝑛−𝑡 are the ultimate fusion DIs in the time domain. 

𝐷𝐼(𝑖, 𝑗)6,𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒−𝑓𝑢𝑠𝑖𝑜𝑛−𝑓 and 𝐷𝐼(𝑖, 𝑗)8,𝑒𝑛𝑒𝑟𝑔𝑦−𝑓𝑢𝑠𝑖𝑜𝑛−𝑓 are synthetic DIs in the frequency 

domain. 𝛼 represents the weights of each path. The hybrid DIs (number 5-8) were made to 

combine all the available DIs for the sensor configuration. This was beneficial because it helped 

minimize external noise and experimental uncertainties. It was found that magnitude and energy-

based DIs in the time domain were not very effective in predicting crack size. This is because if 

the crack was too small, its magnitude was almost unnoticeable. While all the DIs produced high 

correlation coefficients with respect to the crack length, the ones in the frequency domain were 

higher, suggesting that they can characterize fatigue crack propagation more accurately. The 

synthetic fusion DIs were also able to achieve the same objective, but the amplitude-based 

frequency (non-fusion) DIs overall showed the best results.   

Figure 5 shows DI results from Yan et al. [3] and Jin et al. [5] with similar trends where 

the DI increased as the crack length increased. This was expected since the signal amplitude and 

energy increased as the crack grew. The DIs also leveled off when the crack length reached a 

certain point. Yan et al. found that cracks were detectable in the range of 20 mm toward the 

actuator-sensor path [3], while Jin et al. was able to detect cracks in the range of 15 mm [5].  
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Figure 5. Acceptable damage index (a) based on amplitude [3], (b) based on energy [3], (c) based 

on amplitude [5] and (d) based on energy [5]. 

 

 

 

 

 

A less commonly used method using a sequence curve, was used by Zhu et al. as a crack 

detection method for a specimen with and without a crack [4]. It was found that transmission 

signals were more sensitive than reflection signals, so they were used to calculate the DI. The DI 

equations are shown in Table IV. 
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Table IV: DI EQUATIONS USED BY ZHU ET AL. [4] 

DI Number Equation Description 

1 𝐷𝐼1 =
𝑅𝑀𝑆(𝑆1 − 𝑆2)

𝑅𝑀𝑆(𝑆1) + 𝑅𝑀𝑆(𝑆2)
 Root mean square-based 

2 𝐷𝐼2 < 𝑓𝑡(𝑢), ℎ𝑡(𝑢) > =
𝑅𝑀𝑆(𝑓𝑡(𝑢) − ℎ𝑡(𝑢))

𝑅𝑀𝑆(𝑓𝑡(𝑢)) + 𝑅𝑀𝑆(ℎ𝑡(𝑢))
 Sequence curve of DI 

- 𝑓𝑡(𝑢) = 𝑔(𝑢 − 𝑡)𝑓(𝑢) ℎ𝑡(𝑢) = 𝑔(𝑢 − 𝑡)ℎ(𝑢) - 

 

 

 

 

 

The first baseline signal is 𝑆1, while 𝑆2 is the second signal with crack. 𝑅𝑀𝑆 is the root 

mean square, 𝑔(𝑢) is the rectangular window function, 𝑓(𝑢) and ℎ(𝑢) are different signals and 

𝑓𝑡(𝑢) and ℎ𝑡(𝑢) are the different signals in a window function. These DIs also displayed similar 

results as the aforementioned research and increased with crack size. The DIs were on the order 

of magnitude of 10-1 for the cracked case, which according to the researchers, was typical for the 

fatigue crack condition and therefore it was acceptable and could be used to identify the fatigue 

crack.  

Many times, the DI was calculated in the literature by comparing signals from damaged 

structures to signals from the undamaged structure. T. Michaels and J. Michaels detected damage 

using this method by subtracting the two signals and obtaining the peak amplitude and/or energy 

[19]. Mal et al. calculated a DI based on the spectra of the two signals and the frequency 

response function of the structure [22]. Banerjee et al. compared the dynamic response of the two 

signals and determined a threshold where anything above it was reliable and gave information 

about damage proximity [23]. Michaels et al. used both time and frequency domain features 

where the sensors needed to be attached on or near the structure [24]. Comparing the signal with 
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damage to the baseline signal was useful when damage is the only variable present. While the 

previously mentioned DIs are popular in research, there are also DIs based on nonlinear UT as 

well as new innovative DIs.     

Lee and Hong used nonlinear UT to investigate structural integrity by using a damage 

index in addition to an intactness index [25]. The DI depended on the number of sideband 

occurrences and the total number of experiments, and the intactness index was found by 

comparing magnitudes obtained at the same frequency in two different experiments. The values 

of both indices indicated whether the specimen was intact or if a crack was present. Another DI 

was introduced by Climent-Llorca, et al. which involved a new parameter based on frequency 

and amplitudes of the first and second-order intermodulation products [26]. 

Jin et al. incorporated the innovative linear fusions of DIs as shown previously in Table 

III and differential fusion of DIs, which was verified with an experiment conducted on a steel 

plate structure using a high stability frequency of 265 kHz [5]. These DIs differ from more 

commonly used amplitude and energy-based DIs because they can provide information about 

crack propagation, not just crack localization. It was found that the hybrid DIs can characterize 

propagation of fatigue cracks. Si and Zongfeng quantified structural damage with an acousto-

ultrasonics based multi-damage index approach [27]. SHM was done with energy and phase 

divergence indices. An experiment was conducted to validate the multi-damage index approach 

on two specimens: one in pristine condition and one with cracks. They found that the intensity of 

reflected waves in the damaged specimen was linearly proportional to the incident wave intensity 

and damage size.  

Common transmitter receiver configurations used by these researchers are summarized in 

Table V. They showed the transmitters and receivers across from each other with the crack in the 
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middle or lined up with/near the cracks (or other type of damage) throughout the entire structure. 

The more transmitter-receiver paths used, the more sensitive the damage detection may be 

because the sensors gather the damage information from multiple angles.  
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Table V: COMMON TRANSMITTER RECEIVER CONFIGURATIONS USED BY 

RESEARCHERS 

Researcher(s) Transmitter Receiver Configuration Details 

Yan et al. [3] 

 

Actuators and 

sensors were 

across from 

each other. 

Single actuator-

sensor paths 

were used. 

Jin et al. [5] 

 

Actuators were 

sensors are 

across from 

each other. 

Multiple 

actuator-sensor 

paths were 

used. 

Zhu et al. [4] 

 

PZT patches 

placed on 

either end of 

the beam as an 

actuator and 

sensor. 
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T. Michaels and 

J. Michaels [19] 

 

T is the 

transducer, N is 

the notch and H 

is the hole. 

Holes and 

notches were 

placed 

throughout the 

beam and 

transducers 

spaced in 

between them. 

Mal et al. [22] 

 

The control 

points were 

used to record 

the signal in a 

beam. Most of 

them were 

concentrated 

around the 

damage 

location. 

Banerjee et al. 

[23] 

 

The red circles 

represent PZT 

sensors on the 

panel (except 

#4 which was 

the actuator), 

which were 

near the impact 

locations 

(yellow 

circles). 

Michaels et al. 

[24] 

 

Ultrasonic 

sensors located 

on either side 

of the plate 

with damage in 

the middle. 
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This research used DIs based on amplitude, energy, frequency and phase shift. Amplitude 

and energy DIs were used from Table II because they were made for a single actuator-sensor 

path, and signals for the baseline and crack condition were available. All these conditions apply 

to this research, so these DIs were chosen for further analysis. However, this research will 

present the equations differently, with subscripts referring to different waveforms or different 

windows (discussed further in Section 3.4). The most effective DIs will be summarized and 

compared to experimental results.  

 

2.3.2 Prior Study on Detecting Fatigue Damage in Metals 

 

 In a previous study of the UIC Civil, Materials and Environmental Engineering research 

group, an idealized spline section of a gearbox was tested using AE and UT arrays. Acoustic 

emission is generated from mechanical deformations and fractures. Transient elastic waves form 

due to a rapid energy release when the stress in the material increases [28]. Using sensors to 

detect AE signals allows for continuous SHM and crack detection/localization since there are 

sudden changes in stress and displacement in the crack region. Most short events (e.g., crack 

jump) contribute to bursts of energy while longer events are categorized as continuous even 

though these are likely just many overlapping burst events [29]. A novel method of identifying 

AE signatures to locate fatigue damage in a flattened bevel gear spline was developed [1]. The 

new piezoelectric sensors that could also function as UT shown as the Metis sensor array in 

Figure 6 were able to detect crack growth events and after 237,000 cycles the continuous 

emission increased which signified sudden crack jumps. In this research, a similar sensor array 

was used and a modified compact tension specimen was tested to detect the fatigue crack with a 

phase-array configuration and access from one side of structure.  
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Figure 6. Idealized flattened bevel gear spline showing (a) test geometry wiht AE sensors, 

channels 1 to 4 and (b) Metis sensor array used as AE and UT sensors [1]. 

 

 

 

 

 

With the capability of detecting the fatigue crack in real time without the requirement of 

close proximity to the crack, AE has been applied to detect defects in metallic structures. For 

instance, Elasha et al. also applied AE to detect bearing faults in helicopter gearbox systems [30]. 

The experiment was completed using the following conditions: fault-free, minor bearing damage 

and major bearing damage. AE detected minor and major defect conditions, which was 

outstanding because typically AE was used for static structures instead of moving helicopter 

components. Strantza et al. considered AE to monitor crack propagation in additive 

manufacturing components prone to fatigue failure [31]. TI6Al4V components under four-point 

bending with and without notches were tested to detect, characterize and localize any cracks. AE 

signals and parameters were evaluated, and it was found that they were sensitive enough to 

predict fracture. Kral et al. used AE in combination with artificial neural networks to detect 

damage before it occurs in a flat aluminum panel [32]. Two AE sensors recorded the signals, and 
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the artificial neural network was used to instantly identify them as crack growth or noise. 

Holford et al. investigated AE for damage location in steel bridges [33]. The most AE events 

were recorded in the inner web and a shear stud in the upper flange. These regions usually 

correspond with the highest stress amounts, so this can likely be correlated to a fatigue crack. In 

this study, while the AE data was recorded during fatigue testing, the results will not be reported.  

 

2.4 Probability of Detection Curves for Ultrasonics 

 

 Probability of detection curves can be used to assess the reliability of NDE methods. 

There are two main methods of obtaining a PoD curve: 1) Hit/Miss, where the results simply 

state if a defect was found or not and 2) Signal Response, also known as �̂� vs. 𝑎. Equations 2.1-

2.5 are necessary to formulate a PoD curve [34]. The signal response is �̂�, while the defect size is 

𝑎. The parameters 𝛽0 and 𝛽1 are obtained from the linear regression of the 𝑙𝑜𝑔(�̂�) vs. 𝑙𝑜𝑔(𝑎) 

plot. 𝛿 is random error, �̂�𝑡ℎ is the decision threshold, 𝜇 is the mean and 𝜎 is the standard 

deviation. It is assumed that Equation 2.1 follows a normal distribution. 

 

ln(�̂�) = 𝛽0 + 𝛽1 ln(𝑎) + 𝛿 (2.1) 

 

𝑃𝑜𝐷(𝑎) = 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦(ln(�̂�) > ln(�̂�𝑡ℎ)) (2.2) 

 

𝑃𝑜𝐷(𝑎) = 1 − 𝜙 [
ln(�̂�𝑡ℎ) − (𝛽0 + 𝛽1 ln(𝑎))

𝜎𝛿
]  (2.3) 

𝜇 =
ln(�̂�𝑡ℎ) − 𝛽0

𝛽1
(2.4) 

𝜎 =
𝜎𝛿

𝛽1
 (2.5) 
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 The �̂� vs. 𝑎 method is more commonly used with NDE because it correlates the defect 

response �̂� with the defect dimension 𝑎, as shown in Figure 7 [14, 34].  

 

 

 

 

 

Figure 7. 𝐿𝑜𝑔(�̂�) vs. 𝑙𝑜𝑔(𝑎) plot where �̂� is the normalized signal amplitude (can be any defect 

response) and 𝑎 is the notch height (can be any defect type) [14]. 

 

 

 

 

 

 The PoD curves were validated by an experiment using the UT pulse-echo method on a 

structural steel plate [34]. Twelve notches were created in the plate and the excitation signal 

consisted of a 3 cycle Hanning windowed tone burst. Before the PoD curves were created, the 

linearity of log(â) vs. log(a) was confirmed and the final PoD results are shown in Figure 8 for 

the decision threshold of 15 times the signal noise amplitude. It shows that the probability of 

detection is about 100% for all notch heights passing 0.7 mm [34].  
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Figure 8. Comparison of multiple PoD curves for the chosen decision threshold [34]. 

 

 

 

 

 Guan et al. investigated a systematic method to predict structural fatigue life of a steam 

turbine using NDE data [35]. They used a PoD model that compared recorded flaw size with the 

actual size. In addition, a probability of failure curve depending on fatigue life was developed to 

predict the fatigue life after a certain number of cycles. This is useful especially in aerospace 

structures, where any maintenance could be made before significant damage occurs. Virkkunen 

et al. compared the two typical PoD methods as mentioned earlier, for an aerospace eddy-current 

inspection and nuclear industry ultrasonic weld inspection [36]. It was found that the eddy-

current inspection hit/miss analysis gave acceptable results and even small cracks were detected. 

The �̂� vs. 𝑎 method was recommended for inspections. Ali et al. experimented with PoD curves 

for materials with different signal to noise ratios. Materials with a low signal to noise ratio were 
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difficult to analyze with UT since the higher the signal noise, the more possible errors there were 

[14]. The experiment used a thick aluminum plate to conduct bulk UT inspection. The results 

showed that the PoD curves were within a 95% confidence level so it was concluded that they 

could be used to detect the notch height in the material. However, this method was limited to 

specific crack configurations and material types. Pilyugin and Lunin tested for flaws in a weld 

joint using an acoustic phased array [37]. PoD curves were calculated for 50%, 90% and 90% 

(confidence interval of 95%) and the results showed that a crack length of 1.056 mm could be 

detected at a 95% confidence interval, which suggested acceptable results that should still be 

validated with more experiments.  

 Therefore, PoD curves are important tools for determining the reliability of NDE 

methods and data. They are mostly used for predicting fatigue life and crack size after a certain 

number of cycles. This is especially beneficial for large structures that can be repaired early if 

fatigue crack conditions are known. PoD curves were not rigorously used in this research, but 

some beginning work is presented in Section 5.3. Further research must be done to choose the 

right decision threshold to predict crack detection.  
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3. NUMERICAL EVALUATION OF FATIGUE CRACK AND ULTRASONIC 

RELATIONSHIP 

 

3.1 Introduction 

 

 In this chapter, the crack growth rate calculations, specimen geometry and numerical 

model results from the COMSOL Multiphysics software are presented. A modified version of the 

ASTM E647 compact tension specimen [38] was created, and the material used was structural 

steel. It was vital for the steel geometry to have a notch to ensure a fast crack growth rate in that 

high-stress area. In COMSOL, this damage was reflected in the y-displacement values that came 

from the ultrasonic waves. This was used to demonstrate fatigue crack detection with in-situ 

phase-arrayed ultrasonic sensors. Stress checks in COMSOL were completed along with bearing 

strength calculations to ensure that there would be no premature failure in the loading zones, and 

that the crack would form at the notch tip first.  

 

3.2 Sample Design for Fatigue Testing 

 
An idealized test specimen was designed so that the fatigue crack’s length reached 10 

mm in 6-8 hours of testing using the Instron machine at the University of Illinois at Chicago 

laboratory. In Section 2.3.2, the previous geometry of a similar project that tested an idealized 

spline section of a gearbox using AE and UT arrays was reported. In this research, that geometry 

was modified, and an array of ultrasonic sensors was used to detect the fatigue crack from one 

position. The number of cycles and time to reach the desired 10 mm crack was calculated.  

 From Seitl et al. [39], and considering a constant amplitude fatigue loading, the crack 

growth rate was characterized by 𝐾𝑚𝑖𝑛 and 𝐾𝑚𝑎𝑥 as: 
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𝑑𝑎

𝑑𝑁
= 𝑓1(∆𝐾, 𝑅) (3.1) 

 
∆𝐾 = 𝐾𝑚𝑎𝑥 − 𝐾𝑚𝑖𝑛 (3.2) 

 

𝑅 =
𝐾𝑚𝑖𝑛

𝐾𝑚𝑎𝑥
⁄ (3.3) 

 

 where 
𝑑𝑎

𝑑𝑁
 is the crack growth per cycle, Δ𝐾 is the stress intensity range and 𝑅 is the ratio 

of minimum to maximum stress intensity factors. The number of fatigue cycles for crack to grow 

from initial length to a final length is: 

𝑁 = ∫
𝑑𝑎

𝑓1(∆𝐾, 𝑅)

𝑎𝑓

𝑎𝑜

(3.4) 

The linear region of log-log curve of fatigue is represented by a power law as:  

𝑑𝑎

𝑑𝑁
= 𝐶∆𝐾𝑚 (3.5) 

where 𝐶 and 𝑚 are material constants determined experimentally. From ASTM E647-15 

[38], the stress intensity factor for compact tension specimen is:  

 

𝐾𝐼 =
𝑃

𝐵√𝑊
𝑓 (

𝑎

𝑊
) (3.6) 

where 

 

𝑓 (
𝑎

𝑊
) =

2 +
𝑎
𝑊

(1 −
𝑎
𝑊)

3 2⁄
[0.886 + 4.64 (

𝑎

𝑊
) − 13.32 (

𝑎

𝑊
)

2

+ 14.72 (
𝑎

𝑊
)

3

− 5.6 (
𝑎

𝑊
)

4

] (3.7) 

 

In equations 3.6 and 3.7, 𝑃 is the load, 𝐵 is the specimen thickness, 𝑊 is the specimen 

width and 𝑎 is the notch length. 

Figure 9 and Figure 10 show a comparison of the CT specimen from ASTM E647 [38] 

and the modified version used for the numerical simulations. The specifications of the modified 

CT specimen including the geometric and loading properties are shown in Table VI below. 
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Figure 9. ASTM E647 compact tension specimen [38]. 

 

 

 

 

 

 

 

Figure 10. The modified CT geometry. 
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Table VI: CT SPECIMEN SPECIFICATIONS 

Property Physical Value Calculated Value 

Specimen thickness 𝐵 0.5” (0.0127 m) - 

Specimen width 𝑊 6.25” (0.159 m) - 

Notch length, 𝑎 3.75” (0.0953 m) - 

Max load 𝑃𝑚𝑎𝑥 13 kN - 

Min load 𝑃𝑚𝑖𝑛 1.8 kN - 

𝑓 fatigue frequency 4 Hz - 

𝑅 ratio - 0.139 

𝐾𝑚𝑎𝑥 calculated - 35.08 𝑀𝑃𝑎 − 𝑚1/2 

𝐾𝑚𝑖𝑛 calculated - 4.86 𝑀𝑃𝑎 − 𝑚1/2 

∆𝐾  calculated - 30.22 𝑀𝑃𝑎 − 𝑚1/2 

 

The relationship between ∆𝐾 and 
𝑑𝑎

𝑑𝑁
 for steel is extracted from the study by Seitl et al. 

[39] as shown in Figure 11. For ∆𝐾 = 30.22 𝑀𝑃𝑎 − 𝑚1/2, 
𝑑𝑎

𝑑𝑁
 is approximately                      

1𝐸 − 04 𝑚𝑚/𝑐𝑦𝑐𝑙𝑒. Reaching the 10 mm crack length requires 
10

1𝐸−04
= 100,000 𝑐𝑦𝑐𝑙𝑒𝑠. 

Assuming the cyclic frequency as 4 Hz, the total experimental duration is 
100,000

4
= 25,000 𝑠 =

7 ℎ𝑟. 
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Figure 11. Fatigue crack growth curves for S355J2, S235J2 and old crane way steel from Seitl et 

al. [39].  

 

 

 

 

 

After the geometry and time to grow the desired crack were known, static and dynamic 

two-dimensional models of the modified CT sample were created in the COMSOL Multiphysics 

software. The software was chosen because it allowed the combination of multiple physics to 

simulate real world phenomena [40]. The solid mechanics physics was used for both the static 

and dynamic models since the deformation under different loadings was analyzed. The static 

model used a stationary study for the steady-state condition to determine the stresses and 

volumetric plastic strain at the notch tip and loading pin holes. The dynamic models used a time-

dependent study for seven different crack lengths.   
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3.3 Static Model in COMSOL Multiphysics 

 

First, the static numerical model was built. It was approximated as a two-dimensional 

plain strain model with a thickness of 0.5” (12.7 mm). The overall geometry and constraints are 

shown in Table VII and Table VIII, which coincide with Figure 10. 

 

 

 

 

Table VII: DIMENSIONS OF CT SPECIMEN 

Component Property Value 

Fatigue coupon main body 

Width 6.25” (158.8 mm) 

Height 6” (152.4 mm) 

Thickness 0.5” (12.7 mm) 

Loading pins 

Width 2.5” (63.5 mm) 

Height 1.5” (38 mm) 

Thickness 0.5” (12.7 mm) 

Holes at loading pins Diameter 0.32” (8 mm) 

Notch Length 3.75” (95.3 mm) 
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Table VIII: CONSTRAINTS OF CT SPECIMEN 

Constraint Value 

Sensor spacing 0.20” (5.08 mm) 

Thickness of specimen where 

sensors will be placed 

0.50” (12.7 mm) 

Maximum crack length 0.40” (10 mm) 

 

 

 

Starting from the notch tip, eight points located at the top surface of the model, spanning 

1.4” (35.6 mm) and separated by 0.2” (5.1 mm) were defined as the measurement points 

simulating the piezoelectric sensors as the transmitter and receivers as shown previously in 

Figure 10. Table IX defines the “sensor” position relative to the left side of the specimen.  

 

 

 

 

Table IX: SENSOR POSITIONS RELATIVE TO LEFT SIDE OF SPECIMEN 

Sensor Number Position, inch (mm) 

1 (transmitter) 3.75 (95.25) 

2 3.95 (100.3) 

3 4.15 (105.4) 

4 4.35 (110.5) 

5 4.55 (115.6) 

6 4.75 (120.7) 

7 4.95 (125.7) 

8 5.15 (130.8) 
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The entire CT specimen was first assigned an isotropic, linear elastic structural steel 

material. Once the stress results were obtained then the model was assigned a plasticity property 

to find the volumetric plastic strain. The isotropic tangent modulus was taken as 0.5% of 

Young’s Modulus. The material defined by COMSOL had the following properties shown in 

Table X. 

 

 

Table X: STRUCTURAL STEEL MATERIAL PROPERTIES OF CT SPECIMEN 

Property Value 

Density 7850 kg/m3 

Young’s Modulus 200 GPa 

Poisson’s Ratio 0.33 

Plasticity Model Material Properties 

Initial Yield Stress 345 MPa 

Isotropic Tangent Modulus 1 GPa 

 

 

 

 

 

For the linear elastic analysis, all the boundaries were assigned as free, and the initial 

values included zero displacement fields in all directions. A prescribed displacement of 0” in the 

x-direction was assigned to the bottom loading pin hole. It was also assigned in the x- and y-

directions to the top loading pin hole to allow only the bottom loading pin to displace in the y-

direction. These y-displacements were recorded later in the dynamic models and used to 

calculate the DI. A downwards boundary load of 12 kN was applied to the bottom half of the 
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bottom hole. The plasticity material model was assigned to check that the stress at the notch was 

higher than the stresses at the loading pin holes without having any plastic deformation and that 

the fatigue crack would form at the notch tip. 

 

3.3.1 Mesh Convergence for Static Model 

 

 To obtain accurate stress results from the static model, a mesh convergence study was 

conducted with properties and different mesh sizes as shown in Table XI and Figure 12, 

respectively. COMSOL allows the user to build a custom mesh which was chosen over the 

automatic physics-controlled mesh since the size could be changed in case of any inaccuracies. 

For this model, the mesh study was conducted using the von Mises stresses for the notch tip. As 

clearly shown in Figure 12b, the stress values agreed when the maximum and minimum mesh 

sizes were: 𝑑𝑥 ∗ 1 and 𝑑𝑥 ∗ 1 as well as 𝑑𝑥 ∗ 1 and 𝑑𝑥 ∗ 0.75. Since COMSOL Multiphysics 

had problems with memory when the mesh size multiplier was less than 1, the final mesh size 

chosen was 𝑑𝑥 ∗ 1 and 𝑑𝑥 ∗ 1. The convergence study was only conducted for the 400 kHz 

frequency, even though other frequencies were used for the numerical simulations. This is 

because the wave traveled with velocity, 𝑣, so the mesh was proportional to that.  
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Table XI: MESH PROPERTIES 

Property Equation Value 

Velocity, 𝑣 - 5000 m/s 

Frequency, 𝐹𝑟𝑒𝑞 - 400 kHz 

Change in time, 𝑑𝑡 
𝑑𝑡 =

1

10
/𝐹𝑟𝑒𝑞 

0.25 μs 

Mesh size, 𝑑𝑥 𝑑𝑥 = 𝑣 ∗ 𝑑𝑡 5 mm 

 

 

 

 

 

 

 

Figure 12. Example of static mesh study (a) completed on the notch von Mises Stresses and (b) 

zoomed in to the area with the most differences between mesh sizes.  
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3.3.2 Static Model Numerical Results 

 

The static model simulation provided information about the von Mises stresses and 

volumetric plastic strain in the entire CT specimen, while focusing on the notch tip and the 

loading pin holes. The data was processed directly in COMSOL since it was capable of plotting 

stresses for arc lengths. The stresses were calculated along the notch tip and through the top and 

bottom holes. A schematic of this is shown in Figure 13. Figure 14 shows the two-dimensional 

surface plot of the von Mises stresses for the entire CT specimen, the notch and the holes at the 

loading pins. These stresses were compared to the endurance limit of steel which is about 30 ksi 

(207 MPa) as presented in Figure 15. 

 

 

 

 

 

 

Figure 13. Geometry of sample and locations of vital arc lengths where the stresses were 

calculated. 
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Figure 14. von Mises stress (N/m2) for (a) entire CT specimen, (b) zoomed in to notch tip, (c) 

zoomed in to top hole at loading pin and (d) zoomed in to bottom hole at loading pin. 

 

 

 

 

 

 

Figure 15. Endurance limit of steel compared with aluminum [41]. 
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It was verified that the highest stress at the notch tip was about 340 MPa as shown in 

Figure 16a while the highest stress at the top hole was approximately 210 MPa as shown in 

Figure 16b, which was expected since the notch area is smaller. Therefore, since the stress 

around the loading pin holes are at the boundary of steel’s endurance limit and the stress at the 

notch was larger, no crack was expected to form at the loading pin holes before the fatigue crack 

at the notch tip started to grow. The overall purpose of this model was to ensure that the von 

Mises stresses at the notch tip were above the endurance limit of steel, which is about 30 ksi (207 

MPa) and that the fatigue crack would form at the notch tip.  

 

 

 

 

Figure 16. von Misses stresses along (a) notch and (b) holes at loading pins. 

 

 

 

 

The model also introduced a plasticity model to check the volumetric plastic strain and 

ensure that the stress values at the holes did not exceed the yield point. The initial yield stress 

and isotropic tangent modulus were defined for this model as shown in Table X. The maximum 
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volumetric plastic strain at the notch tip was 1.35E-20 (unitless) as shown in Figure 17 while the 

holes at the pins stayed elastic. This model confirmed that there was no plastic deformation. 

 

 

 

 

 

Figure 17. Surface volumetric plastic strain for (a) entire CT specimen and (b) notch tip. 

 

 

 

 

 

Since the holes at the loading pins acted as “bolt holes” that carry shear loads, the bearing 

strength was also calculated to ensure that the holes would not experience bearing failure. The 

bearing strength per bolt is:  

𝑟𝑛 = 2𝐿𝑐𝑡𝜏𝑢
𝑝𝑙𝑎𝑡𝑒 ≈ 1.2𝐿𝑐𝑡𝐹𝑢

𝑝𝑙𝑎𝑡𝑒 < 2.4𝑑𝑏𝑜𝑙𝑡𝑡𝐹𝑢
𝑝𝑙𝑎𝑡𝑒

(3.8) 

    

where 𝐿𝑐 is the clear distance from the free end to the bolt, 𝑡 is plate thickness and 𝜏𝑢
𝑝𝑙𝑎𝑡𝑒

 

is the ultimate shear strength of the plate = 0.625𝐹𝑢
𝑝𝑙𝑎𝑡𝑒

, according to Chapter J, Part 16-1, 

Section 10 of the American Institute of Steel Construction Manual [42]. This was used assuming 

a standard bolt type, short-slotted holes and with deformation considered in the design.  
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The Load and Resistance Factor Design (LRFD) equations comparing the nominal 

strength to design strength for a bolt of simple connection is:  

𝑛𝜙𝑟𝑛 ≥ 𝑃𝑢 (3.9) 

 

where 𝑛 is the number of bolts, 𝜙 is the resistance factor (0.75 for bearing), 𝑟𝑛 is the 

nominal strength of one bolt and 𝑝𝑢 is the factored load per bolt = 
𝑃𝑢

𝑛
 according to Chapter J, Part 

16-1, Section 10 of the American Institute of Steel Construction Steel Construction Manual [42].  

The bearing strength calculations are shown in Table XII below.  

 

 

 

 

Table XII: BEARING STRENGTH PARAMETERS AND CALCULATIONS 

Property Physical Value Calculated Value 

𝐹𝑢
𝑝𝑙𝑎𝑡𝑒

 65 ksi (448 MPa) [43] - 

𝑡 0.5” (12.7 mm) - 

𝐿𝑐 0.59” (15 mm) - 

𝑛 1 - 

𝑑𝑏𝑜𝑙𝑡 𝑜𝑟 𝑑ℎ𝑜𝑙𝑒 0.31” (8mm)  

𝜙 0.75 - 

𝑟𝑛 - 23.0 kips (102.3 kN) 

2.4𝑑𝑏𝑜𝑙𝑡𝑡𝐹𝑢
𝑝𝑙𝑎𝑡𝑒

 - 24.2 kips (107.6 kN) 

𝑛𝜙𝑟𝑛 - 17.3 kips (76.9 kN) 

𝑃𝑢 - 2.7 kips (12.0 kN) 

𝑝𝑢 - 2.7 kips (12.0 kN) 
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From Equations 3.8 and 3.9, it can be seen that 23.0 𝑘𝑖𝑝𝑠 < 24.2 𝑘𝑖𝑝𝑠 and 17.3 𝑘𝑖𝑝𝑠 ≥

2.7 𝑘𝑖𝑝𝑠, respectively. The requirements are met which means that the bolt will not endure 

bearing failure. This result was desired since the crack should form at the notch first.   

 

3.4 Numerical Model for Ultrasonic Simulation 

 

The dynamic models were built to test different excitation frequencies and their 

sensitivities to different crack lengths at the sensing points. The frequencies tested were 400 kHz 

and 300 kHz, while the crack lengths assessed were 0 mm, 1 mm, 2 mm, 3 mm, 5 mm, 7 mm and 

10 mm.  It was important to test a higher frequency because if it was too low, the wavelength 

would increase and therefore would become less sensitive to changes in the structure, including 

damage.  

A total of seven dynamic models were created using the fatigue coupon. The geometry 

stayed the same between the static and dynamic models while only the crack length changed. 

The excitation waveform was created in MATLAB by defining the frequency, number of cycles, 

time information and window function. The Hilbert transform was used to form an analytic 

signal to find characteristics of time domain data [44]. The result was a 4 cycle sinusoidal wave, 

sine shape, tested at the central frequencies of 400 kHz and 300 kHz as shown in Figure 18.  
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Figure 18. Excitation signal created in MATLAB. 

 

 

 

 

 

This load was applied to the point closest to the notch tip (referred to as end load) as a 

point load, as shown in Figure 19. This simulated the location of the transmitter. The maximum 

crack dimensions are detailed in Figure 20. 
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Figure 19. Dynamic loading point. 

 

 

 

 

 

 

 

Figure 20. Crack dimensions.  

 

 

 

 

 

The time-dependent study was performed over the entire domain. The y-displacements 

were extracted from the model by completing a point evaluation at each of the seven receiver 

points (sensor 2 through 8), which were used to develop plots of damage index vs. crack length 

and damage index vs. sensor. Late arrival signals located around 30 s hold important crack-
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related information because that was the first expected arrival time from the crack position, as 

calculated in Table XIII. A schematic is also shown in Figure 21. 

 

 

 

 

Table XIII: ARRIVAL TIME PARAMETERS 

Property Equation Value 

Velocity, 𝑣 - 5000 m/s 

Fatigue coupon main body 

height, ℎ 

- 6” (152.4 mm) 

Distance to notch, 𝑑 𝑑 =
ℎ

2
 3 inch (76.2 mm) 

Arrival time, 𝑡𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑡𝑎𝑟𝑟𝑖𝑣𝑎𝑙 =
𝑑 ∗ 2

𝑣
∗ 106 

30.48 μs 
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Figure 21. Schematic of arrival time parameters. 

 

 

 

 

 

3.4.1 Mesh Convergence for Dynamic Model 

 

 To obtain accurate y-displacement results from the dynamic models, a mesh convergence 

study was conducted with different mesh sizes. The amplitudes of the surface wave arrivals at 

sensor 2 were compared to finalize the mesh size. It was determined that the mesh converged 

when the initial arrival surface wave amplitudes were the same for each crack length. The y-

displacement was not expected to change for the first surface wave no matter the crack size 

because the wave only travels on the surface and does not interact with the different crack 

lengths. The same mesh properties used from the static model applied to the dynamic models 

which were shown earlier in Table XI.   
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The convergence study consisted of testing the maximum and minimum element sizes 

until acceptable results were obtained. Figure 22 shows the different mesh sizes tested and the 

results of the convergence study. The displacement field (y-component) became consistent when 

the maximum mesh size was 𝑑𝑥 ∗ 1 and the minimum mesh size was 𝑑𝑥 ∗ 1. As the mesh sizes 

became even smaller, the same results were obtained. Therefore, the final mesh size chosen was 

𝑑𝑥 ∗ 1 and 𝑑𝑥 ∗ 1 since COMSOL had memory problems with smaller mesh sizes. Figure 23a 

shows an example of the initial surface wave arrival varying with different crack lengths. For 

example, at 6.75 μs, the y-displacement is 3.18E-07 mm at the 7 mm crack, but at the 3 mm 

crack, the y-displacement is 3.05E-07 mm. These values should be the same, which is the case 

for Figure 23b. Figure 23b clearly shows the crack signal at around 30 μs, but this is not visible 

at all in Figure 23a.  

 

 

 

 

 

Figure 22. Example of static mesh study completed for sensor 2 at 400 kHz and 1 mm crack size.  
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Figure 23. Waveform for sensor 2 at a 400 kHz frequency with maximum and minimum mesh 

size as (a) 𝑑𝑥 ∗ 25 and 𝑑𝑥 ∗ 10 and maximum and minimum mesh size as (b) 𝑑𝑥 ∗ 1 and 𝑑𝑥 ∗ 1. 

 

 

 

 

3.4.2 The Correlation of Ultrasonic Data with Fatigue Crack Length 

 

 The damage index can be used to characterize the crack length, identify crack 

propagation, monitor fatigue crack growth, determine crack length and visualize the correlation 

of ultrasonic data related to crack length and distance from excitation signal [3]. The most 

critical ultrasonic wave features are amplitude and wave energy [3] which is why most of the DI 

equations in Table XIV are based on amplitude and energy. Equations 1-7 were obtained from 

Yan et al. because they were made for one actuator-sensor pair and guided waves were used for a 

steel specimen, which is similar to this research [3]. Equations 8 and 9 were new since they 

referenced the surface wave instead of the crack-free baseline condition. In addition to amplitude 

and energy-based DIs, frequency and phase shift-based DIs were used to see if there were any 

correlations between them and the classic amplitude/energy DIs. All the considered DI equations 

are shown in Table XIV.  



 
 

53 

Table XIV: DAMAGE INDEX EQUATIONS 

DI Number Equation Description 

1 𝐷𝐼1 = |𝐴𝑚1 − 𝐴𝑚2|/𝐴𝑚1 Amplitude-based 

2 𝐷𝐼2 = ln 𝐴𝑚2/𝐴𝑚1  

Amplitude 

attenuation-

based 

3 𝐷𝐼3 = √∫[𝑓𝑚2(𝑡) − 𝑓𝑚1(𝑡)]2 𝑑𝑡/ ∫[𝑓𝑚1(𝑡)]2 𝑑𝑡 

Root mean 

square deviation-

based 

4 𝐷𝐼4 = (∫|𝑓𝑚1(𝑡)|2 𝑑𝑡)/(∫|𝑓𝑚2(𝑡)|2 𝑑𝑡)  Energy-based 

5 𝐷𝐼5 = (∫|𝑓𝑚1(𝑡) − 𝑓𝑚2(𝑡)|2 𝑑𝑡)/(∫|𝑓𝑚1(𝑡)|2 𝑑𝑡)  Energy-based 

6 𝐷𝐼6 = | ∫[𝑓𝑚2(𝑡)]2 𝑑𝑡 −  ∫[𝑓𝑚1(𝑡)]2 𝑑𝑡|/(∫[𝑓𝑚1(𝑡)]2 𝑑𝑡)  Energy-based 

7 𝐷𝐼7 = (∫|𝑓𝑚1(𝑡)|2 𝑑𝑡 −  ∫|𝑓𝑚2(𝑡)|2𝑑𝑡) /(∫ |𝑓𝑚2(𝑡)|2  𝑑𝑡) Energy-based 

8 𝐷𝐼8 = |
𝐴2𝑛

𝐴1𝑛
| Amplitude-based 

9 𝐷𝐼9 = |
𝐸2𝑛

𝐸1𝑛
| Energy-based 

10 𝐷𝐼10 = 𝐴2𝑛/𝐴1𝑛 
Frequency 

amplitude-based 

11 𝐷𝐼11 = 𝐴2𝑛  
Frequency 

amplitude- based 

12 𝐷𝐼12 = 1 − |𝑟| 

Phase shift-

based (Signal 

difference 

coefficient) 

13 𝐷𝐼13 =
Δt

𝑡𝑜
=

Δϕ(f)

2𝜋𝑓𝑑/𝑣𝑜
  

Phase shift-

based (Relative 

time delay) [45] 

14 𝐷𝐼14 = 𝐹2𝑛/𝐹1𝑛 Frequency-based 
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 𝐴𝑚𝑛, 𝑓𝑚𝑛(𝑡), 𝐸𝑚𝑛 and 𝐹𝑚𝑛 are the maximum amplitude of the signal, current signal, 

energy and frequency corresponding to the maximum amplitude in the frequency spectra. The 

subscripts 𝑚 and 𝑛 refer to the window within one signal or waveform (based on the different 

crack lengths) and the waveform within one window, respectively. When 𝑛 = 1, this always 

references the baseline signal (0 mm crack length) and when 𝑛 = 2, this references any other 

signal where the crack length is larger than zero. When 𝑚 = 1, this refers to the time window for 

the first surface arrival wave. When 𝑚 = 2, any other time window can be used; in this case the 

window with the crack arrival time from the notch tip was used. A schematic is shown in Figure 

24. In 𝐷𝐼12, 𝑟 is the Pearson correlation coefficient. In 𝐷𝐼13, 
Δt

𝑡𝑜
 is the relative time delay, 𝑑 is the 

distance between the transmitter and receiver, 𝑓 is the peak frequency and Δ𝜙(𝑓) is the phase 

shift in the signal’s frequency spectrum [45].  

 

 

 

 

 

 

Figure 24. Example of (a) 0 mm crack waveform and (b) 10 mm crack waveform with subscripts 

𝑚 and 𝑛 defined. 
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 𝐷𝐼1 through 𝐷𝐼7 reference the baseline crack-free condition while 𝐷𝐼8 through 𝐷𝐼10 and 

𝐷𝐼14 reference two time periods within the same waveform by using two signal envelopes. They 

are the first surface arrival wave and the first crack arrival. In general, 𝐷𝐼1 through 𝐷𝐼7 are 

expected to increase as the crack length increases. This is because the amplitude and 

subsequently energy of the crack arrival signal should increase as the crack length becomes 

larger, as demonstrated in Figure 25.  

 

 

 

 

 

Figure 25. Example of 400 kHz waveform for sensor 2 for all crack lengths at the expected time 

of arrival.  

 

 

 

 

For 𝐷𝐼8 through 𝐷𝐼10, it is expected that the reflection from the crack tip would increase 

𝐴2𝑛 and 𝐸2𝑛 relating to the surface wave arrival parameters, 𝐴1𝑛 and 𝐸1𝑛 as the crack length 

increases when sensors from further from the notch tip are analyzed. 𝐷𝐼11 is also expected to 
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increase with crack length, as this is simply the maximum amplitude in the frequency domain 

and it is expected to follow a similar trend as the maximum amplitude in the time domain. 𝐷𝐼12 

should increase as well because as the sensor is located farther from the transmitter, 𝑟 decreases 

which makes the overall DI value larger. 𝐷𝐼13 is expected to follow a similar trend if Δ𝜙(𝑓), or 

the phase shift, increases. 𝐷𝐼14 should also increase if the surface wave frequency is constant and 

the frequency for the crack arrival signal increases slightly with crack length.  

The equations from Table XIV were used to plot DI vs. crack length. The waveforms 

were plotted first to determine the fundamental time window. The time window was based on 

where the surface arrival signal ended and the crack arrival signal began, which was around 30 

μs. The results in Figure 26 were calculated in the time domain at 400 kHz and were used to 

characterize crack propagation. The damage index was plotted for sensors 2-8 since they were 

the receivers and sensor 1 was the transmitter.  
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Figure 26. Damage index for sensors 2-8 at 400 kHz based on the different equations (a) 𝐷𝐼1 

based on amplitude, (b) 𝐷𝐼2 based on amplitude attenuation, (c) 𝐷𝐼3 based on root mean square 

deviation, (d) 𝐷𝐼4 based on energy, (e) 𝐷𝐼5 based on energy, (f) 𝐷𝐼6 based on energy, (g) 𝐷𝐼7 

based on energy, (h) 𝐷𝐼8 based on amplitude and (i) 𝐷𝐼9 based on energy. 

 

 

 

 

 

From Figure 26, it can be seen that 𝐷𝐼1, 𝐷𝐼2, 𝐷𝐼3, 𝐷𝐼5, 𝐷𝐼6, 𝐷𝐼8 and 𝐷𝐼9 follow a similar 

trend where the DI increases as the crack length increases. This is also seen in Yan et al. [3] and 

Jin et al. [5], which was shown earlier in Section 2.3.1. 𝐷𝐼4 increases sharply up to the 1 mm 

crack, and then decreases rapidly. Since the calculated energy increased as the crack length 
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increased, the equation was set up so that the larger energies in the denominator make the overall 

damage index smaller, as the baseline signal is constant. The same explanation can be used for 

𝐷𝐼7 because the damage index decreases as the crack length increases. However, this DI is also 

negative because the current signal with crack is being subtracted from the baseline signal, and 

the crack signal is always bigger. A similar trend was reported by Ushakov et al., where the 

crack depth could not be measured because the amplitude of the signal with the crack was larger 

than the amplitude of the signal without the crack [12]. 

 From Figure 26, 𝐷𝐼1, 𝐷𝐼2, 𝐷𝐼3, 𝐷𝐼5 and 𝐷𝐼6 show that sensor 2 always had the largest 

DI. 𝐷𝐼8 and 𝐷𝐼9 show that sensor 2 had the lowest DI because the reflection from the crack tip 

was not as large as for the sensors farther from the crack, but it was increasing as expected. 

Therefore, sensor 2 was the most sensitive receiver, which was expected because it was right 

next to the transmitter, sensor 1. Also, the first crack arrival signal was most prominent in sensor 

2’s waveform. Sensor 2 was also more sensitive to larger cracks because it was located right 

above them. However, the 1 mm crack may have been too small. Along with sensor 3, it was 

located right above the 10 mm crack, unlike sensors 4-8 as shown in Figure 27. Sensor 3 was the 

next sensitive receiver, and the DIs for the sensors after that were very low or almost zero. 

Sensor 3 was located at about 10 mm from the notch tip, so it was still able to receive any signal 

reflecting from the crack. However, sensor 4 was located at about 15 mm from the notch tip, 

which explained why its DI was very low. Figure 28 demonstrates an example of the difference 

in waveforms between sensor 2 and sensor 8, where sensor 2 can clearly separate the crack 

signal at 30 μs while sensor 8 cannot because the next signal merged with the crack signal. The 

surface waves did not change, however. Therefore, the sensors further from the notch tip are less 

reliable and for further DI testing, only sensors 2 and 3 will be used. 
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Figure 27. Location of sensors relative to crack length for the extremes (a) 1 mm crack and (b) 

10 mm crack. 

 

 

 

 

 

 

 

 

 

Figure 28. Waveforms for (a) sensor 2 and (b) sensor 8 at 400 kHz. 
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Figure 29 and Figure 30 show the frequency and phase shift-based DIs. The 

normalization of the data was also included to better compare the results for sensors 2 and 3, and 

because the actual DI was very small in many cases. 

 

 

 

 

 

 

Figure 29. Damage index for sensors 2 and 3 at 400 kHz based on the different equations (a) 

𝐷𝐼10 based on frequency amplitude, (b) 𝐷𝐼10 normalized, (c) 𝐷𝐼11 based on frequency amplitude 

and (d) 𝐷𝐼11 normalized. 
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Figure 30. Damage index for sensors 2 and 3 at 400 kHz based on the different equations (a) 

𝐷𝐼12 based on phase shift (signal difference coefficient), (b) 𝐷𝐼12 normalized, (c) 𝐷𝐼13 based on 

phase shift (relative time delay) and (d) 𝐷𝐼13 normalized. 

 

 

 

 

 Figure 29 and Figure 30 show 𝐷𝐼10, 𝐷𝐼11 and 𝐷𝐼12 increasing as the crack length 

increased. However, 𝐷𝐼13 did not show a similar trend. In fact, 𝐷𝐼13 (non-normalized) was 

almost constantly zero for sensor 3 while for sensor 2 it increased to its maximum peak, 

decreased, and increased to the second smaller peak before returning to zero. When normalized, 
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𝐷𝐼10, 𝐷𝐼11 and 𝐷𝐼12 demonstrated effectively the same increasing trend. For 𝐷𝐼10 and 𝐷𝐼11, 

sensor 3 had a larger DI than sensor 2 since the amplitude in the frequency domain for the crack 

arrival time window was larger as shown in Figure 31, where “Window 1” was the surface wave 

arrival window and “Window 2” was the time window for the first crack arrival. These 

frequency spectra were created by using the Fast Fourier transform (FFT) in MATLAB for the y-

displacement waveforms to show the signal’s energy distribution over a frequency range [46]. 

By completing a transformation from time domain to frequency domain, the main frequency 

components in the time domain signal were identified. The side bends visible were likely from 

reflections at the specimen’s boundaries. Therefore, the hypotheses for 𝐷𝐼10, 𝐷𝐼11 and 𝐷𝐼12 were 

correct.  

 

 

 

 

 

Figure 31. Frequency spectra of 400 kHz data for (a) sensor 2 and (b) sensor 3. 
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 The frequency spectra were also used to calculate 𝐷𝐼14. The frequency at the maximum 

amplitude was compared for the two windows to obtain the results shown in Figure 32. The DI 

value for sensor 2 increased as expected while for sensor 3, the DI remained fairly constant. 

When normalized, the DI value for sensor 3 decreased then increased sharply which suggests 

that 𝐷𝐼14 was not as effective for this sensor.  

 

 

 

 

 

Figure 32. Damage index for sensors 2 and 3 at 400 kHz for (a) 𝐷𝐼14 based on frequency and (b) 

𝐷𝐼14 normalized. 

 

 

  

 

 The damage index vs. sensor number was also plotted to confirm the sensitivity as shown 

in Figure 33. 𝐷𝐼1, 𝐷𝐼5, 𝐷𝐼8 and 𝐷𝐼9 were chosen because they showed favorable results and had 

results for all the sensors, which helped visualize the correlation between the sensor position and 

the DI value. Figure 33a and Figure 33b show the largest DI starting at sensor 2, followed by a 

sharp decrease and then a smaller peak at sensor 4 and 5, respectively. Sensors 6-8 showed little 

response and thus the DI was almost zero. From these figures, it can be seen that sensor 2 
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responded well and was the most sensitive. Figure 33c and Figure 33d display a peak DI at 

sensor 3, followed by a decrease. After that there was a steep jump at sensor 8. The equations for 

𝐷𝐼1 and 𝐷𝐼5 considered the reference baseline signal while 𝐷𝐼8 and 𝐷𝐼9 did not, which may be 

the reason for these differences. The valued of 𝐷𝐼8 and 𝐷𝐼9 for sensors further from notch tip 

increased as the crack length increases. No significant change was observed for sensors 7 and 8 

which were further from the simulated crack length. The DI equations were also tested for the 

300 kHz frequency to determine any correlations between the data.  

 

 

 

 

 

 

Figure 33. Damage index vs. sensor number for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 at 400 kHz. 
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The equations from Table XIV were used to plot DI vs. crack length for a frequency of 

300 kHz as shown in Figure 34, Figure 35 and Figure 36. The time window was based on where 

the surface arrival signal ended and the crack arrival signal began, which was around 30 μs, 

similar to the 400 kHz results.  

 

 

 

 

 

Figure 34. Damage index for sensors 2-8 at 300 kHz based on the different equations (a) 𝐷𝐼1 

based on amplitude, (b) 𝐷𝐼2 based on amplitude attenuation, (c) 𝐷𝐼3 based on root mean square 

deviation, (d) 𝐷𝐼4 based on energy, (e) 𝐷𝐼5 based on energy, (f) 𝐷𝐼6 based on energy, (g) 𝐷𝐼7 

based on energy, (h) 𝐷𝐼8 based on amplitude and (i) 𝐷𝐼9 based on energy. 
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From Figure 34, it can be seen that 𝐷𝐼1, 𝐷𝐼2, 𝐷𝐼3, 𝐷𝐼5, 𝐷𝐼6, 𝐷𝐼8 and 𝐷𝐼9 followed a 

similar trend to the 400 kHz data, where the DI increased as the crack length increased. 𝐷𝐼4 and 

𝐷𝐼7 could not be used for further analysis because they did not show a clear correlation between 

the data. Between the 400 kHz and 300 kHz data there were slight differences in the DI values. 

The 300 kHz data showed most of the other sensors (besides sensor 2) having DI values of 

almost zero, while this was not the case for the 400 kHz data (e.g., sensor 3, 4 and 5). The 300 

kHz frequency was less sensitive so anything past sensor 2 had trouble detecting the crack. 

Sensors 6, 7 and 8 were consistently unreliable to record any damage because they are too far 

from the crack.   

Figure 35 and Figure 36 show the frequency and phase shift-based DIs and the 

normalization of the data.  
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Figure 35. Damage index for sensors 2 and 3 at 300 kHz based on the different equations (a) 

𝐷𝐼10 based on frequency amplitude, (b) 𝐷𝐼10 normalized, (c) 𝐷𝐼11 based on frequency amplitude 

and (d) 𝐷𝐼11 normalized. 
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Figure 36. Damage index for sensors 2 and 3 at 300 kHz based on the different equations (a) 

𝐷𝐼12 based on phase shift (signal difference coefficient), (b) 𝐷𝐼12 normalized, (c) 𝐷𝐼13 based on 

phase shift (relative time delay) and (d) 𝐷𝐼13 normalized. 

 

 

 

 

Figure 35 and Figure 36 show 𝐷𝐼10, 𝐷𝐼11 and 𝐷𝐼12 increasing as the crack length 

increases, which was similar to the 400 kHz results. However, 𝐷𝐼13 did not show a similar trend. 

In fact, the non-normalized results showed the DI values for sensor 2 and sensor 3 to be 

completely opposite of each other with respect to the line 𝑥 = 0, with the maximum peak of 

sensor 2 being slightly larger. When normalized, 𝐷𝐼10, 𝐷𝐼11 and 𝐷𝐼12 demonstrated the same 
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increasing trend. However, the results for sensors 2 and 3 were almost the same which confirmed 

that the 300 kHz frequency was not sensitive enough to separate the differences between the two 

sensors. Even though this was the case, for 𝐷𝐼10 and 𝐷𝐼11, sensor 3 had a slightly larger DI than 

sensor 2 since the amplitude in the frequency domain for the crack arrival time window 

(“Window 2”) was larger as shown in Figure 37.  

 

 

 

 

 

Figure 37. Frequency spectra of 300 kHz data for (a) sensor 2 and (b) sensor 3. 

 

 

 

 

The 300 kHz frequency spectra were used to calculate 𝐷𝐼14. The frequency at the 

maximum amplitude was compared for the two windows to obtain the results shown in Figure 

38. The DI value for sensor 2 increased as expected. The DI for sensor 3 stayed mainly constant 

but was higher than sensor 2. When normalized, the DI value for sensor 3 started at one, then 

decreased and increased sharply which suggests that 𝐷𝐼14 was not as effective for this sensor.  
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Figure 38. Damage index for sensors 2 and 3 at 300 kHz for (a) 𝐷𝐼14 based on frequency and (b) 

𝐷𝐼14 normalized. 

 

 

 

 

 

Similar to the 400 kHz results, the damage index vs. sensor number was also plotted as 

shown in Figure 39. Figure 39a and Figure 39b showed the largest DI starting at sensor 2, 

followed by a sharp decrease. The rest of the sensors did not register any significant DI values. 

As confirmed from the 400 kHz results, sensor 2 responded well and was the most sensitive. 

Figure 39c and Figure 39d display a peak DI at sensor 3, followed by a decrease and then a sharp 

increase at sensor 7. The highest DI always corresponded to the largest crack length, which was 

expected. The DI equations will be tested further using the experimental data. 
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Figure 39. Damage index vs. sensor number for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 at 300 kHz. 

 

 

 

 

3.5 Summary 

 

An idealized test specimen was designed so that the fatigue crack reached 10 mm in 

about 6-8 hours of testing in the laboratory. Once the geometry was determined, a static 

numerical model was built in COMSOL Multiphysics. It was approximated as a two-dimensional 

plain strain model with a thickness of 0.5” (12.7 mm). The stresses at the notch tip and top hole 

were 340 MPa and 210 MPa respectively. Since the notch tip stress was much larger than the 

endurance limits of steel (207 MPa), this confirmed that the crack would start growing at the 
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notch tip first. Then, the dynamic models were built to obtain y-displacement data and plot DI 

vs. crack length and DI vs. sensor graphs. A total of 14 different DI equations were used based 

on amplitude and energy in the time and frequency domains as well as phase shift. The DIs that 

produced the best results were 𝐷𝐼1, 𝐷𝐼5, 𝐷𝐼8, 𝐷𝐼9, 𝐷𝐼10, 𝐷𝐼12 and 𝐷𝐼14. Therefore, both crack-

free and surface wave referencing DIs were effective in detecting damage. They demonstrated 

that a frequency of 400 kHz was more sensitive than 300 kHz. Also, sensor 2 was most sensitive 

to damage detection because it was closest to the transmitter and the crack.  
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4. EXPERIMENTAL STUDIES 

  

4.1 Introduction 

 

 In this chapter, experimental studies were performed using the modified steel compact 

tension geometry instrumented with in-situ phased-array ultrasonic sensors and an optical 

microscope. The aims of the experiments were to compare the damage results with the numerical 

model, demonstrate damage detection and measure the experimental crack length in MATLAB 

from photos taken through the optical microscope lens. The signal sent though the transmitter 

provided information about the time-dependent wave signals, which were used to correlate the 

fatigue crack severity to the ultrasonic signals. Damage indices were calculated based on the 

time-domain, frequency-domain and phase shift parameters which gave information about 

damage depending on the crack length.   

 

4.2 Description of Experiment  

 

 The experimental setup consisted of the modified steel CT geometry detailed in Figure 

40. It was mounted with eight piezoelectric disks at the top as shown in Figure 41.   
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Figure 40. Finalized CT specimen geometry used to build the actual specimen. 

 

 

 

 

 

 

Figure 41. Actual modified steel compact tension geometry. 
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The disks had a diameter of 5 mm and thickness of 0.4 mm and were manufactured by 

Steminc. Channel 1 or sensor 1, which was located closest to the notch tip, was used as an AE 

sensor during the fatigue loading and as a transmitter during the UT measurement, as shown in 

Figure 42. The exact positions of the sensors relative to the left side of the entire specimen are 

shown in Table IX in Section 3.2 since the same configuration was used for the numerical and 

experimental geometries. The entire specimen was equipped with one to three AE sensors, but 

these measurements were not reported nor analyzed in this thesis. An optical camera monitored 

crack growth activity at the notch tip. The predicted stress intensity rate ∆𝐾 was about 

 30.22 𝑀𝑃𝑎 − 𝑚1/2 and the expected crack growth at the end of 100,000 cycles was about 10 

mm as presented in Section 3.2. However, the experiment was stopped at 80,000 cycles which 

theoretically corresponded to an 8 mm crack length. This was close to the experimental value of 

8.53 mm at the end of 80,000 cycles.  

 

 

 

 

Figure 42. Experimental setup showing (a) piezoelectric disks positions on top of the modified 

CT sample and (b) positions of AE sensor and optical camera. 

x=0 
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The loading machine used during the fatigue loading was the Instron 8500 servo-

hydraulic fatigue testing machine. The fatigue specifications were minimum loading of 1.8 kN 

and maximum loading of 13 kN.  The excitation signal was a 4 cycle sine wave shape generated 

by WaveGen. It was set to 400 kHz and later 300 kHz, with a 10 V constant amplitude. The data 

was collected at intervals, where after each 10,000 cycle interval, fatigue loading stopped. Then, 

the load was held at 8 kN to capture the image of the notch tip and crack with the optical camera. 

This was used to measure the crack length in MATLAB using the Image Processing Toolbox. 

Finally, the load was reduced to 0.5 kN for the measurement of ultrasonic data by the Mistras 

data acquisition (DAQ) system, since a small load would not significantly affect the data. The 

UT data was recorded from receiver sensors 2 to 8, while sensor 1 was the transmitter. The 

receiver specifications included a 100-400 kHz filter, 3 MHz sampling rate and 3k length. The 

DAQ involved a transmitter trigger connected to sensor 1 and a receiver connected individually 

to sensor 2. This loading process was repeated about 8 times, for a total of 80,000 cycles until the 

crack reached 8.53 mm. A schematic of the loading pattern is shown in Figure 43. A block 

diagram for the ultrasonic measurements is shown in Figure 44.  
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                  Figure 43. Loading patten for experimental studies. 

 

 

 

 

 

 

 

 

Figure 44. Block diagram of UT measurements. 
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4.3 Optical Microscope Analysis  

 

The optical microscope zoomed in to the notch tip, where the fatigue crack was growing. 

The camera specifications included a magnification of 1000x, 1080p resolution and 2 megapixels 

with 8 LED lights for better viewing of the subject. The camera was used to capture images at a 

constant 8 kN load, right after each 10,000 fatigue cycle interval as shown in Figure 45. It was 

clearly seen that the fatigue crack was progressing steadily. Once the fatigue crack quickly 

passed stage 1 (initiation stage), the remaining experiment was in stage 2 (propagation stage). 

These images were used to measure the length of the fatigue crack in MATLAB. 

 

 

 

 

 

Figure 45. Fatigue crack propagation after each 10,000 cycle interval. 
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 Since MATLAB’s measuring tool in the Image Viewer App used pixels as the 

dimensions, a conversion was done between these units and the actual units (mm). In order to do 

this, two measurements were taken: one was the angled part of the notch tip and one was the 

crack length. The angled part of the notch tip’s length was known, so a conversion factor was 

created using the actual length and the length obtained by MATLAB. This conversion factor was 

applied to the crack, and the length in mm was obtained. An example of MATLAB 

measurements at 20,000 cycles is shown in Figure 46 and the calculations for 20,000 cycles are 

shown in Table XV.  

 

 

 

 

 

 

Figure 46. Demonstration of using MATLAB Image Viewer App to measure the crack length at 

20,000 cycles. 
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Table XV: CALCULATIONS TO CONVERT CRACK LENGTH FROM PIXELS TO MM AT 

20,000 CYCLES 

Component being measured Actual length (mm) MATLAB length (pixels) 

Angled part of notch tip 1.80 34.41 

Crack 1.26 24.04 

𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 =
1.80𝑚𝑚

34.41 𝑝𝑖𝑥𝑒𝑙𝑠
= 0.0523 𝑚𝑚/𝑝𝑖𝑥𝑒𝑙 

𝐴𝑐𝑡𝑢𝑎𝑙 𝑐𝑟𝑎𝑐𝑘 𝑙𝑒𝑛𝑔𝑡ℎ = 24.04 𝑝𝑖𝑥𝑒𝑙𝑠 ∗ 0.0523
𝑚𝑚

𝑝𝑖𝑥𝑒𝑙
= 1.26 𝑚𝑚 

 

  

 

 

 

Once all the crack lengths corresponding to each cycle interval were known, the 

ultrasonic results were analyzed, and the corresponding damage analysis was completed. Figure 

47 shows the crack length increasing as the cycles increase, which was expected in the 

experiment and in stage 2 of typical fatigue crack behavior.   
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Figure 47. Crack length depending on cycle number.  

 

 

 

 

 

4.4 Ultrasonic Results using Piezoelectric Wafer Sensors 

 

The ultrasonic data was recorded by sensors 2, 3, 6, 7 and 8, and this was used to 

calculate damage indices. Sensors 4 and 5 were damaged after 40,000 cycles when the sample 

was taken from the load machine; therefore, they were not used for measurements. The DIs were 

calculated for all the sensors based on the classic time-domain equations from Table XIV, as 

well as the frequency domain and phase shift parameters. For the time-domain, figures were 

created for all available sensors to compare to numerical results. For frequency and phase shift-

based DIs, figures were created only for sensors 2 and 3 because they were determined to be the 

most sensitive in Chapter 3. An example of an ultrasonic waveform detected by sensor 2 is 

shown in Figure 48 for 400 kHz and 300 kHz. Two time ranges were analyzed, 21.7-33 μs 
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(window 2 similar to numerical analysis) and 43-61 μs (window 3). Window 1 represents the 

surface arrival wave, window 2 represents the first crack arrival and window 3 represents the 

second reflection from the crack. The same windows were used for sensor 3. Window 3 was 

added since the first arrival window could not clearly be separated as in the numerical results. 

The waveforms were analyzed and the correlation with the crack length was expressed in the 

form of the damage index.   

 

 

 

 

 

Figure 48. Sensor 2 ultrasonic waveform for (a) 400 kHz and (b) 300 kHz. 

 

 

 

 

 

The FFT transforms of the waveforms were completed as shown in Figure 49 and Figure 

50, where window 1 represents the time range for the first surface wave arrival, which is constant 

for every data set. Window 2 is the chosen time range for where the crack was expected (21.7-33 

μs). Window 3 is the second reflection from the crack (43-61 μs). Even though the time of flight 

calculated earlier in Table XIII was about 30 μs, a second time range was included because the 
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separation of the crack signal at this time was not as apparent as in the numerical results, so both 

ranges were compared.  

As seen in Figure 49, the main frequency was 400 kHz. However, in Figure 50, there was 

not a clear peak at 300 kHz for either of the time ranges because the wavelength for 300 kHz was 

longer than 400 kHz and there were not enough cycles within the chosen time range for the FFT 

to properly display the peak. The time to complete one cycle at 300 kHz is 
1

0.3∗106 𝐻𝑧
= 3 𝜇𝑠 

while at 400 kHz it was 
1

0.4∗106 𝐻𝑧
= 2.5 𝜇𝑠. Therefore, it took less time to complete one cycle at 

400 kHz, which proved there are more cycles in the same time period as compared to 300 kHz.  

 

 

 

 

 

Figure 49. Frequency spectra of sensor 2 at 400 kHz ultrasonic waveform in the (a) 21.7-33 μs 

time range and (b) 43-61 μs time range. 
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Figure 50. Frequency spectra of sensor 2 at 300 kHz ultrasonic waveform in the (a) 21.7-33 μs 

time range and (b) 43-61 μs time range. 

 

 

 

 

 

 Using the ultrasonic signal information in the time domain, the damage indices were 

calculated. Figure 51, Figure 52, Figure 53 and Figure 54 show the results for 𝐷𝐼1, 𝐷𝐼5, 𝐷𝐼8 and 

𝐷𝐼9 for 400 kHz, which were determined to be the most effective in Chapter 3. Figure 51 and 

Figure 52 analyze window 2, while Figure 53 and Figure 54 analyze window 3. Figure 52 and 

Figure 54 show the results for sensors 2 and 3 only, since it was determined that the most 

favorable results appear when the transmitter and receiver are next to each other from the 

numerical results. Since there were not many obvious trends as in the numerical results and to 

reduce the amount of data fluctuation, Figure 52 and Figure 54 were plotted using only the data 

points.  
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Figure 51. Damage index plot for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for all experimental 

sensors at a frequency of 400 kHz and a time range of 21.7-33 μs. 
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Figure 52. Damage index plot for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for sensors 2 and 3 only at 

a frequency of 400 kHz and a time range of 21.7-33 μs.  
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Figure 53. Damage index plot for (a) DI1, (b) DI5, (c) D𝐼8 and (d) DI9 for all experimental 

sensors at a frequency of 400 kHz and a time range of 43-61 μs. 
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Figure 54. Damage index plot for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for sensors 2 and 3 only at 

a frequency of 400 kHz and a time range of 43-61 μs. 

 

 

 

 

 

A similar trend was seen in between the crack lengths of 3 and 4 mm where the DI 

suddenly jumped. This was likely because the specimen was removed which led to sensors 3 and 

4 to break around 40,000 cycles. This may have introduced experimental unknowns that affected 

the data. Overall, 𝐷𝐼8 and 𝐷𝐼9 were most consistent because there were not many drastic 

changed as seen in 𝐷𝐼1 and 𝐷𝐼5.   
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Figure 51 (a) and (b) show a sharp increase in the beginning, then the DI generally trends 

down until the second sharp increase at about 4 mm, before trending down again. The overall 

values of 𝐷𝐼1 and 𝐷𝐼5 for the 400 kHz frequency were much higher for window 2, perhaps 

because that is when the first reflection from the crack position was expected. Figure 53a and 

Figure 53b also show the similar sharp increase in the beginning and remain fairly constant after 

the jump at 4 mm. Sensor 3 in Figure 52 and sensor 2 in Figure 52a displays a U-shaped trend 

from the crack length of 0 mm to just before 4 mm. This somewhat follows what was expected 

with these DIs, which is that the DI would increase as the crack length increases because a bigger 

signal would return when the crack grows. Figure 52 and Figure 54 both show sensor 3 as having 

a larger DI than sensor 2, which contradicts the results presented in Chapter 3. However, Figure 

52a shows a steadily increasing trend, while Figure 52c, Figure 54a and Figure 54c show a 

constant or decreasing trend. Figure 52a is based on 𝐷𝐼1 which showed the best results in 

Chapter 3. Therefore, sensor 2 presented reliable results for the time range of 21.7-33 μs, which 

was when the crack arrival signal was expected. 

In addition, DIs were calculated from the frequency spectra as shown earlier in Figure 49 

and Figure 50. The frequency amplitude-based DI equations are shown earlier in Table XIV in 

Section 3.4.2.  In this case, the signal within the time ranges 21.7-33 μs and 43-61 μs was 

represented by 𝐴2𝑛, while the arrival surface wave signal in the 0-20 μs range was represented by 

𝐴1𝑛. The damage index results and their normalizations for 400 kHz are shown in Figure 55 and 

Figure 56. Sensors 2 and 3 were tested since they were closest to the transmitter for both 

frequencies.   
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Figure 55. Damage indices based on frequency for (a) 𝐷𝐼10, (b) 𝐷𝐼10 normalized, (c) 𝐷𝐼11 and 

(d) 𝐷𝐼11 normalized. Results are for sensors 2 and 3 at 400 kHz and 21.7-33 μs. 
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Figure 56. Damage indices based on frequency for (a) 𝐷𝐼10, (b) 𝐷𝐼10 normalized, (c) 𝐷𝐼11 and 

(d) 𝐷𝐼11 normalized. Results are for sensors 2 and 3 at 400 kHz and 43-61 μs. 

 

 

 

 

Sensor 3 in Figure 55 shows a positive increasing trend as the crack length increases up 

until 4 mm, which agrees with the numerical results and is similar to sensor 3 in Figure 52. This 

trend is also seen in Figure 56a. This agrees with the original assumption that for 𝐷𝐼10 the 

reflection from the crack tip would increase 𝐴2𝑛 relating to the surface wave arrival parameter, 

𝐴1𝑛. In addition, 𝐷𝐼11 was also expected to increase with crack length, because it was the 

maximum amplitude in the frequency domain which should follow the same increasing trend as 
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in the time domain. It is more feasible to use the results up to 4 mm because there may have been 

some experimental unknowns introduced after that point. In the normalized results from Figure 

55b, Figure 55d, Figure 56b and Figure 56d, sensor 2 also displays this increasing trend up until 

4 mm. This suggests that once the data integrity is improved, the expected results are obtained 

within the frequency amplitude-based DIs.    

The next set of DIs calculated were based on phase shift, with 𝐷𝐼12 relating to signal 

difference coefficient and 𝐷𝐼13 relating to relative time delay. The results are shown in Figure 57 

and Figure 58.  
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Figure 57. Damage index 𝐷𝐼12 at 400 kHz for sensors 2 and 3 at (a) 21.7-33 μs, (b) 21.7-33 μs 

(normalized), (c) 43-61 μs, and (d) 43-61 μs (normalized). 
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Figure 58. Damage index 𝐷𝐼13 at 400 kHz for sensors 2 and 3 at (a) 21.7-33 μs, (b) 21.7-33 μs 

(normalized), (c) 43-61 μs, and (d) 43-61 μs (normalized). 

 

 

 

 

 

Sensor 3 in Figure 57a showed an overall increasing trend after the initial jump and 

subsequent decrease. Sensor 2 in Figure 57a also started to increase but decreased suddenly in 

between the 3 mm and 4 mm crack length, but then increased again after that. Sensor 2 showed 

the same trend in Figure 57c, but sensor 3 does not present any conclusive results. Figure 58 

presents the DI values for sensor 3 as almost constant besides some fluctuations, and sensor 2 

does not show conclusive results. Therefore 𝐷𝐼12 would be more reliable to use than 𝐷𝐼13.  
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The final DI calculated was based on frequency at the maximum amplitude in the 

frequency spectra. The results are shown in Figure 59. 

 

 

 

Figure 59. Damage index 𝐷𝐼14 at 400 kHz for sensors 2 and 3 at (a) 21.7-33 μs, (b) 21.7-33 μs 

(normalized), (c) 43-61 μs, and (d) 43-61 μs (normalized). 

 

 

 

 

 

Figure 59a shows a “u” shaped trend for both sensors, with the DI values increasing right 

before the unloading and reloading that occurred at 40,000 cycles. After this event, the DI values 

remained constant and decreased slightly towards the end. Figure 59c shows the DI values for 
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sensor 2 increasing, decreasing at 40,000 cycles and then increasing again. A similar trend is 

seen for sensor 3, except after 40,000 cycles its DI values stay almost constant. Therefore, this 

DI shows promising results but in order to verify this, more experiments would need to be done. 

The same DIs were also tested for the 300 kHz frequency. 

The damage indices in the time domain were calculated for the 300 kHz frequency. 

Figure 60 through Figure 63 show the results for 𝐷𝐼1, 𝐷𝐼5, 𝐷𝐼8 and 𝐷𝐼9. Figure 61 and Figure 63 

show the results for sensors 2 and 3 only.  

 

 

 

 

 

 

Figure 60. Damage index plot for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for all experimental 

sensors at a frequency of 300 kHz and a time range of 21.7-33 μs. 



 
 

97 

 

Figure 61. Damage index plot for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for sensors 2 and 3 only at 

a frequency of 300 kHz and a time range of 21.7-33 μs. 
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Figure 62. Damage index plot for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for all experimental 

sensors at a frequency of 300 kHz and a time range of 43-61 μs. 
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Figure 63. Damage index plot for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for sensors 2 and 3 only at 

a frequency of 300 kHz and a time range of 43-61 μs. 

 

 

 

 

 

Figure 60a and Figure 60b suggest that sensor 2 is least sensitive since the DI was very 

low and did not change substantially. Figure 60c and Figure 60d show sensors 2 and 3 at the top. 

Sensor 2 starts out with the highest DI but ends lower than sensor 3. However, Figure 62a and 

Figure 62b suggest that sensor 2 is the most sensitive because the DI is the largest and seems to 

be trending upwards after the jump at 4 mm. Therefore, the time range chosen changed the 
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results drastically and the 43-61 μs time range produced results that corresponded to the 

numerical results in terms of sensor 2 having the largest DI values. Figure 61a shows sensor 3 

having much larger DI values than sensor 2, while sensor 3 in Figure 61c and Figure 63c had 

slightly larger DI values. Sensor 3 displays an “m” shaped trend, where the DI increases and 

decreases by 4 mm, only to increase and decrease again after that. Only in Figure 63a and Figure 

63b did sensor 2 have larger DI values than sensor 3. Therefore, for the 300 kHz frequency, in 

the 21.7-33 μs time range, sensor 3 dominates and in the 43-61 μs time range, sensor 2 is more 

sensitive to 𝐷𝐼1 and 𝐷𝐼5. To further obtain results for 300 kHz, frequency amplitude-based DIs 

and their normalizations are shown in Figure 64 and Figure 65.  
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Figure 64. Damage indices based on frequency for (a) 𝐷𝐼10, (b) 𝐷𝐼10 normalized, (c) 𝐷𝐼11 and 

(d) 𝐷𝐼11 normalized. Results are for sensors 2 and 3 at 300 kHz and 21.7-33 μs. 
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Figure 65. Damage indices based on frequency for (a) 𝐷𝐼10, (b) 𝐷𝐼10 normalized, (c) 𝐷𝐼11 and 

(d) 𝐷𝐼11 normalized. Results are for sensors 2 and 3 at 300 kHz and 43-61 μs. 

 

 

 

 

Sensor 3 in Figure 64a displays an “m” shaped trend, where the DI increases and 

decreases up to 4 mm and then repeats this again. Sensor 2 shows the same trend except reflected 

about the line 𝑥 = 0.4. The DI for sensor 3 in Figure 64c increases in the very beginning, but 

then stays constant while sensor 2 decreases in the beginning and stays constant later. When the 

results were normalized, sensor 3 had the largest DI values in both cases. Figure 65a and Figure 

65c show relatively constant DI values for both sensors after the initial jump in the beginning.  



 
 

103 

 The next set of DIs calculated were based on phase shift. The results are shown in Figure 

66 and Figure 67.  

 

 

 

 

 

Figure 66. Damage index  𝐷𝐼12 at 300 kHz for sensors 2 and 3 at (a) 21.7-33 μs, (b) 21.7-33 μs 

(normalized), (c) 43-61 μs, and (d) 43-61 μs (normalized). 
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Figure 67. Damage index 𝐷𝐼13 at 300 kHz for sensors 2 and 3 at (a) 21.7-33 μs, (b) 21.7-33 μs 

(normalized), (c) 43-61 μs, and (d) 43-61 μs (normalized). 

 

 

 

 

 

Figure 66a shows a quick increase in DI for sensor 3, followed by a constant and then 

decreasing trend. The DI for sensor 2 increases sharply at about 2 mm and then decreases and 

reaches another peak at about 7 mm before decreasing again. Figure 66c and Figure 67a did not 

show any correlations between the DI and crack length. Figure 67c showed that the DIs for 
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sensors 2 and 3 were almost the same, but in the normalized results in Figure 67d, sensor 2 had 

larger DI values and a slight increasing trend until 4 mm. 

The final DI was calculated based on frequency at the maximum amplitudes in the 

frequency spectra. The results are shown in Figure 68. 

 

 

 

 

Figure 68. Damage index 𝐷𝐼14 at 300 kHz for sensors 2 and 3 at (a) 21.7-33 μs, (b) 21.7-33 μs 

(normalized), (c) 43-61 μs, and (d) 43-61 μs (normalized). 
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Figure 68 shows the DI values for sensors 2 and 3 being almost constant. A small 

difference was observed in Figure 68b, where the DI for sensor 2 decreases towards the 8 mm 

crack length. Therefore this DI would not be effective at 300 kHz. 

The plots shown below in Figure 69 and Figure 70 show the most effective amplitude and 

energy-based DIs (𝐷𝐼1, 𝐷𝐼5, 𝐷𝐼8 and 𝐷𝐼9) for the experimental results with the location of 

sensors 2 and 3 relative to the crack length shown. Sensor 3 was actually located at about 10 mm 

relative to the crack length, but the data did not go past 9 mm and therefore the line for sensor 3 

was placed at around 9 mm.   

 

 

 

 

 

Figure 69. Damage index with sensor locations for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for 

sensors 2 and 3 only at a frequency of 400 kHz and a time range of 21.7-33 μs.  
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Figure 70. Damage index with sensor locations for (a) 𝐷𝐼1, (b) 𝐷𝐼5, (c) 𝐷𝐼8 and (d) 𝐷𝐼9 for 

sensors 2 and 3 only at a frequency of 300 kHz and a time range of 21.7-33 μs. 

 

 

 

 

 

Figure 69 and Figure 70 show the classic amplitude and energy-based DIs for 400 kHz 

and 300 kHz within the same time range of 21.7-33 μs. They were expected to increase as the 

crack length increases because the amplitude and energy of the crack arrival signal should 

increase as the crack length becomes larger. It is clearly seen in Figure 69 that the DI for sensor 3 

increases until 4 mm, when the specimen was removed, which follows what was expected. 

Figure 69a and Figure 69d show the same trend for sensor 2, but when the crack passed this 

sensor then the DI was not as effective. Figure 70a, Figure 70c and Figure 70d show the DI for 
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sensor 2 increasing up until 5 mm, where the sensor is located. After that, it either decreased or 

decreased and increased again.  

The next set of effective DIs shown in Figure 71 and Figure 72 are based on frequency 

amplitude. These DI values were expected to increase because the reflection of the crack tip 

would increase while the surface wave parameters were practically constant. The normalized 

plots were only included if they showed better and more comparable results.  

 

 

 

 

 

 

 

 

 

 

 



 
 

109 

 

Figure 71. Damage index with sensor locations (a) 𝐷𝐼10 normalized (400 kHz), (b) 𝐷𝐼11 

normalized (400 kHz), (c) 𝐷𝐼10 (300 kHz) and (d) 𝐷𝐼11 (300 kHz) for sensors 2 and 3 only at a 

time range of 21.7-33 μs. 
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Figure 72. Damage index with sensor locations for (a) 𝐷𝐼10 normalized and (b) 𝐷𝐼11 normalized 

for sensors 2 and 3 only at a frequency of 400 kHz and time range of 43-61 μs. 

 

 

 

 

 

 Figure 71a and Figure 71b show the DI values for sensor 3 increasing up until about 4 

mm. This is not apparent in Figure 72, but here, the DI values for sensor 2 increase until it the 

crack length reaches the sensor 2 location. There are some outlying points, which may be data 

fluctuations especially if the DI values are very small. This trend for sensor 2 is also seen in 

Figure 71c.  

 The next set of effective DIs (𝐷𝐼12) shown in Figure 73 are based on phase shift 

parameters (signal difference coefficient). 𝐷𝐼12 was expected to increase as described earlier in 

Chapter 3.  
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Figure 73. Damage index with sensor locations for (a) 𝐷𝐼12 (400 kHz, 21.7-33 μs range), (b) 

𝐷𝐼12 (400 kHz, 43-61 μs range) and (c) 𝐷𝐼12 (300 kHz, 21.7-33 μs range) for sensors 2 and 3. 

 

 

 

 

Sensor 3 in Figure 73a showed an overall increasing trend after the initial jump and 

subsequent decrease. When it came close to the sensor 3 location, the DI started decreasing. 

Sensor 2 in Figure 73a and Figure 73b also showed an increasing trend that was interrupted by 

the jump at about 4 mm. Figure 73c showed a quick increase in DI for sensor 3, followed by a 

constant and then decreasing trend as it came closer to the location of sensor 3. Sensor 3 showed 

the expected results for the 400 kHz and 21.7-33 μs time range conditions. Sensor 2 showed the 

expected results for the 400 kHz and both time ranges. 
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The final set of effective DIs (𝐷𝐼14) shown in Figure 74 are based on frequency at the 

highest amplitude in the frequency spectra. 𝐷𝐼14 was expected to increase as described earlier in 

Chapter 3. 

 

 

 

 

Figure 74. Damage index with sensor locations at 400 kHz for (a) 𝐷𝐼14 (21.7-33 μs range) and 

(b) 𝐷𝐼14 (43-61 μs range). 

 

  

 

 

 Figure 74a and Figure 74b show an increasing trend as the crack length reaches 4 mm. 

This was interrupted at 4 mm. However, if more experiments were conducted it would be 

possible to obtain constantly increasing DI values for 𝐷𝐼14. 

A final comparison of the most effective DIs is presented in Table XVI in terms of 

efficient frequencies and time ranges. 
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Table XVI: COMPARISON OF MOST EFFECTIVE EXPERIMENTAL DI RESULTS 

Frequency (kHz) 

 Sensor 2 Sensor 3 

Figure 69 400 400 

Figure 70 300 300 

Figure 71 300 400 

Figure 72 400 - 

Figure 73 400 400 

Figure 74 400 400 

Time Range (μs) 

Figure 69 21.7-33  21.7-33 

Figure 70 21.7-33 21.7-33 

Figure 71 21.7-33 21.7-33 

Figure 72 43-61 - 

Figure 73 21.7-33 and 43-61 21.7-33 

Figure 74 21.7-33 and 43-61 21.7-33 and 43-61 

   

 

 

 

 

 Both sensors 2 and 3 were more effective at 400 kHz than 300 kHz and at the first time 

range of 21.7-33. This agrees with the numerical results shown in Chapter 3. A comparison of 

the numerical and experimental results will be completed in Section 4.5.  
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4.5 Comparison Between Experimental and Numerical Results 

 

Overall, there were quite a few differences between the numerical and experimental 

results regarding the inputs and DI values which are outlined in Table XVII and Table XVIII, 

respectively. The differences in the experimental setup and numerical modelling may have 

contributed to the differences in the DI plots. Even though some results seemed inconsistent, the 

general trend was observed that corresponded to the numerical results.  

 

 

 

 

 

Table XVII: NUMERICAL AND EXPERIMENTAL INPUT DIFFERENCES 

Parameter Numerical Experimental 

Excitation signal Sine wave sine shape. Sine wave constant shape. 

Excitation signal loading Highly localized at one point. 
Located at transmitter (finite 

area). 

Crack approximation 

Bézier polygon (looks almost 

like a right triangle). Crack 

becomes wider as it grows 

which produces better 

signals. 

Does not look like a perfect 

polygon and has rough edges. 

Sensor physics 

Sensors were not assigned a 

piezoelectric physics. They 

were points. 

Sensors were piezoelectric. 

Model approximation 2D plain strain 3D 

Separation of surface wave 

and crack wave arrivals 

First surface arrival wave did 

not take up too much time 

and crack wave was easily 

separable. Wave amplitudes 

were the same. 

 

First surface arrival wave 

took up too much time and 

overlapped into the expected 

time of flight which made it 

difficult to separate the crack. 

Wave amplitudes were not 

the same. 
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Table XVIII: NUMERICAL AND EXPERIMENTAL DI DIFFERENCES 

DI Numerical Experimental 

1 

  

5 

  

8 
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9 

  

10 

  

12 
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14 

  

 

 

 

 

Table XVIII only shows the results for 400 kHz and the 21.7-33 μs range since these 

were the most effective parameters. Only 𝐷𝐼1, 𝐷𝐼5, 𝐷𝐼8, 𝐷𝐼9, 𝐷𝐼10, 𝐷𝐼12 and 𝐷𝐼14 were used 

because figures were available for both and they were the most effective DIs between both sets 

of data. For 𝐷𝐼1, sensor 2 shows an increasing trend for both numerical and experimental values. 

The DI values of sensors 7 and 8 may have been affected by specimen unloading and reloading 

to the load machine. For the experimental data, the DI suddenly jumped in between the 3-4 mm 

crack because the fatigue test was stopped at 40,000 cycles and then started again, which may 

have introduced experimental unknowns that affected the data. However, the numerical results 

show an upwards and sometimes linear trend. From all the DIs tested, it was concluded that the 

most compelling results were obtained from sensors 2 and 3 within the first time window (21.7-

33 μs) at 400 kHz. 
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4.6 Summary 

 

The experimental setup was presented which included the geometrical constraints and the 

machinery used in the laboratory for the ultrasonic measurements. The fatigue loading was used 

to grow the fatigue crack to 8.53 mm at 80,000 cycles. Images were captured with the optical 

microscope at each 10,000 cycle interval. The crack lengths were measured using MATLAB and 

used to correlate the ultrasonic data to them. Sensors 2, 3, 6, 7 and 8 were used as receivers to 

record the UT data. It was manipulated in the time and frequency domain to obtain DI values. 

The same DI equations were tested from Chapter 3 to compare the results at the end. The ones 

that produced the most acceptable results were 𝐷𝐼1, 𝐷𝐼5, 𝐷𝐼8, 𝐷𝐼9, 𝐷𝐼10, 𝐷𝐼12 and 𝐷𝐼14. 

Therefore, the crack-free and surface wave reference DIs could be used to detect damage. 

Moreover, more attention was given to sensors 2 and 3 based on the numerical results. They 

were most sensitive at 400 kHz and the first time window of 21.7-33 μs which agreed with the 

numerical results. 
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5. CONCLUSION 

 

5.1 Research Summary 

 

 Most metallic structures, especially airplanes, railways, and buildings, are subject to 

cyclic loading patterns. This leads to the formation of fatigue cracks which continue to grow as 

the number of cycles increases. Without proper inspection and monitoring, the fatigue crack can 

go unnoticed and eventually cause catastrophic failure. The purpose of this research was to 

examine the ability of guided wave UT in a phase array as a nondestructive evaluation method to 

detect a fatigue crack in-situ in a test specimen designed to grow a crack at the notch tip. This 

thesis provides a new method to categorize DIs depending on whether two signals are being used 

in the same waveform or time range. Damage indices based on maximum energy, maximum 

amplitude, frequency and phase shift parameters were used to correlate the UT data with fatigue 

crack length. UT is frequently used in the literature to detect damage in structures, with an 

emphasis on infrastructure like railways. People use this infrastructure every day, so it is 

imperative to monitor its health and prevent failure. Numerical and experimental studies were 

conducted to first obtain the stress distribution in the proposed geometry, and then to acquire the 

ultrasonic signals needed to calculate the various damage indices. The numerical studies 

investigated the maximum stresses for various geometries until it was verified that the crack 

would form at the notch tip first. They also provided the signals used for the DI calculation under 

ideal conditions at different crack lengths ranging from 0 mm – 10 mm. The final geometry was 

built and used in the experimental studies which examined the use of ultrasonic testing to detect 

the fatigue crack at the notch tip and the correlation of this data to the crack length.    
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5.2 Major Findings 

 

The numerical static study confirmed that the maximum stresses at the notch tip and top 

hole were 340 MPa and 210 MPa, respectively. Since the notch tip stress was much larger than 

the endurance limit of steel, the crack was expected to form at the notch tip first. The numerical 

dynamic models provided insight into what patterns to expect in the damage index calculations.  

Since the numerical studies simulated ideal conditions, it was easier to find the time of flight, 

which is the time where the ultrasonic signal detected the crack as well as the second reflection 

from the crack. Within these time ranges, the amplitude and consequently energy for the sensors, 

especially sensor 2, increased because the crack length increased. Therefore, there was a linear 

correlation between DI and the crack length. However, this trend was not seen in all the 

amplitude and energy-based DI equations tested. One of the energy-based DIs increased sharply 

up to the 1 mm crack, and then decreased rapidly. Since the calculated energy increased as the 

crack length increased, as expected, the equation allowed larger energies in the denominator 

make the overall damage index smaller, as the baseline signal is constant. This trend was also 

seen in another energy-based DI; however it was also negative because the crack signal was 

subtracted from the baseline signal, and the crack signal was always larger. Overall, sensor 2 

proved to be most sensitive as it had the largest DI when the waveforms were compared to the 

baseline, but when compared within the same waveform at different times, sensor 2 had the 

largest change. Sensor 3 was the next sensitive receiver, and both were used for further DI 

testing based on frequency and phase shift, which also showed linear correlations. The best 

results were produced at 400 kHz within the time range where the first crack reflection occurred. 

Acceptable DIs were narrowed down from each category and used to confirm the experimental 
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results. Therefore, DIs referencing the crack-free and the surface wave were both acceptable to 

predict damage. To validate this further, more experiments should be conducted. 

The experimental study used UT to record signals propagating through the modified CT 

sample. Fatigue tests were completed to grow the crack, which were measured directly after each 

10,000 cycle interval using the images processed with the MATLAB Image Processing Toolbox. 

By plotting the crack length vs. number of cycles, it was confirmed that the experiment took 

place in stage 2 of the crack propagation process, due to the linear correlation. The same DI 

equations were used from the numerical study. Similar acceptable DIs were obtained, and it was 

confirmed that sensors 2 and 3 were most sensitive at 400 kHz and the first time window of 21.7-

33 μs which agreed with the numerical results. 

 

5.3 Future Work 

 

 A substantial amount of research has been completed regarding UT and DIs, but there are 

more areas to explore within this topic. For example, the PoD curves can be applied to show 

which DI could give the best crack detection prediction and detect the smallest crack length. 

Figure 75a shows an example of the log (�̂�) vs. log (𝑎) plot created from the experimental data, 

where �̂� represented the DI and 𝑎 was the crack length. The PoD plot for sensor 2 at 400 kHz in 

window 2 (21.7-33 μs) is also shown in Figure 75b. A linear fit was added to obtain values of β0 

and β1. 
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Figure 75. 𝐷𝐼1 PoD parameters: (a) 𝑙𝑜𝑔(�̂�) vs 𝑙𝑜𝑔(𝑎) plot and (b) corresponding PoD curve. 

This was created for sensor 2 in the first time range (21.7-33 μs). 

 

 

 

 

  The decision threshold �̂�𝑑𝑒𝑐 was taken as the minimum DI value where anything above it 

was considered a “hit” and anything below it was considered a “miss” [47]. However, more 

research could be done to determine a more effective decision threshold that reveals certain 

damage if it is above a certain number. More experiments would need to be completed to obtain 

a threshold in a similar range. This would theoretically guarantee the presence of a crack using a 

certain damage index equation. The DI equation that can predict the smallest crack could be used 

for SHM to prevent the formation of large fatigue cracks.  

 Another area of research that can be expanded on is using acoustic emissions in-situ to 

obtain signals and calculate the DI from that data. Additional materials can be tested as well, 

including aluminum and concrete, since a significant amount of infrastructure is made with these 

materials. For further studies, an important concept can include minimizing the differences 

between numerical and experimental studies. The morphology of the actual crack can be 

obtained by metallographic studies to include more accurate crack shape in numerical models.  
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The numerical models can also be expanded to three-dimensional to include actual piezoelectric 

sensors in a multiphysics model. Higher frequencies and more samples can be tested and 

implemented in the field to validate the approach further. 
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