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SUMMARY 

The primary goal of this thesis is to develop a methodology for which one could generate a 

3D reconstructed model from Unmanned Aerial Vehicle (UAV) captured images that has high 

enough quality for bridge inspection. The 3D models in this thesis were evaluated qualitatively 

and quantitatively. The models evaluated include ad hoc trials and a trial using the 

methodology. This thesis also evaluates the utility of 2D images from the DJI Phantom 4 Pro 

UAV’s camera for the qualitative and quantitative measurement of defects. Finally, a passive 

visual sensor was developed to make it possible for non-visual plastic deformations to be 

indirectly measured visually. 

For 3D reconstruction and image processing objectives, experimental studies were 

conducted on a 2.58 m long girder with dimensions similar to a HP8x36 using the DJI Phantom 

4 Pro UAV. Calibration sheets were attached to the girder for unit conversions between arbitrary 

3D model units and real-world units as well as for 2D image processing for defect 

measurements. The girder was positioned on the ground for the experiments, elevated by a 

dolly. For developing a passive visual sensor, both numerical and experimental studies were 

conducted. The numerical study was done using ANSYS Static Structural to simulate a tensile 

test using a steel coupon with the preliminary sensor designs attached. From the model, the 

time between the coupon’s yield stress and the sensor’s ultimate stress were used to determine 

the best sensor geometry and materials. During the experimental trial, the tensile test was 

conducted using a model 1125 MTS tensile machine with a load rate of 2 mm/min on the 

coupon and sensor setup bonded using Loctite® E-120hp adhesive. 

 It was found that the best practices for reconstructing the 3D model are to use many 

camera angles and elevations and to take images close to the structure. It was also important 

that whatever that would be used as a marker in the model for scale should have enough  
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SUMMARY (Continued) 

photos devoted to it to ensure that it does not get distorted and impact the quantitative accuracy 

of the model. Image processing results showed that light helped improve the quality of images 

and that 90 mm lengths could be measured with high accuracy but that 2 mm lengths could not 

achieve the same accuracy levels. The passive sensor experimental tests showed that more 

work is needed to improve the bond between the sensor and the coupon since the adhesive 

failed prematurely. 

Future works include testing the proposed methodology on a more realistic setup such as 

the girder positioned on the ceiling and more confinement, testing the methodology on larger 

girder sizes, and using a UAV suitable for bridge inspection. For 2D image processing, limits on 

defect sizes that can be captured by the DJI Phantom 4 Pro with satisfactory accuracy could be 

studied and different image processing masks could be tested with more realistic defects rather 

than a calibration sheet. Lighting methods could be developed to illuminate the underside of 

bridges for better UAV image quality in realistic situations. For the passive sensor, better 

attachment methods or new designs should be developed. 
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1. INTRODUCTION 
1.1 Problem Statement  

Traditional bridge inspection practices typically require bridges and roadways to be closed 

down so equipment can be set up to bring the inspector close enough to perform their job. This 

is a time consuming, disruptive, and expensive process. Additionally, the need to bring the 

inspector up to the bridge adds a safety risk to this process and the subjectivity of damage 

quantification in inspections adds to inconsistency. Unmanned Aerial Vehicles (UAVs) are less 

disruptive to traffic, keep inspectors safe, and can provide new perspectives to digital life cycle 

monitoring of structures. They can be used to collect data for image-based 3D reconstruction 

which results in a 3D model that can be accessed in house by inspectors, reducing the 

disruption to traffic and increasing safety and convenience. But, for inspectors to be able to 

conduct inspections using a 3D model, the model needs to be highly accurate in both geometry 

and texture.  

The complex geometry of steel sections such as W-shapes requires effective path planning 

to fully reconstruct 3D geometry with the best resolution possible. For example calculations in 

this thesis, a resolution of 2 mm was chosen considering the physical limitations of existing 

UAVs. This value was chosen since there was no quantitative defect size listed in the AASHTO 

Bridge Element Inspection Manual. Condition state definitions for cracking in steel members is 

based on whether a crack exists and, if it does, whether it is arrested [1]. This value can be any 

value that best fits the goals of the situation at hand. Chen S. et al. showed that the image 

resolution depends on the working distance and field of view (FOV) of the UAV camera [2]. The 

proposed framework in this thesis provides a systematic data collection approach for 

maximizing the outputs of UAV inspection for geometric details and eliminating missing data 

points that lead to inaccurate 3D reconstruction. 
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1.2 Objectives and Approach 
The objective of this thesis is to determine and optimize the accuracy of defect and 

dimensional measurements from images captured by drone camera and through 3D 

reconstruction of images. This is accomplished by creating a methodology for using UAVs to 

capture images for the accurate 3D reconstruction of multi-girder steel bridges. In addition to 

being effective, the path proposed in the methodology needs to be simple to fly to make it easier 

for UAV pilots of varying skill level to adopt in addition to the enhanced time efficiency for 

reducing the power consumption. In this thesis, a passive and UAV-friendly sensor is also 

developed that would allow non-visual plastic deformations to be detected more easily via visual 

inspection. The sensor is made of a geometric configuration such that strain is amplified as 

compared to the base structure. The geometric configuration of the mechanical sensor can be 

tuned at the level that the sensor element would reach the rupture point when the base structure 

reaches yield strain. As such, the over-stress state of the base structure could be indirectly 

captured by UAV camera due to visual failure of the mechanical sensor elements. The sensors 

can be used to determine the extent of damage caused by bridge girder deformation. 

There were different research approaches to reach each objective of this thesis. To create a 

data collection methodology for the accurate 3D reconstruction of multi-girder steel bridges trials 

using ad hoc data collection were conducted to understand and become familiar with the 

logistics of piloting a UAV and using 3D reconstruction software ContextCapture from Bentley. 

3D reconstructed model data were observed and collected within ContextCapture. To test the 

accuracy of measurements in 2D images, a calibration sheet was created, and images were 

captured at varying distances. 2D image data was extracted using the Image Processing 

Toolbox from Mathworks. 

For developing a passive sensor, numerical models were performed using the ANSYS Static 

Structural module to determine the appropriate dimensions and material for the sensor to 
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behave appropriately under the desired triggering condition. Experimental tests were performed 

as a proof of concept using coupons made of A572 Grade 50 steel with acrylic sensors attached 

using Loctite® E-120hp adhesive in a tensile test. Video was recorded via optical microscope of 

the tensile test to capture the behavior of the sensor as the coupon reached and surpassed the 

yield point for closer observation of the failure modes.  

1.3 Structure of Thesis  
The remainder of this work is structured as follows:  

Section 2 provides background information on the problem, covering common types of 

bridge maintenance, damage, and current practices for bridge inspection. It continues with 

information on using UAVs for structural inspection and more specifically covers the topics of 3D 

reconstruction and image processing. Next, section 3 covers the topic of exploring and 

improving the accuracy of measurements able to be taken from 3D reconstructed models and 

2D captured images. Following section 3, section 4 covers the topic of developing a passive 

sensor to increase the amount of information that a UAV can gather using a camera payload. 

Finally, section 5 summarizes the thesis, the major findings of this research, and provides 

suggestions for future works. 
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2. LITERATURE REVIEW 
2.1 Introduction 

UAVs can help make bridge inspections faster, safer, and less costly [3]. Using UAVs, 

inspectors can capture images from useful perspectives that may not be possible otherwise. 

Because of their maneuverability, UAVs can also be used to capture complete image sets for 

3D reconstruction. 3D reconstructed models of bridges have potential to be used for structural 

inspectors to keep them safe and to allow for less time in the field. Currently, 3D reconstructed 

models of bridges do not have the resolution needed for inspectors to be able to rely on them 

for complete observations [4]. With improvements to 3D reconstruction image acquisition and 

methodology specifically for the reconstruction of bridges and bridge elements, 3D bridge 

models may be able to achieve the accuracy and resolution needed for inspections.  

2.2 Bridge Maintenance 
According to the Federal Highway Administration (FHWA) National Bridge Inspection 

Standards, bridges are mandated to be inspected at least once every 24 months. With special 

consent, bridges may be allowed to go 48 months before being inspected, but not more than 

that [5]. Depending on the condition of the bridge, inspections may be carried out more 

frequently [6], such as every year or twice a year. According to the American Association of 

State Highway and Transportation Officials (AASHTO) Manual for Condition Evaluation of 

Bridges, there are five different types of inspection that are performed on bridges [6]. Initial 

inspection is the first inspection of a bridge, and it is meant to provide a baseline for future 

observations. They may also be done after a change in the bridge such as a widening or 

lengthening. Routine inspections are the most common inspections. These are done as a 

regular checkup on bridge condition and functionality to see if there are any changes from 

previous records. In-depth inspections are for finding defects not readily found using routine 

inspections and are hands on. Damage inspections are done in the aftermath of damage 
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inflicted via the environment or human actions and special inspections are used to regularly 

monitor known or suspected structural defects.  

2.2.1 Types of Bridge Defects 
Bridges are subject to various types of defects. Defects in concrete include scaling, 

cracking, efflorescence, delamination, spalling, pop-outs, honeycombing, and leakages. Defects 

in sub-structure include settlement, scour, corrosion, cracking/fatigue, and connection failure. 

For this thesis, the focus is on superstructure defects on steel girders. These can be afflicted by 

corrosion, section loss, coating failures, fatigue cracks, local or global buckling, and elongation. 

At connections, there may also be broken or missing bolts. Examples of steel defects are shown 

in Figure 1 and Figure 2. With an accurate and precise 3D reconstructed model of a steel girder, 

detailed and quantifiable observations and measurements can be taken of these defects.  

According to the FHWA Bridge Inspector’s Reference Manual, corrosion occurs when the 

steel is exposed to wet and dry cycles and is accelerated when deicing chemicals are present 

[7]. Corrosion is the main reason for section loss in steel. Coating failures in steel members 

involve chalking, cracking, erosion, checking, and wrinkling. Corrosion related coating failures 

involve blistering, undercutting, pinpoint rusting, and mudcracking. Fatigue cracking is caused 

by repeated loading and can lead to sudden catastrophic bridge failure depending on the type of 

bridge. When overloaded or subject to collision steel members will plastically deform or 

completely fail. Overloads cause elongation and decrease in cross section in tension members. 

In compression members, overload can cause buckling in a single or double bow shape. Heat 

damage can also cause deformations in steel, but this only occurs in extreme heat at 

temperatures starting at approximately 316°C. These deformations are in the form of sagging 

which can cause members to undergo buckling or twisting. At the connection points, bolts and 

rivets will be prone to failure. 
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Figure 1. Examples of steel defects. (a) Corrosion and section loss, (b) Fatigue cracking, (c) 
Collision damage, (d) Heat damage [7]. 

 

 

Figure 2. Examples of coating defects. (a) Wrinkling, (b) Rust undercutting at a scratched 
area, (c) Pinpoint rusting, (d) Paint peeling from steel bridge members, (c) Mudcracking paint 

[7]. 
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2.2.2 Bridge Inspection Methods 
According to the FHWA Bridge Inspector’s Reference Manual, inspection methods used on 

steel bridge members involve visual inspection, physical methods, and advanced methods. A 

visual inspection is done first to identify problem areas [7]. Physical inspection involves 

removing paint and cleaning the surfaces to reveal damage. Removal of loose or flaked steel is 

also performed to determine severity of section loss and remains a limitation for UAVs. 

Advanced methods for steel inspection involve nondestructive and destructive methods. While 

UAVs cannot perform destructive testing, they have been able to perform some forms of 

nondestructive testing. 

Nondestructive evaluation (NDE) methods are defined as methods to detect, locate, and 

measure flaws in materials that preserves a material’s structural integrity [8]. There are various 

subcategories of NDE methods. The first subcategory is continuous versus periodic inspection. 

Continuous monitoring is also called structural health monitoring (SHM) and it involves 

continuous data collection using permanently attached sensors. Periodic inspection are 

inspections done based on a structure’s age and deterioration. While UAVs cannot perform 

SHM, they are able to perform periodic inspection. The next subcategory is contact versus 

noncontact sensing and the final subcategory of NDE methods are quantitative versus 

qualitative sensing. As the name suggests, quantitative sensing can return information about the 

size, characteristics, and severity of defects while qualitative sensing returns visual information 

only. Common types of NDE methods are liquid penetrant, vibration, impact echo, ultrasonics, 

acoustic emission, visual image, thermography, and magnetic particle. Vibration, impact echo, 

ultrasonics, and acoustic emission are all quantitative methods. Liquid penetrant, visual image, 

thermography, and magnetic particle are qualitative methods. UAVs have been using visual 

image and thermographic methods with great success, but other methods have not been 

effectively applied as of yet. One exception is ultrasonics [9], which show promise for future use 

by UAVs.  
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Focusing in on NDE methods that are most commonly used by UAVs, infrared (IR) 

thermography has applications in the inspection of photovoltaic plants [10], wind turbines [11], 

and building inspection [12]. Relevant to bridge inspection, IR thermography can be used to 

detect moisture and water infiltration, but multiple images need to be captured over the course 

of approximately 24 hours for deep analysis [12]. For visual images, Kromanis and Forbes  

developed a low-cost robotic camera system for determining the structural response of a bridge 

[13].  

According to the FHWA Bridge Inspector’s Reference Manual, access to the underside of 

bridges can be granted using various methods [7]. Access to structures without the use of a 

vehicle involve techniques and equipment such as ladders, rigging, scaffolds, boats or barges, 

climbers, floats, rappelling, free climbing. The presence of permanent inspection structures may 

also be available. Types of access vehicles include a manlift, scissors lift, bucket truck, or an 

under bridge inspection vehicle. Figure 3 shows examples of some access methods. Using 

UAVs, inspectors can get a closer look without needing to risk themselves in this way. 

 

 

Figure 3. Examples of access methods. (a) Float, (b) Rigging, (c) Under bridge inspection 
vehicle, (d) Bucket truck [7]. 
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Presently, UAVs are used as another tool for a bridge inspector’s toolbox and not as a 

replacement for hands on inspection. UAVs can help avoid some of the many dangers inherent 

to bridge inspection as well as reduce inspection time by allowing for the optimization of the in-

person inspection after a pre-inspection flight and to “relieve the inspector of having to take 

photos during the inspection” [3]. Photos are commonly taken during inspection for record 

keeping along with notes on plans to markup locations and descriptions of the defects found. 

Using a UAV to take images instead can help keep an inspector’s hands free and allow for less 

multitasking in dangerous situations.  

2.3 Structural Inspection using UAVs 
There are 4 different subsets of UAVs: multi rotor, fixed wing, single rotor, and hybrid. 

Greenwood et al. describes the various types of UAVs [14]. Fixed wing and single rotor UAVs 

are suited for aerial mapping. Due to the fixed wing UAV’s inability to stay in the air in one place, 

it makes it unsuitable for under bridge inspections, which require the UAV to be able to 

maneuver in complex environments and stay in one place for data acquisition. The single rotor 

UAV is used instead of fixed wing UAVs when greater endurance or heavier payloads are 

needed. They are not commonly used because of their higher complexity, cost, and vibration. 

The multi rotor UAV is the most suited for structural inspection since it can hover in place and is 

maneuverable in complex environments. Additionally, they do not need a runway for takeoff like 

fixed wing UAVs, making them easier to deploy and land in crowded environments. Hybrid 

UAVs combine qualities of both fixed wing and multi rotor UAVs. They can cover long distances 

quickly and have the energy efficiency of a fixed wing UAV, while also being able to land and 

take off without a runway like a multi rotor UAV. For the methodology introduced in this thesis, a 

multi rotor UAV is required. 

In recent years, the bridge inspection using small-scaled UAVs has been evaluated in 

laboratory-scale experiments as well as field demonstration [15, 16, 17]. UAVs enable safer, 
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economical, and less disruptive bridge inspection practice [2, 3]. The bridge inspection process 

using UAVs have five major components such as bridge information review, site risk 

assessment, drone pre-flight setup, drone-enabled bridge inspection and damage identification 

with 3D models and image processing [18, 19]. Typical sensors carried by drones for bridge 

inspection are visual camera [14], LiDAR [20] and infrared camera [21]. Inspection plans are 

made based on existing bridge drawings and Google Maps, which allow the identification of 

risky areas and obstacles for path planning. The structural models also assist the development 

of an effective path planning for optimizing the flight duration [20]. Damage identification is 

performed with a 3D model reconstruction and using image processing.  

While UAVs have proven themselves as being a useful asset for structural inspection, they 

still have certain limitations that prevent them from fully replacing traditional inspections. Some 

of these issues include not being able to easily gather information about the structure via 

conventional nondestructive evaluation methods, challenges of path planning in complex 

geometries, GPS limitation underneath the bridge, and debris hiding the defects. Kocer et al. 

studied the performance of ultrasonic sensor attached to a waveguide and carried by UAVs for 

contact measurement and showed the possibility of ultrasonic measurement in difficult-to-reach 

areas [9]. Salaan et al. (2018) designed and tested UAV within a passive rotating spherical shell 

to maneuver inside the enclosed areas [22]. Kucuksubasi et al. developed a method for 

autonomous UAV flight within a GPS-denied area, crack detection, and revisiting identified 

cracks [23].  

2.3.1 3D Reconstruction Applications 
Popescu et. al. compared terrestrial laser scanning (TLS), close range photogrammetry 

(CRP), and infrared scanning (IS) and found that although TLS was the most accurate of the 

three techniques, the most cost-effective technique that was also still accurate was CRP as 

shown in Figure 4 [24]. Popescu et al. conducted a case study that evaluated the viability of 
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using 3D reconstructed models of bridges as an alternative to in person inspection [4]. It was 

found that while damage could be identified in the bridge models, the raw images provided the 

level of accuracy needed to make more complete observations. This was because the models 

did not have high enough texture quality and low enough distortions. Tscharf et al. explored how 

to obtain accurate 3D models and found that more images and the use of 7 or 8 ground control 

points improves model accuracy [25]. 3D views of bridge components can be connected with 

Bridge Information Modeling (BrIM) for more accurate estimate of the degradation effect to the 

bridge performance [26, 27]. Inzerillo et. al. determined the viability of 3D reconstruction for the 

evaluation of pavement distress [28]. It was found that using a Nikon D5200 camera at about 50 

to 120 cm produced better results than a UAV with a GoPro Hero 3 camera at approximately 

500 cm.  

 

 

Figure 4. Performance of 3D imaging methods [24]. 

 

2.3.2 Guidelines for Successful 3D Reconstruction 
2D images are converted into 3D models using the structure from motion (SfM) method by 

detecting the key points in each image and building a geometric connectivity by triangulation. 
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Therefore, it is important the subjects of 3D reconstruction have enough texture. Without 

sufficient texture the triangulation will fail because there are not enough key points. This can be 

an issue with some civil structures, especially those in newer condition, because the uniform 

surfaces may lack the number of key points needed for reconstruction. SfM thrives in 

randomness and as such, it may be best for future applications that structures be painted in 

ways that decrease the homogeneity of their texture. In a similar vein, there are surfaces that 

should be avoided when attempting SfM. These are reflective, shiny, or transparent surfaces. 

The reconstruction may fail or result in an inaccurate representation. While not an issue in the 

application of this thesis, it is important to remember that 3D reconstruction requires the subject 

to remain still throughout image capture. This makes capturing live subjects more difficult than 

inanimate objects. 

According to the ContextCapture Guide for photo acquisition, it is recommended that a 

constant focal length is maintained and there is constant homogenous lighting to get the best 

results [29]. Digital zoom should never be used, and images should not be resized, cropped, or 

rotated in any way. Blurry photos, the use of a flashlight, and optical stabilization should be 

avoided. It should be noted that for the applications of 3D reconstruction photos should be taken 

with everything in focus, not just the subject. This means that images should have a large depth 

of field. Blurry photos refer to completely blurry and partially blurry cases. This situation would 

arise if images were taken with a shallow depth of field. In general, images should be captured 

with the aim of minimizing the amount of background while still capturing as much of the subject 

as possible. For the best quality 3D model, a camera with a large sensor and a high-quality lens 

is recommended.  

Path planning is essential to inspect a structure and create a quality 3D model. 

ContextCapture’s guidelines for photo acquisition are suggestions that do not need to be 

followed exactly, as actual data collection involves a lot of approximation and unless the 
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planned path can be automated, it is highly difficult to capture images perfectly. 70% overlap is 

recommended in general between images but if there is at least 50% overlap the reconstruction 

should be successful. It is recommended that angle differences between images should not 

exceed 15°. Distance from the subject is also a factor in successful reconstruction. Generally, 

images should be taken while maintaining the same working distance between pictures. If the 

working distance should be changed mid shoot, it should be done so gradually as a sudden 

change in photo resolution can lead to failure during triangulation. Recommendations for 

capturing aerial maps are different and are outside the scope of this thesis. 

2.3.3 Image Processing Applications 
The images collected by visual cameras can be processed further (e.g., image 

enhancement, spatial filtering, threshold segmentation, gradient-based edge detection) to 

recognize the presence of cracks, especially bridges made of concrete [30, 31, 32, 33]. Figure 5 

shows an example of improving the contrast of hail damage on a shingle roof. The colorspaces 

used were RGB (red, green, blue), HSV (hue, saturation, value), YCbCr (brightness, blue 

chrominance, red chrominance), and L*a*b* (brightness, red-green tones, yellow-blue tones). 

As can be seen from the figure, different colorspaces perform better than others depending on 

the image. Figure 6 shows an example of extracting the area of corrosion from an image using 

the imcontour function in MATLAB. These techniques can be a useful tool for inspectors. The 

detection of fatigue cracks is difficult since they occur in hard to access under-bridge members. 

In addition, they are extremely short and narrow, so they are not easily visible. Dorafshan et al. 

evaluated the drone cameras and the required distances to be able to detect fatigue cracks [34]. 

Many methods have been developed for automated damage detection [35, 23, 36, 37, 38, 39, 

40]. Specifically, Chen Q. et al. and Yundong et al. present automatic methods to detect 

corrosion in steel structures using image processing combined with deep learning [35] and 

image processing [39], respectively.  
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Figure 5. Using Color Thresholder from the Mathworks Image Processing Toolbox to 
improve contrast of hail damage to roof using various colorspaces. (a) RGB, (b) HSV, (c) 

YCbCr, (d) L*a*b*, (e) Original image. 

 

 

Figure 6. Using the imcontour function to extract areas of corrosion. (a) Original image, (b) 
Contours made using grayscale version of original image. 
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3. 3D RECONSTRUCTION OF STEEL GIRDER USING UAV 
3.1 Introduction 

This chapter includes a systematic data collection approach for maximizing the outputs of 

UAV inspection for geometric details and eliminating missing data points that lead to inaccurate 

3D reconstruction. The 3D reconstruction of a W-shaped girder is built using the developed 

approach and the ad hoc data collection. Additionally, the chapter covers the application of 

image processing methods to evaluate the resolution of the UAV camera to capture different 

sizes of defects. The viability of the UAV images to observe the performance of passive sensors 

is discussed. 

3.2 Methodology 
For the UAV inspection of multi-girder steel bridges, there are certain geometric 

considerations that come into play including the number and spacing of girders, depth, width 

and length of girders, and bridge span. For the UAV and its camera payload, these are the 

UAV’s safety distance, the camera’s working distance, angular field of view, image resolution, 

number of pixels per feature resolution, UAV speed, and the time it takes for the camera to 

capture one image. Additionally, the desired percent overlap for the images should be known. 

For a successful 3D reconstruction, ContextCapture guidelines for photo acquisition suggest 

that the percent overlap should be no less than 50% and that angle differences between photos 

should not exceed 15°. Using these parameters, the proper measurement points to capture 

images can be determined. Table I outlines the variables used for calculating a safe and 

effective path plan for collecting images from a steel girder to build a high-resolution 3D 

reconstructed model.  
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Table I. VARIABLES FOR PATH PLANNING. 

𝛼 Angular FOV (deg) 𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑇𝑖𝑚𝑒 Time to capture 1 image (sec) 

𝑠𝑎𝑓𝑒𝑡𝑦 Safety distance (m) 𝐷 Depth of girder (m) 

𝑓𝑟𝑒𝑠 Feature resolution. Size of smallest 
feature that can be detected (mm) 

𝑊 Width of girder (m) 

𝑖𝑚𝑟𝑒𝑠 Camera image resolution (px) 𝐿 Span of girder (m) 

𝑓𝑝𝑖𝑥 Number of pixels per feature 
resolution (px) 

𝐻 Headspace; offset between top 
flange of girder and bridge deck (m) 

𝑢𝑠𝑒𝑟_𝑝𝑐𝑡𝑙𝑎𝑝 Percent overlap between photos 
(%) 

𝑆 Spacing between girders (m) 

𝑠𝑝𝑒𝑒𝑑 UAV speed (kph) 𝐺  Number of girders 

𝐹𝑂𝑉 Field of view (m) 𝑤𝑘𝑑𝑡 Working distance (m) 

𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝑉 Vertical distance from the deck to 
the UAV camera at side view 
position (m) 

𝑤𝑘𝑑𝑡′ Adjusted working distance (m) 

𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝐻 Horizontal distance from the edge 
of the left flange to the UAV camera 
at side view position (m) 

𝐴1𝑆, 𝐴2𝑆, 𝐴3𝑆 Camera angles for side view position 
with respect to the horizontal (deg) 

𝐶𝑜𝑟𝑃𝑜𝑠𝑉 Vertical distance from the deck to 
the UAV camera at corner view 
position (m) 

𝐴1𝐶 Camera angle for corner view 
position (deg) 

𝐶𝑜𝑟𝑃𝑜𝑠𝐻 Horizontal distance from the edge 
of the left flange to the UAV camera 
at corner view position (m) 

𝐴1𝐵, 𝐴2𝐵, 𝐴3𝐵 Camera angles for bottom view 
position with respect to the horizontal 
(deg) 

𝐵𝑜𝑡𝑃𝑜𝑠𝑉 Vertical distance from the deck to 
the UAV camera at bottom view 
position (m) 

𝐵𝑜𝑡𝑃𝑜𝑠𝐻 Horizontal distance from the edge of 
the left flange to the UAV camera at 
bottom view position (m) 

𝑙𝑎𝑝 Shared distance between the 𝐹𝑂𝑉 
of two UAV positions at the desired 
percent overlap (m) 

ℎ𝑙𝑎𝑝 Half of 𝑙𝑎𝑝 (m) 

Δ𝜆 Distance between measurement 
points (m) 

𝑛𝑢𝑚𝑉𝑃𝐼 Number of VPIs for one bridge span 

𝑛𝑢𝑚𝑃𝑖𝑐𝑠 Number of pictures for one bridge 
span 

𝑡𝑟𝑎𝑣𝑒𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 Total distance travelled by the UAV 
to complete the planned path for one 
bridge span (m) 

𝑏𝑒𝑡𝑉1 Vertical distance between side view 
position and corner view position 
(m) 

𝑏𝑒𝑡𝐻1 Horizontal distance between side 
view position and corner view 
position (m) 

𝑏𝑒𝑡𝑉2 Vertical distance between corner 
view position and bottom view 
position (m) 

𝑏𝑒𝑡𝐻2 Horizontal distance between corner 
view position and bottom view 
position (m) 

𝑏𝑒𝑡𝐺𝑖𝑟𝑑𝑒𝑟𝑠 Distance between adjacent side 
view positions of successive girders 
(m) 

𝑡𝑟𝑎𝑣𝑒𝑙𝑇𝑖𝑚𝑒 Total time needed for UAV to 
complete the planned path for one 
bridge span (sec) 

 

To obtain images of suitable quality for structural inspection, defects as small as possible 

should be able to be detected. It is selected as 2 mm in this research considering the physical 

limitation of existing drones. Knowing this, the needed working distance can be calculated with 
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𝑓𝑟𝑒𝑠 equal to 2 mm or to whatever size the smallest feature to be detected is. Figure 7 depicts 

the geometric variables. The following equations were developed for determining the working 

distance needed to achieve the desired feature resolution: 

 

𝐹𝑂𝑉 =
𝑓𝑟𝑒𝑠 ∗ 𝑖𝑚𝑟𝑒𝑠

𝑓𝑝𝑖𝑥 ∗ 1000
𝑚𝑚
𝑚

 
(1) 

 

𝑤𝑘𝑑𝑡 =
𝐹𝑂𝑉

2 ∗ tan
𝛼
2

 
(2) 

 

 

Figure 7. The geometric description of variables involved in calculating 𝐹𝑂𝑉 and Δλ. The 
working distance cannot be less than the safety distance in order to prevent accidents.  

 

The following geometry checks are put into place to ensure that the UAV can fit between the 

spacing of girders and their depth from the bridge deck. This was determined using the safety 

distance in both lateral and vertical directions. In the lateral direction, the working distance 

compatibility to geometric constraints was also checked to see if the desired resolution for 
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images is possible. To follow the methods presented in this study, it is important that the UAV 

camera can be positioned at midway between the girder’s top and bottom flanges and that at 

the very least the UAV’s safety distance is not infringed by girder spacing.  

The vertical positioning of the UAV from the girder of interest depends on the UAV’s safety 

distance. The lateral positioning of the UAV from the girder of interest will depend on the desired 

working distance and existing constraints. Specific cases for both vertical and lateral checks are 

detailed in Figure 8 and Figure 9, respectively. 

(a)  

  

 

  
(b) 

 

 

(c)   

  

Figure 8. Vertical checks relative to girder height (𝐷) and bridge deck (𝐻). In the vertical 
direction, only safety distance is checked for clearance as no pictures are captured focusing on 

the bridge deck. (a) Case 1: 𝑠𝑎𝑓𝑒𝑡𝑦 ≤ + 𝐻, (b) Case 2: + 𝐻 < 𝑠𝑎𝑓𝑒𝑡𝑦 ≤ 𝐷 + 𝐻, and (c) Case 

3: 𝑠𝑎𝑓𝑒𝑡𝑦 > 𝐷 + 𝐻. 
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(a)  

  

(c)  

  
 

(c1) 
 

(b)  

 
 

 

(c2) 
 

 

Figure 9. Lateral safety checks relative to spacing between girders (𝑆) and girder width (𝑊). 
Here, working distance (𝑤𝑘𝑑𝑡) is adjusted by subtracting half the flange width to get 𝑤𝑘𝑑𝑡′. In 

the lateral direction, both working distance and safety distance are checked since images of the 
girder will be captured. Minimum clearance is determined by safety, whereas desired resolution 

is determined by working distance. (a) Case 1: 𝑤𝑘𝑑𝑡 ≤  , (b) Case 2: 𝑤𝑘𝑑𝑡 + 𝑠𝑎𝑓𝑒𝑡𝑦 ≤ 𝑆, 

(c) Case 3: 𝑤𝑘𝑑𝑡 + 𝑠𝑎𝑓𝑒𝑡𝑦 > 𝑆, (c1) 𝑠𝑎𝑓𝑒𝑡𝑦 ≤ 𝑆/2 , and (c2) 𝑠𝑎𝑓𝑒𝑡𝑦 > 𝑆/2. 
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The flight path position setup proposed is shown in Figure 10. It consists of two side views, 

two corner views and one bottom view. As shown in Figure 10(a), the plan is that the UAV 

should, at each position, go along the length of the girder taking pictures until reaching the end, 

then the UAV should switch to the next closest position and go along the length of the girder 

taking pictures until reaching the end, then the UAV should switch to the next closest position 

and go along the length of the girder again. This process would be repeated until all positions 

and angles at each position have been fulfilled before moving on to the next girder and 

repeating the process. Figure 10(b) and (c) depict the two possible scenarios of switching 

between girders and the general path across multiple girders in a cross-sectional view. When 

the UAV’s working distance or, if being used instead, safety distance is less than or equal to half 

the spacing between girders the UAV will need to proceed to the next girder by moving toward 

the next girder as shown in Figure 10(b). When the UAV’s working distance or safety distance is 

greater than half the spacing between girders the UAV will need to proceed by moving towards 

the previous girder when transitioning to the next girder as shown in Figure 10(c). 
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(a) 

 

(b) 

 

(c) 

Figure 10. Proposed flight plan positions, (a) overall path of UAV, (b) cross-sectional view of 
path across multiple girders, when working distance is less than or equal to half the spacing 
between girders and (c) cross-sectional view of path across multiple girders, when working 

distance is greater than half the spacing between girders. 
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The side view is positioned at half the girder depth and consists of three angles. One angle 

is focused on the intersection between the top flange and the web, the next angle is focused 

straight on the web, and the last angle is focused on the intersection between the web and the 

bottom flange. The bottom view is directly centered beneath the girder which also consists of 

three angles. Two of the angles focus on the two opposite edges of the bottom flange and one 

focuses on the center of the bottom flange. The angles and each of their positions are shown in 

Figure 11. Calculations for the exact position and angle are shown in Table II. Depending on the 

geometry checks performed previously, 𝑤𝑘𝑑𝑡, shown in the calculations in Table II will refer to 

either working distance or safety distance, 𝑠𝑎𝑓𝑒𝑡𝑦. The corner view angle was defined as 15° 

and its purpose is to provide sufficient overlap for the side and bottom views.  

 

 

Figure 11. Depiction of proposed camera angles for each UAV positions. 
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Table II. CALCULATIONS FOR EXACT POSITION RELATIVE TO THE BRIDGE DECK 
AND THE LEFT EDGES OF THE GIRDER’S FLANGES AND EXACT CAMERA ANGLES 

RELATIVE TO THE HORIZONTAL. IF RESULT WAS CASE 3, SCENARIO 1, THEN 𝑤𝑘𝑑𝑡 =
𝑠𝑎𝑓𝑒𝑡𝑦 

Side View Position: 

𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝑉 = + 𝐻  

𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝐻 = 𝑤𝑘𝑑𝑡 −   

Side View Angles: 

𝐴1𝑆 = 𝑡𝑎𝑛
⁄

  
𝐴2𝑆 = 0  

𝐴3𝑆 = −𝑡𝑎𝑛
⁄

  
 

  
Corner View Position: 
𝐶𝑜𝑟𝑃𝑜𝑠𝑉 = 𝐷 + 𝐻 + 𝑤𝑘𝑑𝑡 ∗ sin (15)  
 
𝐶𝑜𝑟𝑃𝑜𝑠𝐻 = 𝑤𝑘𝑑𝑡 ∗ cos (15)  
 

Corner View Angle: 
𝐴1𝐶 = 15°  
 

 

 

Bottom View Position: 
𝐵𝑜𝑡𝑃𝑜𝑠𝑉 = 𝑤𝑘𝑑𝑡 + 𝐷 + 𝐻  
 
𝐵𝑜𝑡𝑃𝑜𝑠𝐻 = −   

 

Bottom View Angles: 

𝐴1𝐵 = 𝑡𝑎𝑛
⁄

+ 90°  

𝐴2𝐵 = 90°  

𝐴3𝐵 = 90 − 𝑡𝑎𝑛
⁄
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The distance between measurement points, Δ𝜆, needs to be calculated to determine how 

many viewpoints of interest (VPIs) are needed. This distance only applies laterally, as the five 

vertical positions are set standard as previously calculated and do not change in this method. 

To determine Δ𝜆, a desired percent overlap between photos must be defined. As mentioned 

previously, a percent overlap of at least 50% is recommended for 3D reconstruction. This is 

used to calculate 𝑙𝑎𝑝, the shared distance between the 𝐹𝑂𝑉 of two UAV positions at the desired 

percent overlap, 𝑢𝑠𝑒𝑟_𝑝𝑐𝑡𝑙𝑎𝑝. Then, the distance between the point of intersection in angles of 

view and the surface, 𝑥1, is found and used to determine the distance between the intersection 

between the angles of view and the UAV, 𝑥2. This is detailed in Figure 7, shown previously.  

 

𝑙𝑎𝑝 = 𝑢𝑠𝑒𝑟_ 𝑝𝑐𝑡𝑙𝑎𝑝 ∗ 𝐹𝑂𝑉 → ℎ𝑙𝑎𝑝 =
𝑙𝑎𝑝

2
 

(3) 

 

Δ𝜆 = 2 ∗ (𝑤𝑘𝑑𝑡 −
ℎ𝑙𝑎𝑝

tan
𝛼
2

) ∗ tan
𝛼

2
 

(4) 

 

To determine the number of VPIs (𝑛𝑢𝑚𝑉𝑃𝐼), the span of a girder is divided by Δ𝜆 which 

yields the number of VPIs per pass. This is then multiplied by the number of positions there are, 

five, and the number of girders in question 𝐺 .  

 

𝑛𝑢𝑚𝑉𝑃𝐼 =  
𝐿

Δλ
∗ 5 ∗ 𝐺  

(5) 

 

To find the total number of pictures, the number of VPIs per pass, per girder is needed. For 

the side position, there are 3 pictures per VPI and there are two side positions per girder. For 

the corner position, there is only one picture per VPI and there are two corner positions. For the 

bottom position, there are 3 pictures per VPI and there is only one bottom position. As a result, 

the number of pictures would be as follows: 
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𝑛𝑢𝑚𝑃𝑖𝑐𝑠 =
𝐿

Δλ
∗ 3 ∗ 2 +

𝐿

Δλ
∗ 1 ∗ 2 +

𝐿

Δλ
∗ 3 ∗ 1 ∗ 𝐺  

(6) 

 

The total length of flight can be calculated by spatial positions of UAV as shown in Figure 

10. The total distance and time of measurement can be calculated using Equations 7 and 8. The 

variables are defined in Table I and Figure 10. 

𝑡𝑟𝑎𝑣𝑒𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒

= 𝐺 ∗ 5 ∗ 𝐿 + 2 ∗ (𝑏𝑒𝑡𝑉1 + 𝑏𝑒𝑡𝐻1 + 𝑏𝑒𝑡𝑉2 + 𝑏𝑒𝑡𝐻2) + (𝐺 − 1)

∗ 𝑏𝑒𝑡𝐺𝑖𝑟𝑑𝑒𝑟𝑠 

(7) 

𝑡𝑟𝑎𝑣𝑒𝑙𝑇𝑖𝑚𝑒 =
𝑡𝑟𝑎𝑣𝑒𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑠𝑝𝑒𝑒𝑑 ∗ 1000
𝑚

𝑘𝑚
∗

1 ℎ𝑟
3600 𝑠

+ 𝑛𝑢𝑚𝑃𝑖𝑐𝑠 ∗ 𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑇𝑖𝑚𝑒 (8) 

 

A full example of the calculations for this methodology for a single 42.70 m span of a bridge 

is worked out with sample inputs provided by the FHWA [41] as shown in Table III. The 

calculated variables using the equations described above are summarized in Table IV. The 

calculation is shown step by step in the appendix. The total travel time is calculated as 149 

minutes. As typical flight times are about 20-30 minutes per UAV, the measurement can be 

taken by 5-7 UAVs (called multi-agent measurement) or multiple batteries to minimize the total 

duration of measurement [42]. With a girder depth of 1.75 meters, the camera angles 𝐴1𝑆 and 

𝐴2𝑆 exceed ContextCapture’s recommended 15° maximum angle difference by a large margin. 

This indicates that this methodology is only suitable for smaller girder depths and flange widths 

since maintaining a close-range distance to the girder is important for obtaining higher 

resolution images. 
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Table III. INPUTS VARIABLES FOR THE PATH PLANNING EXAMPLE OF A MULTI-
GIRDER STEEL BRIDGE FROM FHWA DESIGN EXAMPLE [41]. 

𝛼 84° 𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑇𝑖𝑚𝑒 1 sec 

𝑠𝑎𝑓𝑒𝑡𝑦 0.31 m 𝐷 1.75 m 

𝑓𝑟𝑒𝑠 2 mm 𝑊 0.51 m 

𝑖𝑚𝑟𝑒𝑠 3078 px 𝐿 42.70 m 

𝑓𝑝𝑖𝑥 4 px 𝐻 0.0884 m 

𝑢𝑠𝑒𝑟_𝑝𝑐𝑡𝑙𝑎𝑝 70% 𝑆 3.66 m 

𝑠𝑝𝑒𝑒𝑑 0.805 km/h 𝐺  4 
 

Table IV. CALCULATED VARIABLES USING THE METHODOLOGY DEVELOPED IN THIS 
STUDY. 

𝐹𝑂𝑉 1.54 m 𝐶𝑜𝑟𝑃𝑜𝑠𝑉 2.06 m 𝑏𝑒𝑡𝑉1 1.10 m 

𝑤𝑘𝑑𝑡 0.855 m 𝐶𝑜𝑟𝑃𝑜𝑠𝐻 0.825 m 𝑏𝑒𝑡𝐻1 0.23 m 

𝑙𝑎𝑝 1.08 m 𝐵𝑜𝑡𝑃𝑜𝑠𝑉 2.69 m 𝑏𝑒𝑡𝑉2 0.63 m 

Δ𝜆 0.462 m 𝐵𝑜𝑡𝑃𝑜𝑠𝐻 -0.255 m 𝑏𝑒𝑡𝐻2 1.08 m 

𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝑉 0.963 m 𝐴1𝐵 106.61° 𝑏𝑒𝑡𝐺𝑖𝑟𝑑𝑒𝑟𝑠 2.46 m 

𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝐻 0.6 m 𝐴3𝐵 73.39° 𝑡𝑟𝑎𝑣𝑒𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 867.5 m 

𝐴1𝑆 45.68° 𝑛𝑢𝑚𝑉𝑃𝐼 1850  𝑡𝑟𝑎𝑣𝑒𝑙𝑇𝑖𝑚𝑒 132.5 min 

𝐴3𝑆 -45.68° 𝑛𝑢𝑚𝑃𝑖𝑐𝑠 4069   
 

3.3 Description of UAV and Experimental Subjects 
The DJI Phantom 4 Pro was selected to record images as depicted in Figure 12. According 

to the DJI website, the camera payload specifications are 1-inch 20M CMOS sensor with Field 

of View as 84o and 8.8 mm/24 mm 35 mm equivalent size [43]. The image size was set as 16:9 

with the pixel resolution of 5472x3078. Calibration sheets were used to test the resolution limits 

and as an aid for determining the dimensions of the girder and the pattern of the sheet. They 

were made by printing the pattern onto paper and bonding it to thin laser cut pieces of wood so 

that they could be reused for multiple trials of attachment to the girder at the web and flange 

locations. A total of five calibration sheets were created, each differing only by gap width. The 

gap widths used were 1 mm, 2mm, 3mm, 4mm, and 8 mm. The photos needed for 3D 

reconstruction were taken around the entire girder and processed using Bentley ContextCapture 

software. However, the photos for image processing were taken with the lens focusing only on 
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the calibration sheets, while slowly increasing the working distance. The image analysis was 

performed using the Image Processing Toolbox developed by Mathworks. A 2.58 m long steel 

girder with geometry like that of a HP8x36 was used for validating the methodology and 

extracting the minimum distance required for capturing the details of typical steel girders. 

 

 

Figure 12. The components of experimental setup: steel girder, calibration sheet and DJI 
Phantom 4 Pro. 

 

3.4 Data Collection 
The calibration sheets were attached to the girder’s web for some trials and its flange for 

other trials. Data collection occurred over the course of multiple days as photos from each 

attempt needed to be processed to determine the quality of the 3D reconstruction model that 

could be obtained from each set. Images were captured by manually operating the drone. The 

specifications of data sets are presented in Table V. For 3D reconstruction, photos need to be 

taken at multiple angles and elevations around the girder. From 3D reconstruction results, 

percent error was able to be calculated using the known geometry of the calibration sheet and, 

for the final trial, marks drawn onto the girder itself. From 3D reconstruction results, a percent 
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error vs. number of photos plot was created which helped to visualize the effectiveness of each 

data collection trial. For assessing the image resolution, the images were taken from an 

orthogonal view of the calibration sensors at different working distances. Since the dimensions 

of calibration lines were already known, the percent error was able to be calculated between the 

actual and experimental values.  

 

Table V. THE SPECIFICATIONS OF UAV DATA SETS. 

Data Set Date Weather 
Number of 
images captured 

Method and elevations 
images captured 

1 October 21, 2020 Partly 
cloudy 

55 Ad hoc data collection at 
middle view 

2 November 4, 2020 Overcast, 
windy 

28 Ad hoc data collection at 
middle view 

3 November 6, 2020 Clear, 
sunny 

115 Ad hoc data collection at 
profile view 

4 November 11, 2020 Partly 
cloudy 

332 Ad hoc data collection at 
top, middle and profile 
views 

5 March 26, 2021 Overcast 43 Using the proposed 
methodology 

6 June 1, 2021 Clear, 
sunny 

15 Image processing 
dataset 

 

3.5 3D Reconstruction Accuracy  
3D reconstruction accuracy in this section was explored in this section to determine the level 

of qualitative and quantitative accuracy that could be attained using the specified UAV and 

camera. After completing four ad hoc trials, the methodology described next was tested and 

compared to ad hoc trials. Results in this section reveal best practices found for the case of 

creating photogrammetric models of steel girders. 

3.6 Results 
Results of the 3D reconstruction methodology were evaluated qualitatively and 

quantitatively. Qualitative results are for evaluating distortions in the model and texture quality. 
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Quantitative results are for geometric measurement accuracy. Both types of results are 

important for evaluating the viability of the model for structural inspection.  

3.6.1 Shadow Effect and Detailing of Planar Dimensions 
In this section, the 3D models were evaluated qualitatively to assess the influences of 

shadow to images. Figure 13 depicts the position of the relative elevations as reference to the 

first four reconstructed image sets. The elevations for the data set 5 were based on the 

methodology described in the previous section.  Figure 14 shows the camera positions for each 

attempt as well as the number of photos used in each model, elevations used and notable 

weather conditions. 

 

 

Figure 13. Depiction of relative drone elevations. 

 

Figure 15 and Figure 16 show the oblique views and the side views of 3D constructed 

models. The first data set made on consisted of 55 images. This model had the fewest number 

of holes of all the models. The second data set consisted of only 28 photos, the fewest of all the 

attempts. An effort was made to try and maintain consistent overlap, get closer, and go around 

the girder in a more organized way. This model had the highest number of holes at flanges and 

webs due to insufficient data points to connect planar data. The third data set consisted of 115 
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photos. In this attempt, all photos were taken profile to the girder, even closer, and in greater 

quantities. This was done to obtain clearer shots of the areas that have consistently been 

distorted, improve texture, and to avoid holes. This model had the most holes of all the other 

models. To improve in this area, it was determined that more elevations were needed. While 

initially it was thought that more images at one elevation would be sufficient, the results from 

this attempt have shown that this is not the case. The fourth data set consisted of 332 pictures, 

the most of all the attempts. For this attempt, photos were taken approximately as close to the 

girder as the previous attempt and at multiple elevations. The results for this model were the 

best of all the attempts in terms of holes, distortion, and texture. There were much fewer holes 

as compared to previous attempts. In the final and fifth data set, the proposed methodology was 

used as a guide to collect 43 images. Styrofoam blocks were attached to the ends of the girder 

to simulate the confinement that would be faced during an inspection at an actual bridge, and 

this would be the only model with the ends confined.  The results for this model had no holes 

that cut completely through the girder flange found in previous data sets. There were also no 

holes on the web in this model. 

In addition to smooth texture extraction from the 3D reconstructed images, shadow 

influences the connectivity of flange and web joints. Figure 17 and Figure 18 show the end 

views of 3D constructed models with and without texture, respectively. Texture observations are 

shown in Figure 19. Since the fifth data set had the ends covered, the model ends are shown as 

a cross section from the model itself from each side, obtained by running the ContextCapture 

model again but with a smaller bounding box. The distortions of data set 1 introduced the 

concept of distortions that followed the shadow cast by the girder’s flanges, and as such it was 

dubbed the shadow effect. The data collected on data set 2 resulted in the most distorted model 

likely due to insufficient images. The downgrade in texture in both the flange and the web was 

attributed to the fact that it was windy on this day. It was concluded that it might be possible to 
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mitigate the shadow effect by taking images with the camera oriented profile to the girder. It was 

also determined that more pictures, as in more camera positions and angles, may help reduce 

the number of holes as the previous attempt did better in this area. When these ideas were 

applied in the following datasets, the shadow effect was very minimal. The fifth data set 

displayed minimal shadow effect but did not perform as well as data set 3 and data set 4 in this 

area. Notably, data set 5 had the best texture quality of all 5 models and this can be distinctly 

seen when observing the bottom flanges of each model. 

 

 

 

Figure 14. Camera positions of five data sets. 
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Figure 15. Oblique views of 3D constructed images showing holes on flanges. 
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Figure 16. Side views of 3D constructed images indicating holes on the web. 
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Figure 17. End views of the girder in each of the four models with texture on. Shadow effect 
prevents a clear definition of web-flange connection. 
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Figure 18. End views of the girder in each of the four models with texture off. 
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Figure 19. Texture details of all four models to extract paint quality and localized defects. 

 

Overall, the main issues encountered were holes, distortions, and low texture resolution. To 

avoid holes, it was determined that multiple camera angles and elevations helped the most. To 

reduce distortions, the best practice was to make sure that pictures were taken as profile to the 

girder and as close as possible. The success of the data set 5 suggests that taking photos up 

close for all surfaces of the girder was the most influential factor to improve texture. While the 

data set 4 had the most pictures, many that involved the bottom flange were taken far away. 

The data set 5 had images of the bottom flange up close within its image set, as the pictures 

were taken with the intention of maintaining a consistent working distance from all angles. Other 
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texture trends were that the texture improved when there was no wind and the least model 

distortions. 

3.6.2 Geometric Resolution of 3D Reconstructed Images 
To determine the accuracy of the 3D reconstructed model, the calibration sheets were used 

to create a conversion factor to convert the arbitrary model units to millimeters for comparison to 

the actual dimensions of the girder. The actual physical quantities were a flange thickness of 

9.53 mm, web thickness of 9.53 mm, flange width of 206.38 mm, girder height of 206.38 mm 

and a girder length of 2581.28 mm. Table VI shows the results of the measured physical 

quantities and the errors. Looking at the overall accuracy, the model that performed the best in 

this area was data set 4 with the percent error coming in at 5.92%. This data set had the 

greatest number of photos of all data sets. The most poorly performing model was data set 2, 

coming in with a percent error of 55.54%. This data set had the least number of photos of all 

data sets used for 3D reconstruction. The data set 1 and data set 3 models had an overall 

percent error of 51.74% and 41.09%, respectively. The data set 5 model had an overall percent 

error of 32.82%. This data set was collected using the proposed methodology. When comparing 

the datasets solely based on percentage of error without consideration of the number of photos 

used, the methodology data set results do not stand out. When number of photos are 

considered, this is where the difference can be seen. 

Figure 20 shows the effectiveness of each trial. The aim is to try and produce the highest 

quality model with the fewest number of images. The first four trials followed a linear trend which 

was expected as the techniques were somewhat similar in nature. The fifth model deviated from 

this trend, producing the best accuracy of all the data sets that used less than 332 pictures. This 

shows that the methodology has potential to provide better results with fewer photos than the 

previous test runs that were run under a more idealized situation without the confinement of the 

ends. 
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Table VI. MEASURED PHYSICAL QUANTITIES AND ERRORS. 

Data Set 
Measured Quantity 

Flange 
thickness (mm) 

Web thickness 
(mm) 

Flange width 
(mm) 

Girder 
height (mm) 

Girder 
length (mm) 

1 10.96 8.65 221.72 227.72 2832.00 
2 11.04 12.20 214.41 215.57 2663.51 
3 11.65 11.22 207.58 206.71 2586.73 
4 9.88 9.41 204.61 206.49 2579.51 
5 10.01 12.02 205.54 207.79 2592.62 

 

Data Set 
Errors 

Flange 
thickness (mm) 

Web thickness 
(mm) 

Flange width 
(mm) 

Girder 
height (mm) 

Girder 
length (mm) 

1 15.07% 9.19% 7.44% 10.34% 9.71% 
2 15.90% 28.10% 3.89% 4.45% 3.19% 
3 22.33% 17.80% 0.58% 0.16% 0.21% 
4 3.70% 1.23% 0.85% 0.06% 0.07% 
5 5.13% 26.16% 0.41% 0.69% 0.44% 

 

 

Figure 20. Influence of number of photos to total percentage of error, showing the 
effectiveness of each trial. 

 

 

3.7 Image Processing Accuracy 
Image processing accuracy was explored in this section to determine if the UAV’s camera 

would be able to potentially see a broken passive sensor and to determine in general, the 

qualitative and quantitative observations that could be made using 2D images from this payload. 
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The passive sensor design and experiments will be covered in the next section. Based on these 

results, goals for the resolution of 3D model texture can be identified and used for comparison in 

future 3D reconstruction tests.  

3.7.1 Data Extraction 
The images of the calibration sheet were taken by the UAV camera at various working 

distances ranging from 1.83 to about 3.74 meters at two different locations. The objective of this 

experiment was to observe the impact of defect location on a girder to image resolution and 

accuracy of defect measurements. The image processing methods to improve the quality of 

images captured by the drone camera have been studied in literature [30, 39]. In this study, the 

overall image processing tools used in the Mathworks Image Processing Toolbox were the 

image viewer app, color thresholder app, and binary mask. Figure 21 shows how images were 

processed for resolution observations. The original image was cropped down to show only the 

area of interest using the image viewer app. Then, the color thresholder app was used to create 

a mask. The color space used was the L*a*b* as this produced the most consistent results for 

the images used in this experiment. For each calibration sheet location, the masks were made 

using the same thresholds to maintain consistency between photos and to simulate the batch 

processing of images.  

 

Figure 21. Image processing steps.  

 

To collect quantitative information from the images, a conversion factor was made using the 

width of the 8 mm gap calibration sheet for each image used. For the first test, the gap width 

was taken in pixels from each image at five different locations along the line length, as shown in 
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Figure 22. These were converted using the previously created conversion factors for their 

respective images to get the gap width in millimeters. The standard deviation of the five 

measurements was taken for each image’s data set to observe if light and image processing 

would have an influence on the consistency of measurements. Results are shown in Table VII.  

 

 

Figure 22. Measurements taken from images and general location of the five gap width 
measurements taken. 

 

3.7.2 Results 
The processed images of the two data sets are in Figure 23 and Figure 24. The top row of 

images are the masked and binary converted images. The bottom row of images is the cropped 

image before any effects were applied. Both the web and the flange images were taken on the 

same day and are from data set 6 as shown in Table V. Looking at the results of this 

experiment, one can see that the calibration sheet images on the web form jagged edges 

immediately while the calibration sheet images on the flange form jagged edges later as the 

distance increases. Jagged edges show the loss of detail in the images. Beyond just the 

increase in distance, this quality difference was attributed to the levels of light available at each 

location. The images on the web had calibration sheets in the shade and the images on the 

flange had calibration sheets in direct sunlight. Images in shade lost detail faster as distance 

increased than images in direct sunlight. 



41 
 

 
 

 

 

Figure 23. Results from calibration sheets located on web.    

 

 

Figure 24. Results from calibration sheets located on flange. 

 

From Table VII it can be seen that the calibration sheet images that were taken in direct 

sunlight, such as those on the flange, had an almost consistently lower standard deviation than 

the calibration sheet images that were taken in the shade, such as those on the web, for both 

unprocessed and processed images. This indicates that having direct sunlight helps maintain 

measurement consistency. For both the flange and the web, processed images almost always 

had a higher standard deviation than the unprocessed images. This may indicate that applying a 

binary mask oversimplifies the image, causing a loss of detail that interferes with 

measurements. A different image processing method may yield better results. Also, instead of 

using the same processing settings for each image, the use of more custom fitted settings for 

each picture may yield better results. 
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Table VII. A COMPARISON OF STANDARD DEVIATIONS BETWEEN FIVE 2 MM GAP 
MEASUREMENTS TAKEN ALONG THE LINE LENGTH AT DIFFERENT DISTANCES. 

 

 

Each converted gap measurement was then compared to the actual gap distance of 2 mm 

to obtain a percentage of error for each. The percentages of error for each of the five 

measurements taken per picture were then averaged and are shown in Table VIII. For a 

comparison of measurements at different scales, a similar process was done for the line length. 

The conversion factor was used to convert the measured line lengths from pixels to millimeters 

and those values were compared to the actual line length to determine percentage of error. The 

results of this process are shown in Table IX.  

It is observed that there is a significant difference in accuracy depending on the scale of the 

measurement. While the 2 mm gap width measurements resulted in 10-30% error, the 90 mm 

line length measurements resulted in only 0-3% error. This indicates that larger measurements 

can be reliably taken using image processing but that smaller measurements cannot be taken 

with the same accuracy. To find the smallest measurement length that could be accurately 

measured using only images and images that had been processed, a more in-depth experiment 

would be needed that encompassed measurements of more incremental lengths.  

1.83 m 2.44 m 3.05 m 3.66 m
0.18 0.26 0.33 0.35

processed 0.36 0.40 0.47 0.64

1.85 m 2.55 m 3.13 m 3.74 m
0.08 0.12 0.27 0.31

processed 0.27 0.37 0.47 0.61

WEB:

FLANGE:
distance

distance
unprocessed

unprocessed
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Table VIII. A COMPARISON OF THE AVERAGE PERCENT ERROR TAKEN FROM THE 
FIVE 2 MM GAP MEASUREMENTS TAKEN ALONG THE LINE LENGTH AT DIFFERENT 

DISTANCES. 

 

 

Table IX. A COMPARISON OF THE PERCENT ERROR FOR LINE LENGTH 
MEASUREMENTS AT DIFFERENT DISTANCES. 

 

  

1.83 m 2.44 m 3.05 m 3.66 m

12.09 22.47 18.34 19.43

processed 14.25 16.92 23.60 25.45
1.85 m 2.55 m 3.13 m 3.66 m

22.35 23.57 10.48 16.06

processed 11.05 18.08 20.04 36.13

distance

distance

unprocessed

unprocessed
W

eb
Fl

an
ge

1.83 m 2.44 m 3.05 m 3.66 m

0.22 0.57 0.32 0.42

processed 0.09 0.79 0.08 2.74
1.85 m 2.55 m 3.13 m 3.66 m

0.33 1.63 1.39 2.90

processed 1.07 0.33 2.47 1.77Fl
an

ge unprocessed

distance

distance

W
eb unprocessed
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4. DEVELOPMENT OF PASSIVE VISUAL SENSOR 
4.1 Introduction 

By creating a way to amplify the visibility of damage to a structure, visual inspection can 

provide more insight with less intervention and UAVs could provide more information about 

a structure during missions. Creating a mechanical passive sensor that could indicate 

localized steel yielding came as an idea to do just that. In the event of an overload or a 

collision, sensors attached throughout the length of a girder could help inspectors see the 

extent of damage and propose a more optimized solution for the situation. Figure 25 shows 

the process used to develop the passive sensor proposed. The inputs and output for 

modeling in ANSYS Static Structural are shown along with those for the experimental tensile 

tests.  

 

 

Figure 25. Flow chart of input-output relationship between numerical and experimental 
studies to design the passive visual sensor. 

 

4.2 Sensor Design and Numerical Models  
The overall objective was to choose a geometry that would allow the sensor to break in the 

event of a plastic deformation at the main structural element. Two concepts of sensor 

geometries were studied as shown in Figure 26. The first concept, shown in Figure 26(a), was 

made such that different levels of stress could be indicated in one part. The strands would be 
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fine-tuned to break incrementally at different levels of strain in the structure, showing the extent 

of damage. The second concept, shown in Figure 26(b), was made as a simplified version of the 

previous model, containing only 1 strand rather than 3 that would be used to indicate just when 

the metal initially yielded.  Since the first concept shown in Figure 26(a) was more complex, it 

was decided that the second concept would be tested instead to ease the manufacturing 

process.  

 

 

Figure 26. Conceptual designs of passive visual sensor. (a) Concept 1: this design has 
multiple strands to allow for measurement of multiple levels of strain. (b) Concept 2: this design 

contains only one strand meant to indicate only the yield strain. 

 

The sensor dimensions were identified using numerical models. Using the concept 2 

geometry, different variations were modelled in ANSYS. The ANSYS Static Structural module 

was used as it was the best fit for the problem because the loads involved in this problem have 

no significant damping or inertia effects and there are assumed to be steady loading and 

response conditions [44]. Analysis setup was a replica of what would be done during later tests. 

The interface between the sensor supports at the ends and the structure was defined by the 

bonded contact elements, which means that there were no gaps and no sliding [45].  The 

dimensions of the coupon are shown in Figure 27 and mesh specifications are shown in  
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Table X. These values were determined via trial and error. The mesh was automatically 

generated for the coupon and sensor and was refined at the gauge length and contact points 

using a sphere of influence and contact sizing, respectively. The sphere of influence allows the 

mesh to be refined within a user-defined sphere. Figure 28 shows the local coordinate system 

used for defining the center of the sphere of influence with respect to the global coordinate 

system for each geometry. Figure 29 shows the resulting mesh from the setup in Table X. A 

displacement was prescribed and was defined to reach its max at 0.5 seconds before returning 

to 0 at the end of the 1 second duration of the test. The displacement was assigned by trial and 

error to determine what was necessary to observe the yielding stress of the coupon as well as 

the ultimate stress in the sensor for each geometry variation. Initially, both the sensor and the 

coupon were defined to be made of steel. Material properties for steel are shown in Table XI.  

Six different geometries of concept 2 were studied and two of them had desirable results. 

The geometries of these two variations are shown in Table XII and Figure 30 shows the 

description of each dimension. Other geometries were considered unfavorable due to the 

coupon yielding without the sensor reaching ultimate stress at all or reaching ultimate stress too 

late.  

 

 

Figure 27. Dimensions of coupon. 
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Table X. SPECIFICATIONS OF FEM MESHING. 

Element Sizing: 

Element Sizing at Contact: 0.3 mm 

Element Sizing Inside Sphere: 0.8 mm 

Element Sizing Outside Sphere: approx. 3-4 mm 

Sphere of Influence Specifications: 

      Geometry 1     

Origin X: -6.2E-07 mm 

Origin Y: 6 mm 

Origin Z: -100 mm 

Radius: 29 mm 

      Geometry 2     

Origin X: -6.2E-07 mm 

Origin Y: 3 mm 

Origin Z: -100 mm 

Radius: 15 mm 
 

 

Figure 28. Detail of local coordinate system for sphere of influence. 
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Figure 29. Meshed sensor and coupon geometry. 

 

Table XI. MATERIAL PROPERTIES OF STEEL. 

Steel 

Density 7850 kg/m3 

Young's Modulus 200000 MPa 

Poisson's Ratio 0.3   

Bulk Modulus 166670 MPa 

Shear Modulus 76923 MPa 

Bilinear Isotropic Hardening 

Yield Strength 345 MPa 

Tangent Modulus 1450 MPa 
Tensile Ultimate 

Strength 450 MPa 
 

Table XII. GEOMETRIES OF THE TWO BEST PERFORMING VARIATIONS OF CONCEPT 
2. 

Geometry 1   Geometry 2   

𝑆  5 mm 𝑆  5 mm 
𝑺𝒘 10 mm 𝑺𝒘 15 mm 

𝑺𝒆𝒏𝒅 4 mm 𝑺𝒆𝒏𝒅 5 mm 

𝒍𝟏 2 mm 𝒍𝟏 5 mm 

𝒅𝒆𝒑𝒕𝒉𝒔 2 mm 𝒅𝒆𝒑𝒕𝒉𝒔 1.5 mm 
𝑡ℎ𝑖𝑐𝑘  1 mm 𝑡ℎ𝑖𝑐𝑘  1 mm 

𝑤𝑖𝑑𝑡ℎ  1 mm 𝑤𝑖𝑑𝑡ℎ  1 mm 
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Figure 30. Definitions of dimensional variables used in Table XII. 

 

In addition to metal as a sensor material, various polymers were also studied numerically as 

shown in Table XIII. Polystyrene, high impact polystyrene, acrylic, and VeroClear were modeled 

in ANSYS. Polystyrene, high impact polystyrene, and acrylic were chosen because of their 

brittleness and good durability to environmental factors such as temperature and humidity. 

VeroClear is an acrylic-like transparent photopolymer [46] that was also tested to be able to 

manufacture with 3D printing. Material properties for VeroClear were obtained from the PolyJet 

Materials Data Sheet [47]. 

 

Table XIII. MATERIAL PROPERTIES FOR PLASTICS TESTED DURING MODELLING. 

  
Polystyrene 

High Impact 
Polystyrene 

Acrylic VeroClear 

Density 1040 kg/m3 1040 kg/m3 1180 kg/m3 1190 kg/m3 

Young's Modulus 2730 MPa 1720 MPa 2960 MPa 3000 MPa 

Poisson's Ratio 0.395   0.407   0.395   0.395   

Bulk Modulus 4333.3 MPa 3082.4 MPa 4269.8 MPa 4761.9 MPa 

Shear Modulus 978.49 MPa 611.23 MPa 964.16 MPa 1075.3 MPa 

Yield Strength 34.5 MPa 28 MPa 62.4 MPa 65 MPa 

Tensile Ultimate 
Strength 43.1 MPa 29.2 MPa 67.1 MPa   
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In general, the results improved significantly using the chosen plastics as compared to steel. 

This allowed for the use of more discriminatory criteria in performance. To compare results, the 

reaction time was found. The reaction time is the time it takes for the sensor material to reach 

ultimate stress after the base coupon material, steel, reached yield stress. The equation for 

reaction time (𝑡 ) is shown below: 

𝑡 = 𝑡  @  − 𝑡   @   (9) 

 

The reaction time results for each model are summarized in Table XIV. The results of all the 

materials are shown in detail in Table XV to Table XIX, showing the prescribed displacement 

used and the maximum equivalent stress in the center of the top face of both the coupon and 

the sensor. Using steel, the two geometric variations with the best results did not reach ultimate 

stress exactly when the coupon yielded. This is indicated by the reaction time of 0.244 seconds 

for geometry 1 and 0.91 seconds for geometry 2 as shown in Table XIV. From Table XIV, the 

material that provided the shortest reaction time for both geometries was polystyrene. 

Therefore, the ideal sensor should be made from polystyrene as it had the fastest reaction time 

of 0.03 seconds for geometry 1 and 0.11 seconds for geometry 2. Although these were the ideal 

designs, due to available manufacturing methods and materials, the configurations 

experimentally tested were geometry 2 with acrylic and VeroClear as materials.  

 

Table XIV. SUMMARY OF SENSOR REACTION TIMES. 

  Reaction Times (s) 

  Geometry 1 Geometry 2 

Steel 0.244 0.91 

Polystyrene 0.03 0.11 
Polystyrene, High 

Impact 0.05 0.11 

Acrylic 0.08 0.24 

VeroClear 0.08 0.25 
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Table XV. STRESS HISTORY FROM NUMERICAL MODELS USING STEEL WITH TWO 
GEOMETRIC DESIGNS OF CONCEPT 2. 
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Table XVI. STRESS HISTORY FROM NUMERICAL MODELS USING POLYSTYRENE 
WITH TWO GEOMETRIC DESIGNS OF CONCEPT 2. 
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Table XVII. STRESS HISTORY FROM NUMERICAL MODELS USING HIGH IMPACT 
POLYSTYRENE WITH TWO GEOMETRIC DESIGNS OF CONCEPT 2. 
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Table XVIII. STRESS HISTORY FROM NUMERICAL MODELS USING ACRYLIC WITH 
TWO GEOMETRIC DESIGNS OF CONCEPT 2. 
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Table XIX. STRESS HISTORY FROM NUMERICAL MODELS USING VEROCLEAR WITH 
TWO GEOMETRIC DESIGNS OF CONCEPT 2. 

 

 

4.3 Experimental Results 
Due to the miniature and fragile sensor geometry, 3D printing was chosen initially as the 

manufacturing method. The sensor was printed out of VeroClear using the Objet30 Prime 

3D printer and spray painted to enhance visibility during testing as shown in Figure 31(a). To 

adhere the sensor to the coupon, Loctite® E-120hp adhesive was used. Loctite® E-120hp 

adhesive is an industrial grade epoxy adhesive that was chosen because it was the 

strongest structural adhesive in lap shear strength available to be obtained for this 

experiment that also had resistance to harsh environments involving rapid temperature 
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changes and exposure to acetone, fuel and oil [48].  Resistance to harsh environments is 

important because the setup would need to be exposed to real world conditions for its 

intended use. According to the technical data sheet for Loctite® E-120hp, the adhesive’s lap 

shear strength on stainless steel is 23.44 MPa [49]. After applying it to the sensor and 

coupon, they were left to cure overnight to ensure that the bonds were at full strength. The 

coupon was made from A572 grade 50 steel. 

 

 

Figure 31. Manufactured sensors, (a) 3D printed sensors made from VeroClear were spray 
painted for visibility and (b) sensors milled from a sheet of opaque white acrylic. 

 

The first experimental setup is shown in Figure 32. The purpose of this test was to 

determine if the concept of using the sensor for detecting localized defects would be viable. 

Two sensors were attached to the coupon, one in the gauge length and one outside the 

gauge length. The sensor attached outside of the gauge length was to be used as a control. 

The bonded coupon and sensors were rigged to the model 1125 MTS tensile machine and 

the coupon was loaded at 2 mm/min until it passed yielding. The result from this 

experimental trial is shown in Figure 33. The sensor in the gauge length failed via shear at 

the bottom end when the coupon reached yielding, which was not the desired failure mode. 

This result was thought to be due to the fact that the sensor was 3D printed, as the layers 
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may have caused the part to be weaker in the plane of the shear failure and possibly due to 

a defect during manufacturing or both. The sensor outside of the gauge length was 

unaffected, which shows that the concept is viable. More work is needed in order to fine 

tune the strand to break at the exact moment of yielding but this was not the focus of these 

experiments. Rather, these trials are focused on the initial problem of adhering the sensor to 

the coupon and determining the failure modes of the sensor in experimental conditions.  

 

 

Figure 32. Experimental setup for the first coupon. 

 

 

Figure 33. Results from the first experiment. The sensor at the gauge area failed due to 
shear at one of the ends instead of breaking at the middle. The other sensor outside the gauge 

area remained unchanged which validates the concept. 
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For the next trials, it was decided that to avoid the shear failure from the previous trial, the 

sensor should be manufactured from a solid sheet of material instead. Using CNC milling, 

sensors were able to be manufactured from a sheet of opaque, white acrylic. Since the material 

was opaque, there was no need to spray paint the part for visibility. This time, just one sensor 

was bonded to the coupon and the experiment was focused on achieving the desired failure 

mode as shown in Figure 34. This was that the sensor would break at the strand to indicate that 

the coupon has yielded. To observe the sensor’s behavior more closely, an optical microscope 

was set up to capture footage of the failure as it happened. After running the tensile test, the 

results were as shown in Figure 35. The sensor did not break, but instead the adhesive bond 

failed. Two trials were done using the milled sensors with the same result. This means that a 

better method of attaching the sensor to the coupon is needed in order for the concept to work. 

In numerical models, the contact was assumed to be perfect and did not account for the 

properties of an adhesive or shifting like what was seen during footage of the experiment using 

the optical microscope. The shifting sensor is shown in Figure 36. For the concept to work, a 

stronger adhesive or another method of attachment would be needed. Ideally, the connection 

between the sensor and the coupon would need to have a shear strength greater than 345 

MPa, the yielding strength of the A572 grade 50 steel, for the sensor to behave more similarly to 

the numerical model since it assumed a perfect bond.  

 

Figure 34. Experimental setup for the second and third coupons. 
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Figure 35. Showing all failure modes of sensors from the three experiments. The sensors at 
the second and third coupons did not break since the adhesive failed instead. 

 

 

Figure 36. Sensor shifting during tensile test. Drawn lines indicate the position of the top and 
bottom of the sensor at the start of the experiment. 
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5. CONCLUSIONS AND FUTURE WORK 
5.1 Summary 

UAVs offer bridge inspectors a powerful tool to perform their job more quickly, cost-

effectively, and safely. They can provide data for digital life cycle monitoring of structures as well 

as a new perspective. 3D models created from UAV captured images can allow inspectors to 

evaluate structures in house, but for this to be possible the model needs to be highly accurate 

geometrically and texture wise. In this thesis, data collected from the DJI Phantom 4 Pro drone 

was processed through 2D and 3D image analyses. For 3D reconstruction, a path plan was 

developed to efficiently gather the images required to create an accurate and successful 3D 

reconstructed model using ContextCapture. The passive visual sensor developed in this thesis 

was intended to allow for non-visual plastic deformations to be detected through visual 

inspection. By having the sensor element rupture when the base material reaches yield strain, 

the non-visual plastic deformation can be indirectly detected. 

5.2 Findings 
3D model findings were divided qualitatively and quantitatively. Qualitative results showed 

that using multiple camera angles and elevations helped the most in reducing the number of 

holes and distortions. It is important to get closer to the subject and to focus on providing more 

views of the vulnerable areas. In this case it was the underside of the top flange due to the 

shadow effect. For improving texture, pictures taken up close for all surfaces of the girder were 

what mattered most. Trends also suggested that texture improved when there were low model 

distortions. Quantitative results showed that overall accuracy depended on reference point 

quality. Data collection during experiments primarily focused on improving the girder geometry 

qualitatively in terms of shadow effect distortion but did not focus on calibration sheet quality 

which had a big impact on overall accuracy due to the calibration sheet’s role in creating a 

conversion factor between actual units and the arbitrary units from the model. Therefore, when 

collecting data for 3D reconstruction, reference points for unit conversions need to be properly 
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accounted for. Results for accuracy by measurement were dependent on the model distortion 

trends and tended to involve problems with the web and flange.  

The proposed methodology presented in this study provides effective guidelines that have 

potential to provide higher accuracy girder models with fewer photos. Results showed that the 

methodology was able to produce a model with the highest accuracy of all models with less than 

332 pictures. More testing is needed to finalize the guidelines as there are limitations for it 

regarding web and flange depths. For larger web or flange depths, the proposed methodology 

may not provide sufficient overlap between images. Improvements may involve adding 

additional corner views or including additional positions depending on depth or width.  

For analyzing the 2D images to identify localized defects, exposing the area of interest to 

direct light improves the measurement consistency because it helps to avoid jagged edges. 

Another finding was that larger lengths on the scale of 90 mm could be measured with a percent 

error of only 0-3% while measuring smaller ones on the scale of 2 mm had a percent error of 

10-30%. More testing is needed to determine the minimum length of measurement that can be 

extracted from a 2D image from a DJI Phantom 4 Pro UAV with satisfactory accuracy. 

Both processing methods depend on good image quality and, while this study only focused 

on using the DJI Phantom 4 Pro’s camera, in future works other cameras could be tested to see 

the impact of different camera qualities on 2D and 3D processing. A limitation of the experiment 

was that the DJI Phantom 4 Pro cannot rotate its camera above the horizontal, so while it 

worked with the girder positioned below it, under more realistic circumstances with the girders 

positioned above it, this UAV would not be able to collect the images as proposed by the 

methodology and otherwise. Ideally, the UAV should likely have a top mounted camera or a 

gimbal that allows for an upward view for proper execution of this methodology under more 

realistic conditions. Another limitation to the experiment due to the girder being placed on the 
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ground rather than on a ceiling is that there is much more light available than there would be 

under a bridge, which would impact image quality. 

Although it was already an industrial strength adhesive, Loctite® E-120hp was not able to 

provide the strength needed to allow the sensor to behave as it was intended. Results showed 

that the concept is viable but the execution needs to be improved. It was found that the sensor 

needs to have a better method of attachment to the base material for it to behave as intended. 

During experimental trials, the adhesive used failed before the sensor. It was also found that 

milling the sensor worked better than 3D printing it since the 3D printed sensor failed due to 

shear at the sensor supports likely due to manufacturing defect or due to being manufactured in 

layers. 

5.3 Future Works 
Future works for 3D processing include performing additional trials of the methodology with 

greater overlap to confirm trends, using models created using the methodology and testing 

accuracy for smaller defects such as what was done in this thesis for 2D images, and testing the 

methodology in a more realistic setup with the girder suspended and confined. This would 

require the use of a different UAV than the DJI Phantom 4 Pro. Different web depths and flange 

depths should be tested and the methodology should be refined to accommodate them. 

Applying image enhancement to images prior to creating a 3D model should also be explored. 

For 2D processing, future works include using more realistic defects rather than a calibration 

sheet, which made measurement easier due to the high contrast, and performing a more 

thorough experiment testing the accuracy of defect measurements at incremental lengths 

between 90 mm and 2 mm. Additionally, more image processing masks and techniques should 

be tested using the realistic defects. As proper lighting is important for both 2D and 3D tasks, 

the development of an effective, cost effective, and portable method for lighting the underside of 

bridges for UAV image acquisition would be valuable to allow UAVs to capture more quality 
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images. For 3D reconstruction, the light cannot be carried with the UAV, which is the challenge. 

For the passive sensor, different attachment methods should be developed that will secure the 

sensor to the base material without failing before the sensor strand does. The sensors may also 

require a different design for this to be possible. 
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6. APPENDIX 
 

Methodology calculations worked out: 

𝐹𝑂𝑉 =
𝑓𝑟𝑒𝑠 ∗ 𝑖𝑚𝑟𝑒𝑠

𝑓𝑝𝑖𝑥 ∗ 1000
𝑚𝑚
𝑚

=
2 𝑚𝑚 ∗ 3078 𝑝𝑥

4 𝑝𝑥 ∗ 1000
𝑚𝑚
𝑚

= 1.54 𝑚 (1) 

 

𝑤𝑘𝑑𝑡 =
𝐹𝑂𝑉

2 ∗ tan
𝛼
2

=
1.54 𝑚

2 ∗ tan
84°

2

= 0.855 𝑚 (2) 

𝑙𝑎𝑝 = 𝑢𝑠𝑒𝑟 ∗ 𝐹𝑂𝑉 = 0.7 ∗ 1.54 𝑚 = 1.08 𝑚 

↓ 

ℎ𝑙𝑎𝑝 =
𝑙𝑎𝑝

2
=

1.08

2
= 0.539 𝑚 

(3) 

 

𝑥1 =
ℎ𝑙𝑎𝑝

tan
𝛼
2

=
0.539

tan
84°

2

= 0.598 𝑚  

 

𝑥2 = 𝑤𝑘𝑑𝑡 − 𝑥1 = 0.855 𝑚 − 0.598 𝑚 = 0.256 𝑚  

 

Δ𝜆 = 2 ∗ 𝑥2 ∗ tan
𝛼

2
= 2 ∗ 0.256 𝑚 ∗ tan

84°

2
= 0.462 𝑚 (4) 

From Table II:  

𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝑉 =
𝐷

2
+ 𝐻 =

1.75 𝑚

2
+ 0.0884 𝑚 = 0.963 𝑚 

𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝐻 = 𝑤𝑘𝑑𝑡 −
𝑊

2
= 0.855 𝑚 −

0.509 𝑚

2
= 0.6 𝑚 

𝐴1𝑆 = tan

𝐷
2

𝑤𝑘𝑑𝑡
= tan

1.75 𝑚
2

0.855 𝑚
= 45.68° 

𝐴2𝑆 = 0° 
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𝐴3𝑆 = − tan

𝐷
2

𝑤𝑘𝑑𝑡
= − tan

1.75 𝑚
2

0.855 𝑚
= −45.68° 

𝐶𝑜𝑟𝑃𝑜𝑠𝑉 = 𝐷 + 𝐻 + 𝑤𝑘𝑑𝑡 ∗ sin(15°) = 1.75 𝑚 + 0.0884 𝑚 + 0.855 𝑚 ∗ sin(15°) = 2.06 𝑚 

𝐶𝑜𝑟𝑃𝑜𝑠𝐻 = 𝑤𝑘𝑑𝑡 ∗ cos(15°) = 0.855 𝑚 ∗ cos(15°) = 0.825 𝑚 

𝐴1𝐶 = 15° 

𝐵𝑜𝑡𝑃𝑜𝑠𝑉 = 𝑤𝑘𝑑𝑡 + 𝐷 + 𝐻 = 0.855 𝑚 + 1.75 𝑚 + 0.0884 𝑚 = 2.69 𝑚 

𝐵𝑜𝑡𝑃𝑜𝑠𝐻 = −
𝑊

2
= −

0.509 𝑚

2
= −0.255 𝑚 

𝐴1𝐵 = tan

𝑊
2

𝑤𝑘𝑑𝑡
+ 90° = tan

0.509 𝑚
2

0.855 𝑚
+ 90° = 106.61° 

𝐴2𝐵 = 90° 

𝐴3𝐵 = 90° − tan

𝑊
2

𝑤𝑘𝑑𝑡
= 90° − tan

0.509 𝑚
2

0.855 𝑚
= 73.39° 

 

𝑛𝑢𝑚𝑉𝑃𝐼 =  
𝐿

Δλ
∗ 5 ∗ 𝐺 =

42.7 𝑚

0.462 𝑚
∗ 5 ∗ 4 = 1849.69 ≈ 1850 𝑉𝑃𝐼𝑠 

(5) 

𝑛𝑢𝑚𝑃𝑖𝑐𝑠 =
𝐿

Δλ
∗ 3 ∗ 2 +

𝐿

Δλ
∗ 1 ∗ 2 +

𝐿

Δλ
∗ 3 ∗ 1 ∗ 𝐺

=
42.7 𝑚

0.462 𝑚
∗ 3 ∗ 2 +

42.7 𝑚

0.462 𝑚
∗ 1 ∗ 2 +

42.7 𝑚

0.462 𝑚
∗ 3 ∗ 1 ∗ 4

= 4069.31 ≈ 4069 𝑝ℎ𝑜𝑡𝑜𝑠 

(6) 

𝑏𝑒𝑡𝑉1 = 𝐶𝑜𝑟𝑃𝑜𝑠𝑉 − 𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝑉 = 2.06 𝑚 − 0.963 𝑚 = 1.10 𝑚 

𝑏𝑒𝑡𝐻1 = 𝐶𝑜𝑟𝑃𝑜𝑠𝐻 − 𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝐻 = 0.825 𝑚 − 0.6 𝑚 = 0.226 𝑚 

𝑏𝑒𝑡𝑉2 = 𝐵𝑜𝑡𝑃𝑜𝑠𝑉 − 𝐶𝑜𝑟𝑃𝑜𝑠𝑉 = 2.69 𝑚 − 2.06 𝑚 = 0.633 𝑚 

𝑏𝑒𝑡𝐻2 = 𝐶𝑜𝑟𝑃𝑜𝑠𝐻 − 𝐵𝑜𝑡𝑃𝑜𝑠𝐻 = 0.825 𝑚 − (−0.255 𝑚) = 1.08 𝑚 

 

𝑏𝑒𝑡𝐺𝑖𝑟𝑑𝑒𝑟𝑠 = 𝑎𝑏𝑠(𝑆 − 𝑆𝑖𝑑𝑒𝑃𝑜𝑠𝐻 ∗ 2) = 𝑎𝑏𝑠(3.66 𝑚 − 0.6 𝑚 ∗ 2) = 2.46 𝑚  
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𝑡𝑟𝑎𝑣𝑒𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒

= 𝐺 ∗ 5 ∗ 𝐿 + 2 ∗ (𝑏𝑒𝑡𝑉1 + 𝑏𝑒𝑡𝐻1 + 𝑏𝑒𝑡𝑉2 + 𝑏𝑒𝑡𝐻2) + (𝐺 − 1)

∗ 𝑏𝑒𝑡𝐺𝑖𝑟𝑑𝑒𝑟𝑠

= 4 ∗ 5 ∗ 42.7 𝑚 + 2 ∗ (1.096 + 0.226 + 0.633 + 1.08) + (4 − 1)

∗ 2.46 𝑚 = 867.45 𝑚 

(7) 

𝑡𝑟𝑎𝑣𝑒𝑙𝑇𝑖𝑚𝑒 =
𝑡𝑟𝑎𝑣𝑒𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑠𝑝𝑒𝑒𝑑 ∗ 1000
𝑚

𝑘𝑚
∗

1 ℎ𝑟
3600 𝑠

+ 𝑛𝑢𝑚𝑃𝑖𝑐𝑠 ∗ 𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑇𝑖𝑚𝑒

=
867.45 𝑚

0.805 𝑘𝑝ℎ ∗ 1000
𝑚

𝑘𝑚
∗

1 ℎ𝑟
3600 𝑠

+ 4069.31 ∗ 1 𝑠 = 7948.61 𝑠 

→ 132.48 𝑚𝑖𝑛 

(8) 
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