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SUMMARY 

This dissertation focuses on developing Artificial Intelligence (AI)-based and self-healing 

control techniques to enhance the resiliency of active distribution networks for upcoming 

power grid challenges. In the first stage of this work, a high bandwidth primary control layer 

is developed to achieve an ultra-fast predictive controlled dual active bridge converter 

interfaced grid-following inverter for voltage and frequency support. The primary control 

layer is developed by a novel model predictive self-healing control (MPSC) scheme. This 

control technique heals intrinsic drawbacks in commonly used control approaches by 

decreasing the potential errors in the control processes. However, the frequency restoration 

process needs more advanced techniques due to the high nonlinearity of the active 

distribution networks such as power electronic dominated grids (PEDG). Therefore, an 

artificial intelligence-based power reference correction (AI-PRC) mechanism is developed 

to address the shortcomings of frequency restoration of the state-of-the-art virtual 

synchronous generator (VSG)-based or droop-based grid following inverters (GFLIs) and 

grid forming inverters (GFMIs) via re-defining GFLI role at grid-edge. A detailed analytical 

validation is provided that shows control rules in PEDG intrinsically follow the underlying 

dynamic of the swing-based machines to extend its stability boundary. Considering this fact, 

comprehensive transient and steady state-based mathematical models are used for 

constructing the learning database of the proposed AI-PRC mechanism. Subsequently, a 

neural network is trained by Bayesian Regularization Algorithm (BRA) to realize the 

proposed AI-PRC for GFLIs. The proposed training approach can deal with all grid 

characteristics alterations and uncertainties. Thus, this approach incorporates all PEDG’s  
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SUMMARY (Continued) 

effective variables that shape its dynamic response during transient disturbances. Several 

simulations and experimental case studies were provided that evaluate the functionality of 

the proposed AI-PRC for GFLIs towards enhancing transient response and resiliency of 

PEDG. The provided evaluations demonstrate significant improvement in frequency 

restoration in response to transient disturbances. 

Moreover, the proposed control technique is exploited as a shadow controller in the case 

that the attacker aims to threaten the entire grid stability via stealthy attacks. Some stealthy 

attack scenarios are investigated on the 14-bus PEDG, and the results have proven the 

effectiveness of the proposed approach in fast supporting of the grid in the event of stealthy 

attacks, thus the grid resiliency is enhanced in this case as well. 

Due to the high importance of power grid resiliency, in the final stage of this work, an 

intrusion detection system (IDS) is developed to provide another layer of security that 

monitors grid dynamics and vital variables in other time scales. The groundwork of this 

technique is based on a load forecasting procedure that benefits from an artificial intelligence 

approach. In more details, an anomaly detection technique based on a condition monitoring 

vector and ultra-short demand forecasting is designed and developed for achieving the 

above-mentioned goals. The designed IDS is more robust against attack scenarios that could 

bypass other primary control layers. Thus, the proposed approach enables grid operators to 

take proper and prompt actions for providing a secure operation of the grid.
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Chapter 1 

1. Introduction 

Part of this chapter, including figures and text are based on my following papers: 
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Stability of the Power Electronics-Dominated Grid: A New Energy Paradigm," in IEEE 

Industrial Electronics Magazine, vol. 14, no. 4, pp. 65-78, Dec. 2020. 
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1.1. Toward Resilient Power Electronic Dominated Grid 

Nowadays, the existing energy network is being modernized by an ever-increasing 

penetration of renewable energy resources and energy storage systems (i.e., the energy-

paradigm) [1-3] . For instance, the wind energy installation is expected to reach 903 GW by 

2023 [4]. Similarly, solar photovoltaic (PV) energy installation will reach 1296 GW in 2023 

[5]. As well as, the global deployment of energy storage systems will reach 2500 MW by 

2023 [6]. In other words, the new energy paradigm is transforming the current energy 

network from being reliant on synchronous generators to power electronics-based power 

generation [7-9]. This high renewable energy generation-based power grid is termed as the 

power-electronics-dominated-grid (PEDG). 

 A generic example of a PEDG is depicted in Figure 1. 1. This PEDG contains high 

number of power electronic converters. The power electronic converters are employed in PV 

systems, wind farms, battery banks, high voltage DC (HVDC), multi-terminal DC (MTDC), 

micro-grids, etc. Furthermore, PEDG can be interconnected to a larger power network 

through point of common coupling. PEDG also requires three level of controls: (i) primary 

control, (ii) secondary control, and (iii) tertiary control [10].The primary control is associated 

with each individual power electronic interface. The secondary control level of PEDG is 

responsible of managing the different energy generation assets by assuring optimal and 

reliable operation. Furthermore, the secondary control communication level is observing and 

controlling the meters, relays, and breakers in PEDG. In fact, this is the reason that the 

secondary control is often termed in the literature as the central control or the supervisory 

control. Additionally, the role of tertiary control is similar to the secondary control role but 
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on a larger scale. In more details, the tertiary control ensures operational optimality and 

reliability from the perspective of the upper power network requirements. Based on the grid 

aggregation architecture, the secondary and tertiary control layers may have communication 

interactions.  

Essentially, the main functionalities of these three-level controls collectively are: sustaining 

the frequency and voltage in their acceptable levels, achieving balanced demand and power 

supply, seamless transition between the grid-connected and islanded operation modes, 

accomplishing economic dispatch, and providing proper demand side management. 

Nevertheless, the stability topic is majorly linked to control level that possess fastest 

dynamics. In such hierarchy, the primary level of the PEDG is the fastest control. The 

primary control is responsible of voltage control, frequency control, islanding detection, and 

active and reactive power allocation and balance [11]. However, the stability study in 

conditions where the PEDG is tied with a larger power grid is so far limited to the stability 

 

Figure 1. 1. Generic example of PEDG  
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of a single or multiple power generation assets, motors, or loads. Example of such 

instabilities are termed as harmonic instabilities or harmonic resonance [12, 13]. Moreover, 

voltage and frequency stability in grid connected PEDG is governed by the stability of the 

upper power network. Thus, the operation of the PEDG in such mode is limited to active 

power injection and ancillary services. In other words, major instabilities in non-islanded 

mode of operation are power quality related from the perspective of the upper power 

network. Moreover, with the recent leveraging by grid codes for encouraging the islanded 

operation [14, 15]; islanded PEDGs are anticipated to rule the future of the current energy 

network. In the islanded operation of PEDGs, the frequency and voltage are no longer 

supported by the upper power network. Thereby, the individual energy resources in the 

PEDG are required to sustain the voltage and frequency in their satisfactory ranges. Though, 

the PEDG’s primary control in standalone mode highly variates depending on the control 

approach adopted for the energy assets. For instance, the behavior of grid-forming 

synchronous machines is different compared to the droop-controlled inverters [16]. 

Precisely, for synchronous machines, the frequency and voltage are controlled through the 

governor and the field current control loop, respectively [17]. In contrast, in islanded PEDG 

the network’s inverters rely on rapid control loops for voltage, current, and PLL. In other 

words, PEDG has low mechanical inertia and rapid and multi-time scale dynamics [18], not 

forgetting the dominant stochastic generation nature of PEDG’s energy assets.  

The key feature that distinguishes the PEDG paradigm compared to the conventional 

interconnected power system is mainly the loads and generation assets proximity. This means 

that PEDG has shorter feeders, making medium voltage level operation optimal for such 
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network. Also, because of feeder’s short length, PEDG has lesser reactance to resistance ratio 

(X/R) in comparison to the interconnected traditional bulk power system [22]. Consequently, 

the mathematical representation of PEDG’s voltage, frequency, bus angles, active power 

flow, and reactive power flow dynamics are significantly different compared to bulk power 

systems. Additionally, the proximity between loads and generation units in PEDG makes the 

stochastic nature of renewable energy resources or any existing uncertainties to have a higher 

impact on PEDG’s elements. In other words, the proximity feature of PEDG results in high 

correlated behavior among the components of the PEDG. Furthermore, balancing the 

demand and supply in PEDG is challenging due to the dominant intermittence nature of the 

PEDG energy resources [23]. Combining that challenge with the bidirectional power flow 

feature of PEDG requires complex control and protection coordination among network’s 

prosumers. 

With the expectation that the number of synchronous machines will be lesser in PEDG 

compared to static power electronics-based generators, this will have a substantial impact on 

system’s overall inertia. Specifically, PEDG inertia is significantly lower compared to the 

bulk interconnected power system. The low inertia problem of PEDG is severe with low 

short circuit capacity of the network. Precisely, slight deviations in the PEDG architecture 

due to any intentional load or generator disconnection would have a drastic effect on the 

voltage and frequency. In fact, the mixture of synchronous machines with inverter-based 

generations results in a combination of large time constants with small time constants. This 

might force inverters-based generation units to unintentionally shut down during 

perturbation in system parameters due to network architecture’s alteration. Thus, the crucial 
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distinction between traditional bulk power grid and PEDG considering system stability are 

generations and loads proximity, high penetration of stochastic nature energy generation 

assets, low feeders’ X/R ratio, low short circuit capacity, low inertia, high correlation between 

the generation units, and unbalanced phase voltage and loading. Considering these distinctive 

characteristics of PEDG, the concept of resiliency is reassessed in the next section.  

1.2. The concept of Resiliency in PEDG 

As several challenges regarding the PEDG's features and stability issues were contained 

in previous section, it is essential to provide another feature for PEDG which is provoked 

but not limited by consequences of traditional power system modernization. PEDG suffers 

mainly from lack of minimum required inertia which results in some other challenges which 

were reviewed previously. Thus, this issue decreases PEDG tolerance when confronted with 

different types of disturbance. Moreover, deploying smart devices in this new energy 

paradigm necessitates PEDG to come up with more communication links which makes 

PEDG to be more vulnerable to different sorts of Cyberattack. Therefore, in general, the 

ability of the PEDG to tolerate and rapidly recover severe impact disturbances is known as 

resiliency. In fact, resiliency add a new aspect to system management and reliability. Most 

incidents that threaten PEDG resiliency can be categorized as low-frequency occurrences 

while they can have severe impact on the system. Resiliency is a kind of ability that can be 

added to the power system to restrict the severity and duration of negative and destructive 

damages following by extreme disruptions. The main factors that have high influence on 

PEDG resiliency can be categorized as weather-related incidents and infrastructure damages, 

cyberattacks, and energy source limitations. Severe weather incidents can damage 
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transmission lines and accordingly PEDG’s infrastructure. To have better insight about the 

severe weather effects, Figure 1. 2 illustrates the event trends and related imposed costs for 

flooding, freeze, severe storm, tropical cyclone, winter storms, etc., from 1980-2022 in USA. 

For instance, according to power outages. US, as an aggregator of utility blackout data, 

customers have experienced 1.33 billion outage hours in 2020, up 73% from roughly 770 

million in 2019. Extensive generation loss is the main consequence of severe weather 

incidents that effortlessly can result in a wide area blackout if the PEDG is not resilient 

enough. 

As a matter of fact, in PEDG, the number of remote-control capabilities that utilizes 

information communication technologies is high compared to the bulk power system. 

Initially, the thought of using more intelligent devices in the PEDG paradigm might appear 

attractive [19]. This large integration of intelligent devices in the PEDG paradigm created a 

dangerous trade-off regarding security [20]. Meaning that, the PEDG network is highly 

susceptible to malicious cyber intrusions. The seriousness of these cyber-attacks is ranging 

from simple thefts and consumer loads damage to high impacts that leads to shut down, 

cascaded failures and large blackouts that impact the energy market operation [21]. 

Intelligent cyber-attacks on the PEDG network are targeting the physical layer to violate the 

network stability limits by appearing as normal network uncertainties. Given the PEDG 

paradigm multi-time scale nature, this dictates the detection of cyber-attacks in a very short 

to avoid serious consequences on the PEDG operation. Otherwise, these intelligent cyber-

attacks go in penetrating the system till it become a stealthy attack that is undetected. Cyber-
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attacks can also downgrade the responsivity of physical system that are providing services 

in PEDG as well. [22] 

Moreover, PEDG with distinct characteristics compared to the traditional system might 

encounter with power source limitations, particularly in transient durations when a severe 

disturbance occurs. As the inertia is low, it is crucial to have plenty amount of power reserves 

or battery energy storage systems to contribute to voltage and frequency restoration 

procedure during severe impact incidents [23, 24]. Considering all limitations regarding the 

energy storage systems such as their control dynamic, environmental restrictions, and cost 

issues, if PEDG cannot be supported properly and promptly with the existing sources, the 

system would experience unstable conditions. Thus, the resiliency of PEDG can be affected 

by the power source limitations of the grid as well. In PEDG, several grid-following inverters 

(GFLI) are supporting the local loads or suppling a share of demand in grid-connected mode. 

 

Figure 1. 2. US billion-dollar disaster events 1980-2022 (CPI-Adjusted) [22] 
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It seems the maximum capabilities of the GFLI in PEDG are not utilized in critical conditions 

of grid if just limited to have a contribution to the base load of the grid. Therefore, if GFLIs 

contribute to frequency and restoration procedures in transient periods effectively, the 

resiliency of the PEDG can be enhanced considerably based on the provided definitions. 

Regarding the grid forming inverters (GFMI), if the grid benefits from their maximum 

contributions to voltage and frequency restoration, some other challenges will be evolved 

such as power sharing problems and oscillatory behaviors. Thus, utilizing the current source 

assets in transient periods by considering all technical limitations can be an attractive solution 

for rapid restoration of the PEDG.  

Considering all above-mentioned issues, PEDG resiliency can be described as a function 

of three major features such as damage restraint, recovery, survivability, and rapid system 

restoration abilities. As an example, damage restraint can include physical and cyber security 

of supply centers, transmission lines, and dispatching centers against different types of 

damages. For instance, strengthening the physical infrastructures of energy sources against 

weather-related issues can enhance the resiliency of the PEDG. System recovery is 

associated with procedures that can speed up service restoration appropriately. Evaluating 

the occurred damage to the system, managing power outages, and availability of recovery 

power equipment such as power transformers can be classified in this category. Survivability 

has a substantial role in enhancing resiliency. Survivability can be linked but not limited to 

some actions that enable PEDG to sustain some level of electricity either at a basic level or 

survive some of its clusters during severe disturbances. Besides, survivability can be 

enhanced by deploying innovative technologies to provide a basic level of functionality for 
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the customers. System restoration ability is one of the most significant features that can 

improve system resiliency. This will include some complicated decisions that are made by 

PEDG operators as well as applying novel control techniques to reinstate the PEDG's ability 

to sustain its electricity continuity and return the system to operating in normal condition. It 

should be remarked that by equipping PEDG with smart control or self-healing approaches, 

the ground level of resiliency can be enhanced. However, a sort of tradeoff is required and 

should be considered when these approaches are applied to the vulnerable PEDG. In this 

dissertation, it is aimed to focus on rapid system restoration aspect of resiliency. Extensive 

disturbances can jeopardize system stability boundary and based on the definitions that 

provided for resiliency, having more stable system results in more resilience system. Thus, 

the concept of stability is presented in the next sections. 

1.2.1. Concept of Stability in PEDG 

Take an example of a PEDG that is operating in equilibrium point. This means all network 

state variables are sustaining their operational constrains. Specifically, voltages and the 

frequency are in their appropriate values in steady state. This network is stable if its state 

variables - after the network is being subjected to disturbance - reach to new steady-state 

levels that are also sustaining the operational constrains and without unintentional load 

shedding. Moreover, in a network paradigm that loads are participating as controllable assets 

[25, 26], intentional load shedding that makes the network satisfy the abovementioned 

operational constrains is stable. Also, in situation where loads are intentionally tripped to 

clear faults and not perform load shedding for solely supporting voltage and frequency issues 
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and given that the network satisfies the previously mentioned operational conditions, the 

network is also considered to be stable. 

In the traditional interconnected bulk power network, no individual load operation and 

energy availability is more crucial than the network whole stability. This is because of the 

conventional interconnected network vast scale that makes load shedding process an 

acceptable action to assure the network operation continuity. However, with PEDG paradigm 

the operator has the liberty to prioritize certain load feeders over the rest of the network loads. 

For instance, feeders that are delivering power to critical loads such as hospitals, airports, 

and data centers must have the highest priority in PEDG. Therefore, unlike bulk power 

system, the intentional load shedding of the critical loads to maintain the PEDG operation 

render the network to be unstable. 

The disturbance in the operation of PEDG is categorized into small or large which in fact 

can be defined as an external input that is resultant from loads variations, elements failures, 

or intentional and nonintentional operation mode or operation set-point adjustments. 

Fortunately, small disturbances can be captured by the linearized state space models and 

hence such disturbances are classified as small-signal perturbations. On the other hand, the 

large disturbances cannot be captured by the linearized state space models. Example of such 

large disturbances are generations loss, short-circuit faults, nonintentional transition from 

non-islanded to islanded mode of operation. Additionally, both large and small disturbances 

are further subcategorized into short and long term. For instance, small variations of loads in 

a heavy loaded network might trigger undamped power oscillations in the long term. In 
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contrary, unbalanced power sharing among power generation assets excites power resonance 

phenomena that builds up rapidly in short term. 

1.2.2. Stability Categorization and Vulnerabilities 

Given the distinctive characteristics of PEDG, instabilities associated with voltage or 

transient operation which are dominant in the bulk power system are not expected to occur in 

the islanded PEDG. The high portion of stability issues in the PEDG paradigm are related to 

frequency due to the intrinsic low inertia nature of the system. This indicates the need for a 

light shedding on vulnerabilities for PEDG stability. Furthermore, stability of a power 

network in the literatures are classified based on: (i) magnitude of the disturbance causing 

instability, (ii) duration of the instability, (iii) physical root-cause of the instability, (iv) 

components caused or involved in the instability, (v) instability analysis approach, and (vi) 

instability trajectory and prediction approach. Categorizing stability in the PEDG paradigm 

according to the established stability concept is not simple, as PEDG variables dynamics are 

strongly coupled. In more details, any instability phenomena in a PEDG will result in 

oscillations in all the variables. In other words, it would be hard to distinguish voltage 

instability from frequency instability in a PEDG. Hence, the most logical categorization for 

instability in the PEDG is based on the origin of the instability. In the next section, considering 

the scope of this work, normal disturbance, and severe disturbance stability as well as supply 

demand stability are discussed.  
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1.2.3. Normal Disturbance and Severe Disturbance Stability 

The origin of normal disturbance instabilities is majorly linked to the low damping 

availability for critical eigenvalues of the network. normal disturbance instabilities can be 

captured by the linearized state-space model of the network. However, the duration of the 

small-perturbation instabilities is due to the root cause of the instabilities, disturbance 

magnitude, inherent nature of the network. For instance, undamped power oscillations are 

witnessed when poor power sharing among multiple distributed generation occurs; this 

power oscillations grows quickly violating the operation constrains of the network in short 

term. On the contrary, small demand and supply change in a heavy loaded network rises 

undamped power oscillations that take long time to violate the operational constraints. 

Instabilities that cannot be captured by the linearized state-space model of the network 

are considered as severe disturbance instabilities. This type of instabilities originates from 

amount and location of short-circuit faults, unintentional transition from non-islanded to 

islanded mode of operation, and generation units’ loss. Regarding severe disturbance 

instability time frame, instability is always a short-term phenomenon. For instance, 

unplanned islanding makes the system rapidly unstable due to drastic large variations in the 

frequency and the voltage. 

1.2.4. Demand and Supply Stability 

Demand and supply balance stability is concerned about attaining the power generation 

and the required power demand equilibrium with assuring the optimal power sharing among 

the network energy resources assets, not forgetting, satisfying the network parameters 

operation constrains. Poor power sharing among multiple energy generation assets, loss of 
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energy generation resources, and unintentional load loss are examples that might originate a 

demand and supply instability issue.  

The stochastic generation nature, small number of conventional generation units, and the 

low inertia nature of a PEDG make frequency regulation a crucial challenge. For instance, a 

disturbance, such as loss of a generation unit in the PEDG paradigm, puts the system in risk 

of high rate of change of frequency occurrence. In fact, even with an adequate power reserve 

existence, such frequency instability issues in low inertia systems cannot be recovered. 

Furthermore, in the PEDG paradigm the P-f droop relation does not express the dynamics of 

the system accurately, since PEDG feeders’ short length and low X/R ratio make a strong 

coupling between frequency dynamics with active power flow as well as voltage dynamics. 

Any voltage variations at the generation busses reflects instantaneously on the network loads, 

which indirectly affect the system demand and supply (i.e., system frequency) due to voltage 

sensitive loads tripping. Furthermore, frequency instabilities originate from various reasons, 

such as an unexpected huge demand increase without enough generation reserve availability. 

In such case, with PEDG low inertia, the frequency will decrease abruptly resulting in a 

blackout that is triggered by the protection relays [27]. Another root-cause of frequency 

instability in the PEDG paradigm that does not happen in bulk power systems, is poor power 

sharing among the network energy assets. This poor power sharing results in small 

perturbation instability for durations ranging from seconds to minutes [28]. The duration of 

the frequency instability (i.e., short, or long term) is linked to the time that the frequency 

protection relay is activated. Also, frequency instabilities in PEDG are extended to steady-

state operation. For example, for a network operating at its maximum capacity, small 
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variations in the demand might trigger frequency protection relays, which is considered as a 

long-term frequency instability. On contrary, this long-term frequency instability problem is 

tackled by controlling the governor valves of the interconnected power system synchronous 

generators. However, such mechanism is irrelevant to the PEDG paradigm. 

PEDG definitions, its characteristics and consequences challenges were discussed in 

previous sections with details. As the objective of this work is to enhance the PEDG 

resiliency, a concept of resiliency which mostly covers all PEDG features is provided. 

Moreover, stability concept in PEDG is reviewed as it is believed that having greater stability 

boundary can enhance the PEDG resiliency. Categorization and vulnerability of stability 

challenges were analyzed. Finally, demand supply stability considering normal and sever 

disturbances were investigated. Thus, as PEDG comprise numerous GFMIs and GFLIs as 

the main power sources, in the next section, different control modes of these two types of 

inverters are reviewed and a general description for GFMI and GFLI interaction are studied. 

1.3. Interaction of Grid Following and Grid Forming Inverters in PEDG 

Moving toward PEDG, it is required to comply with grid’s supply-demand balance 

constraints mostly by power electronic-based renewable resources. Traditional power system 

is known as a mature system that can offer acceptable stability boundary to cope with most 

of external disturbances. In fact, power system takes advantages from mechanical features 

that are involved in control loops for maintaining the stability margin. Although, they are 

vulnerable to some severe disruptions but commonly they can provide a kind of reliable 

operation. However, due to the practical evolution that are being occurred from traditional 

power system to PEDG, most of system’s mechanical characteristics are noticeably lessened. 
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Thus, in low-inertia PEDG, it is crucial to compensate these missed and essential attributes 

for sustaining the system stability. Basically, by substituting synchronous generators with 

more power electronic based resources, total kinetic energy of the system is demoted. This 

momentary and available reserved energy, which is due to the rotation of SG shaft, could be 

used to support system during short but severe transients’ periods as the control loops needs 

this short period to take up their output to meet new operation point of the system. Based on 

the contemporary improvements in control schemes of power electronic based resources, it 

is attainable to emulate similar features of traditional power system to extend new energy 

paradigm’s stability boundary particularly during grid severe disturbances. However, new, 

and several control and stability challenges come up here, when numerous control loops are 

interacting with each other in PEDG. As PEDG comprise several grid following inverters 

(GFLI) and grid forming inverters (GFMI), in this section, some thoughts regarding different 

aspects of these two inverters are provided. Primarily, GFLIs act as current sources that 

follow the grid’s voltage and GFMIs act as voltage source that shape the grid’s voltage and 

frequency. GFLIs effectively can contribute to support and control the grid’s demands while 

follow the voltage of the grid. However, GFMIs can mimic a synchronous machine dynamic 

that actively interacts with grid’s loads based on the power balance fundamentals. For 

example, the p-f droop in GFMIs approximately emulates swing equation in power electronic 

based systems. Moreover, this emulation can be more accurate if GFMI control loops directly 

are shaped based on the swing equations of SGs which in this case are called as virtual 

synchronous generator (VSG). Figure 1. 3 and Figure 1. 4 depict a generic illustration of 

GFMI and GFLI respectively. As shown, GFLIs mainly control the injected active and 
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reactive powers to the grid while follow the grid’s voltage angle but the GFMIs shape the 

grid voltage and frequency by following the required grid’s demand. As shown, having a 

phase-locked loop (PLL) in the control schemes of GFLIs are requisite. Nevertheless, if the 

grid has a large impedance which is known as weak grid, PLLs can jeopardize system 

stability boundary [29, 30].   Certainly, increasing the number of GFLIs in PEDG can 

resonate this drawback. Plausibly, the experts have decided to increase GFMI’s contributions 

in the new energy paradigm as they independently can form a grid based on frequency and 

voltage magnitude reference values. However, this fact will bring up some other technical 

challenges such oscillatory dynamic and power circulation among GFMIs. Based on the 

fundamental of electrical circuits, GFLIs can be modeled as a current source with shunt 

 

Figure 1. 3. Generic example of a basic grid forming inverter. 

 

Figure 1. 4. Generic example of a basic grid following inverter 
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impedance at the point of interconnection (POI) with the grid. However, using the Thevenin 

rule, a current source can be demonstrated with a voltage source that is in series with an 

impedance. In Figure 1. 5 and Figure 1. 6, the fundamental control loops of these two 

inverters are illustrated. A mentioned before, GFMIs follow the grid’s demand while form 

the voltage and frequency of the grid based on the predefined reference values. To emphasize 

the notion that a GFLI needs to have the grids’ voltage angle to inject the predefined active 

and reactive power, Figure 1. 6 provides a basic methodology for generating the voltage 

angle that should be followed by GFLI. As shown, the q-component of the voltage is passed 

through a PI controller and the grid frequency is added as feed forward to this loop. By 

integrating the result, the angle is captured. By comparing this stage in GFMI, it is realized 

that by integrating the reference frequency, the angle is captured forthrightly. Moreover, the 

manner that control loops are presented can intuitively reveal a kind of similarity in the rest 

 

Figure 1. 5. Fundamental control scheme of a grid forming inverter 
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of control loops. This concept is valid even if the details of these control loops are studied 

such as comprising output power measurement and processing modules, different droop-

based curves and swing based equations.  Figure 1. 7and Figure 1. 8 show a detailed and 

more comprehensive control loops of these two inverters. Should be noted that, Figure 1. 8 

illustrates a VSG based control for GFMIs which mimics the power balance and field voltage 

control loops in SG. Analyzing these two controls schemes, reveals high similarities between 

these two inverters as well. Interestingly, deploying any other varieties of controls will reach 

to the same conclusion. Thus, as an initial guess, these two distinct varieties of inverters can 

be converted to each other while some researchers believe they are completely of different 

type. There are some studies that have focused on discovering some sort of resemblances in 

behavior of these two-inverter structure while interacting with each other. What is imperative 

 

Figure 1. 6. Fundamental control scheme of a grid following inverter 
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here is to find their basic dynamic response similarities and interactions. If this is proved, 

some new prospects will come up that can be useful specifically in operation methodologies 

of the PEDG during transient periods. Thus, if a GFMI could effectively support the grid 

during severe disruptions why GFLIs have not been considered in this critical stability issues. 

Moreover, if a GFMI can operate in islanded mode, why this ability is not scrutinized in 

GFLIs. Undoubtedly, by accepting the conventional belief that declares that these two 

inverters are basically different, their applications will be restricted in term of grid supporting 

and resiliency enhancement of the PEDG. For instance, GFLIs can be regulated easily due 

to their relatively simple control schemes. However, with conventional idea, they are not 

able to shape grid’s frequency and voltage. Moreover, they have some drawbacks to be 

operated in standalone mode or if the grid has large impedance. On the other hand, GFMIs 

 

Figure 1. 7. Comprehensive control loop of a grid following inverter 
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will encounter with some stability issues if they are tied with a stiff grid while they can have 

acceptable functionality if they are supporting an islanded cluster of a grid. Also, as 

mentioned before, GFMI will have some challenges regarding power sharing among 

themselves or if they experience a sever disturbance, their functionality would be 

downgraded considerably[31]. However, by benefitting from each advantage of GFMIs and 

GFLIs and considering the improvements in control and measuring devices, they can shift 

 

Figure 1. 8. Comprehensive control loop of a virtual synchronous generator-based grid forming inverter 
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their responsibilities in grid supporting if their similarities are discovered accurately. In 

chapter 3 of this dissertation, the dynamic response similarities between these two inverters 

for some commonly used control schemes are discovered mathematically. Later, by deriving 

this observation and integrating a novel artificial intelligence-based technique, GFLIs are 

exploited as available grid supporter resources during severe transient periods while the 

GFMIs drawbacks are sidestepped. The next section details the problem statements and the 

proposed approaches in this dissertation.  

1.4. Problem statement and the proposed approaches in this dissertation 

This dissertation focuses on developing Artificial Intelligence (AI)-based and self-healing 

control techniques to enhance the resiliency of active distribution networks, particularly 

during normal and severe grid disturbances. Developed smart control methodologies 

enhance control layers’ functionalities with different time scales that are being exploited in 

the modernized power grid. In power electronic dominated grids (PEDG), the total system 

inertia is lessened significantly, and thus frequency and voltage stability boundaries can be 

jeopardized during grid disturbances. Hence, in the first stage of this work, it is intended to 

facilitate battery energy storage systems (BESS) with high bandwidth control techniques to 

effectively contribute to grid resiliency enhancement. BESS locally supports different grid 

points and extends the stable boundary of the entire power system. This effort will be more 

beneficial if the grid is confronted with some sort of severe disturbances. In this dissertation, 

the designed primary control layer improves the functionality of battery energy storage 

systems by employing a novel model predictive self-healing control (MPSC) scheme. This 

control technique heals intrinsic drawbacks in common control approaches utilized for BESS 
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by decreasing the potential errors in the control processes. In other words, the proposed 

control scheme improves the dynamic behavior of the charging and discharging process 

during any potential grid disturbances. However, the frequency restoration process needs 

more advanced techniques due to the high nonlinearity low- inertia of the PEDG. Therefore, 

it is necessary to develop an artificial inspired technique to realize a self-learning control 

scheme with ultra-fast frequency restoration via maximizing the existing grid’s source 

capabilities. 

PEDG comprises several grid-forming (GFM) and grid-following (GFL) inverters to 

achieve the most important grid’s stability constraint, i.e., supply-demand balance in all 

operation time. Thus, the next step in this dissertation focuses on maximizing the grid 

following inverter capabilities to enhance grid resiliency. In fact, involving more GFLIs in 

frequency and voltage restoration, decrease the existing challenges of GFMIs during sever 

disturbances. An artificial intelligence-based power reference correction (AI-PRC) 

mechanism is designed and developed for GFLIs to autonomously adjust their predefined 

power setpoints during potential disturbances. A detailed mathematical proof is presented to 

demonstrate that the GFM and GFL inverters’ control rules and their interactions 

fundamentally follow the underlying dynamic of the swing-based machines to extend the 

stability boundary of low inertia PEDGs. Considering this fact, comprehensive transient and 

steady state-based mathematical models that can deal with all grid’s characteristic alterations 

are used in this dissertation. The concept of this dynamic model is exploited to construct a 

thorough learning database that includes all grid physical features such as feasible alterations 

in PEDG configurations, demand and supply side disturbances, a wide range of inertia 



24 
 

constants, grid’s natural and damping frequency as well as the optimal injecting/absorbing 

power to/from the grid. The proposed approach incorporates all PEDG’s effective variables 

for shaping the dynamic response during potential disturbances. Subsequently, a neural 

network is trained by deploying a Bayesian regularization algorithm (BRA). BRA improves 

the learning process when there are some limitations in the training data such as data size, 

noise levels, and the uncertainties of the trained network’s inputs. In the training process, the 

constructed mathematically based learning data is employed, and the entire AI-PRC module 

is implemented in the control loop of GFLIs to adjust their pre-defined power references in 

real time based on the grid’s disturbances. The AI-PRC receives frequency, and rate of 

change of frequency (ROCOF) as input measurements and provide a power adjustment for 

GFLI set points in a way to maximize their contribution to the frequency restoration process 

in transient and steady state periods. The proposed method was evaluated by MATLAB 

simulation on the 14-bus PEDG; the results attested to the promising functionality of the 

proposed technique. To assess the proposed technique’s functionality in a more realistic 

condition, a hardware setup was developed. In this setup, two three-phase inverters have 

been used. Inverters’ control cores are based on the model predictive control approach. To 

mimic the real dynamic of a PEDG, one of the inverters is operated as the grid forming, and 

the other one acts as a grid following source. Hardware test results have shown that, by 

activating the AI-PRC mechanism in the GFLI control loops, frequency is restored fast and 

smoothly during any potential disturbances. Also, the proposed approach was compared with 

other frequency restoration techniques. In all comparisons, the priority of the proposed 

approach was attested. Taking into consideration that in a relatively big network such as our 
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system, it is crucial to evaluate results in a real-time simulator and observe the real dynamic 

of the system parameters. Hence, the understudy 14-bus PEDG was modeled in an OPAL-

RT simulator. Attained results proved the promising functionality of the AI-PRC 

mechanism, particularly during the grid’s disturbances. 

In the new energy paradigm, cyber-attacks are recognized as a dangerous phenomenon 

that can undoubtedly jeopardize the grid’s stability constraints[32]. Therefore, the proposed 

control technique is exploited as a shadow controller for the case that the attacker aims to 

threaten the entire grid stability via stealthy attacks. Stealthy attacks diverge the state 

variables before their consequences are propagated into the grid’s global and measured 

variables. Therefore, they can endanger the system’s demand-supply balance if not detected 

and controlled in a short time. In this work, a detail of stealthy attacks and the attacker 

approaches to generate these kinds of attacks are provided and discussed. Later, some 

stealthy attack scenarios are investigated on the 14-bus PEDG. The results have proven the 

effectiveness of the proposed approach in fast reacting in the event of a stealthy attack, thus 

the grid resiliency is enhanced in this case as well. 

Based on the importance of power grid stability, it is crucial to have another layer of 

control that monitors the grid dynamic and vital variables in other time scales. For any 

reason, if any control approaches fail due to any type of cyber-attacks, the designed ultra-

fast load forecasting methodology will take proactive action to maintain system stability. The 

groundwork of this control layer is based on the load forecasting procedure which take 

advantage from artificial intelligence approaches. In this work, an anomaly detection 

technique based on a condition monitoring vector and ultra-short demand forecasting is 
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designed and developed for achieving the mentioned goal. Temperature data and historical 

loads are the input of this technique. According to the high level of safety in historical load 

and temperature data and the employed AI-based in the core of this technique, it is claimed 

that the designed intrusion detection system (IDS) is more robust against attack scenarios. 

The supervisory layer can forecast the load in a short duration several times across the 

network and compare it with real-time data. The designed condition monitor vector acts 

based on a defined upper and lowers bound. These bounds are defined based on the 

acceptable and inherent tolerances in forecasting processes and measurements and will be 

able to make the final decision to isolate an area, flag an area or confirm the safety level of 

grid operation.
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Chapter 2 

2. Battery Energy Storage System- Primary Control Layer 

Parts of this chapter, including figures and text, are based on my following papers:  

© 2018-2022 IEEE 

-    M. Hosseinzadehtaher, A. Khan, M. Easley, M. B. Shadmand and P. Fajri, "Self-Healing 

Predictive Control of Battery System in Naval Power System with Pulsed Power Loads," in 

IEEE Transactions on Energy Conversion, vol. 36, no. 2, pp. 1056-1069, June 2021. 

-    M. Hosseinzadehtaher, A. Khan, M. W. Baker, and M. B. Shadmand, "Model Predictive 

Self-Healing Control Scheme for Dual Active Bridge Converter," 2019 2nd International 

Conference on Smart Grid and Renewable Energy (SGRE), 2019, pp. 1-6. 
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2.1. Self-healing Predictive Control of Battery Energy Storage Systems  

In this section, a primary control layer is proposed which enable a low-inertia power 

system (LIPS) to provide fast response regarding grid’s disturbances. Thus, a model 

predictive self-healing control (MPSC) scheme is designed for battery system interfaced dual 

active bridge (DAB) converter in a LIPS that experience sever disturbances. The voltage and 

frequency of the understudy LIPS are vulnerable to load energization. A properly controlled 

battery system with fast dynamic response can mitigate this vulnerability. Model predictive 

control (MPC) is a potential solution for the battery system interfaced DAB converter to 

achieve fast dynamic response and mitigate disturbances imposed to the grid. However, 

conventional MPC framework suffers from current prediction error due to the pulsating AC-

link inductor’s voltage profile in DAB converter. This work proposes a self-healing control 

loop that utilizes the feasible range of power transfer in conjunction with the AC-link 

inductor’s voltage profile. The proposed method can validate and autonomously correct the 

predicted current and phase shift in DAB converter interfaced a battery system. The devised 

control scheme on DAB converter prevents voltage and frequency collapse in a hybrid 

AC/DC LIPS particularly during sever load disturbances occurs periodically which can be a 

threatening phenomenon for a hybrid AC/DC LIPS. The system stability is studied based on 

Lyapunov stability analysis. The theoretical concepts are validated by several case studies 

implemented on a hardware-in-the-loop (HIL) testbed of a small scaled-microgrid. The case 

studies demonstrate voltage and frequency regulation of the understudy system with fast 

dynamic response during sever disturbances. The proposed MPSC performance is compared 
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with proportional-integral (PI) based control to highlight the priority of the proposed control 

approach. 

2.2. Literature Review 

Hybrid AC/DC LIPS commonly consists of loads with different behaviors. Some of LIPS’ 

loads do not have significant fluctuating patterns, which are considered steady-state loads. 

However, others require large amount of energy in a very short duration that can behave as 

a sort of pulsed power loads (PPLs) such as electromagnetic guns, electromagnetic aircraft 

launch systems, free electron lasers, radar, and sonar [33]. Thus, due to existence of PPLs, 

the transient stability of LIPS should be considered when designing their control schemes 

[34-36]. Due to the inherent slow dynamic response of synchronous generator in LIPS, 

considerable voltage and frequency deviations occur due to PPLs energization. If not 

properly addressed, the undesired voltage and frequency deviations can cause collapse of the 

voltage sensitive loads or even the whole LIPS.  

Energy storage systems (ESS) such as battery banks and super-capacitors are typically 

used in LIPS for mitigating the voltage and frequency fluctuations due to PPLs [37-39]. Dual 

active bridge (DAB) converter is known as a proper power electronics interface for ESS in 

response to fast transient loads (FTLs) [40, 41]. Due to periodic sudden changes of FTLs 

which requires frequent charging and discharging of ESSs, a high efficiency power 

conversion unit, such as DAB converter, is recommended [42]. Although the DAB converter 

features can be leveraged for ESS to realize fast restoration of voltage and frequency in LIPS, 

but the drawback of this converter is its control complexity [43]. Several control schemes 

have been proposed in literature for DAB converter. A voltage control with power balancing 
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mechanism is proposed in [44] for solid state transformer (SST) based on parallel DAB 

modules. The proposed PI based control scheme regulates DC-Bus voltage and determines 

the proper phase shift. In [45], power transfer in resonant DAB converter is enabled by 

regulating the phase shift and resonant tank currents in this system. To make the control 

process easier, the authors have used a dq framework to convert all AC state variables to DC 

states with slow dynamics. Hence, for controlling phase shift and tank currents, three PI 

controllers are used. It is worth mentioning that the DAB converter highly-nonlinear plant 

for a PI controller results in slow dynamic response which may fail in response to fast 

Table 1. Existing DAB Converter Control Approaches 

Control Objective Features Drawbacks 

Voltage and Power Balance Control for a 
Converter-Based Solid-State Transformer. 

 Regulating the DC-Bus voltage and 
determining the proper phase shift. 

 Balancing the rectifier capacitor voltages 
and the real power through parallel DAB 
modules. 

 

 Slow dynamic response 
 Vulnerable to fail in response to 

fast transient loads 
 large changing in the operation 

point cause malfunction for the 
control scheme 

Modeling and Control of a Resonant Dual 
Active Bridge with a Tuned CLLC 
Network. 

 Regulating the phase shift and resonant 
tank currents in this system for 
transferring the power. 

 Fast simulation 
 Using dq framework to convert all AC 

state variables to DC states 
 Improving the soft switching range of the 

converter. 

 All challenges related to PI-
controller tuning 

 Changing the operation point will 
make problem for tuning 

Optimized Phase-Shift Modulation for Fast 
Transient Response in a Dual-Active-
Bridge Converter. 

 Proposing a modified asymmetric 
double-side modulation for the aim of 
improving the dynamic response. 

 Minimizing the settling time of the 
inductor current 

 Converter gain should be available 
 It has not been tested for close loop 

system with large load variation 

Fast Transient Boundary Control of the 
Dual Active Bridge Converter Using the 
Natural Switching Surface.  

 Improving dynamic response to sudden 
load changes 

 Curved switching surface has been 
presented for control of DAB converter 

 Fixed-frequency operation 
 Optimizing the design of the high-

frequency transformer 

 The step change is small (less than 
4 amperes) 

 Fast transient response is for startup 
not for large loads 

 No guarantee to work with large 
load pulsation 

Enhanced Load Step Response for a 
Bidirectional DC–DC Converter. 

 

 Minimizing the DC-Bus capacitance 
 Utilizing harmonic modeling strategy 

 linearized model will have 
challenges facing with large 
disturbance 

 Tuning effort of PI-based controller 
can be challenging 

 The controller gain will not be 
remained valid for different 
operation points. 
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transient loads such as PPLs [46]. The transient response of a single-side modulation and 

symmetric double-side modulation of a DAB converter are studied in [47]; a modified 

asymmetric double-side modulation is then proposed for improving the dynamic response. 

In [48], a curved switching surface has been presented for control of DAB converter for 

improving dynamic response to sudden load changes. Furthermore, the authors of [49], have 

provided a method for enhancing the transient response of DAB converters to sudden load 

disturbances by utilizing harmonic modeling strategy. However, the downside of these PI-

based control methods are tuning effort and the assumptions that the controller gain will 

remain valid for different operation points as the equilibrium point changes. These available 

controllers along with their features and drawbacks are summarized in Table 1 

Model Predictive control (MPC) is one of the attractive control approaches in power 

electronics applications that has been widely used in industry and academia [50, 51]. This is 

due to MPC fast dynamical response and ability in solving multi-objective constraints 

optimization problems with substantially less effort in gain tuning or re-tuning process 

compared to linear controllers [52-56]. Moreover, for the DAB converter, very few MPC 

frameworks have been reported in the literature due to challenges associated with design of 

MPC for DAB converter. In fact, unlike MPC of other power electronics application, 

conventional MPC framework is not applicable for DAB converter and requires modification 

in the algorithm. For instance, [57] introduces a predictive control approach that eliminates 

transient dc offset currents that have been superimposed on the high frequency transformer 

currents in one switching cycle. This  protects the high frequency transformer from reaching 

saturation. However, this approach is based on increasing the control bandwidth which is a 
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challenging requirement for application of MPC on DAB converter for PPLs. Authors in [58] 

have introduced a moving discretized-control-set MPC approach for DAB converters. The 

purpose of this control approach is to regulate load voltage of the DC microgrid and minimize 

the DAB converter high frequency transformer peak current. However, the MPC model is 

based on simplified DAB averaged model that is subjected to inaccuracies given DAB 

converter’s high nonlinearity.  Therefore, up to the best knowledge of the authors, the limited 

existing MPC frameworks are not best fit for the DAB converter in applications such as PPLs 

and this is due to DAB topology and its non-linear behavior specially when an accurate 

prediction of AC link inductor current is required. Thus, the main contribution of this work 

is to address the challenges associated with design of MPC framework for DAB in LIPS in 

response to voltage and frequency deviations due to FTLs energization. 

This work proposes a novel model predictive self-healing control (MPSC) for DAB 

converter in LIPS with FTLs [59]. The proposed controller takes advantage of the full model 

of the DAB converter as opposed to using the average model to regulate the DC-bus voltage 

and frequency of the LIPS. The proposed control scheme predicts the AC-link inductor 

current for one-step ahead in horizon of time. There are periodic pulsations in high frequency 

AC-link inductor’s voltage which extremely decrease current prediction accuracy; therefore, 

two validation modules are developed in this control scheme for correcting the AC-link 

inductor current. The inductor voltage is monitored by the first validation module and the 

power transfer is checked to be in the feasible range by the second validation module. The 

proposed control framework is developed based on root-finding algorithm. The proposed 

MPSC for DAB converter does not require significant tuning effort compared to 
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conventional PI-based control. The self-healing feature of the MPSC enhances the dynamic 

performance of controller particularly for extreme FTLs. The fast-dynamic feature of the 

proposed MPSC ensures the LIPs voltage and frequency stability and maximizes its 

resiliency in response to extreme FTLs. 

2.3. Hybrid AC/DC Low Inertia Power System: An Overview 

A proper and practical representation of a hybrid AC/DC low inertia power system can 

be found in ship power systems. These power systems basically are shaped based on radial 

architecture and the loads are supplied by separate generators. As an example of a well-

known LIPS which has this power system architecture is SS Canberra. The propulsion 

systems are supplied by generators with around 32MW capacity while for services loads, the 

scale of generator can reach to around 1MW [60-62]. Also, some ships use integrated power 

system (IPS) architecture for their propulsion and services loads; as an example, Queen 

Elizabeth II has IPS architecture in its power system. The distribution part is operated at 

10kV. However, for supplying some services loads, this voltage level is decreased by a step-

down transformer. Some cruise ships, ferries and vessels follow the IPS architecture with 

different voltage level in distribution part for increasing the efficiency [60-67]. AC zonal 

electric distribution is another architecture that has been proposed for improving the 

reliability and efficiency of this type of power system and is known as modern power system 

for ships [68-70]. Also, a DC zonal electric distribution has been considered by Electric Ship 

Research and Development Consortium (ESRDC) [64, 70]. These two recent types of power 

system separate the whole system to different zone with independent power supplies. In this 
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work, we have followed this approach to form an AC and DC-Buses representing a hybrid 

zone of a common navy ship power system. Figure 2.1 shows the considered hybrid AC/DC 

LIPS in this work. The major elements include synchronous generator unit, ESS interfaced 

DAB converter, AC loads, DC loads, PPLs, single and three-phase transformers, etc. A 

synchronous generator supplies the system loads in steady state. Thus, due to slow dynamic 

response of the main generation unit, any significant change in the system loads such as FTLs 

energizing, causes a frequency and voltage deviation and consequently lead to instability in 

the system. The synchronous generator is controlled by two controllers: automatic voltage 

regulator (AVR) and load frequency control (LFC). A three-phase transformer steps up 

voltage for supporting medium-voltage loads in LIPS; these loads are energized 

independently in the system as shown in Figure 2.1. A single-phase transformer energizes 

the AC-Bus to supply single-phase loads and DC-Bus through a DC/AC converter forming 

Figure 2.1. The considered low inertia power system. 
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a hybrid LIPS. The ESS interfaced DAB converter is connected to the DC-Bus of the LIPS 

supplying the FTLs. 

2.3.1. Root Cause of Voltage and Frequency Deviation  

The considered synchronous generator specifications are provided in Table 2. The three-

phase synchronous generator has been modelled in the dq rotor reference frame and stator 

windings are connected in wye to an internal neutral point [71]. The two control loops of the 

synchronous generators regulate the output terminal voltage and the frequency. Based on the 

synchronous generator fundamentals, if for any reasons, the output-power changes suddenly, 

the whole system frequency will be affected. The root-cause of this issue can be observed by 

the swing equation.  The rotor motion equation is given by, 

   m mst  (2.1) 
where θm is defined as the angular position of the rotor with respect to a stationary axis, 

ωs is the synchronous speed and 𝛿௠ is the angular position with respect to the synchronously 

rotating reference frame. Thus, the swing equation is given by, 

( ( ))m e m s m
d d

P P J t
dt dt

      (2.2) 

where Pm, Pe and ωm are the mechanical power, electrical power, and angular velocity of 

the rotor, respectively. It should be noted that ωmJ is defined as the inertia constant of 

Table 2. Synchronous Generator Specifications. 

Parameter Value 
Output Voltages 460V 
Nominal Power 10.2 kVA 

Frequency 60 Hz 
Inertia coefficient 
Inertia constant 

0.0923 kg.m2 

13117.8 kg.m2/sec 
Pole pairs 

Friction Factor 
2 
0.0125 N.m.s 

Nominal Rotor Speed 
 

1800 RPM 
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machine at synchronous speed of ωs. The angular momentum of the rotor at synchronous 

speed is calculated as Jws
2. Where J is the inertia coefficient and ws is the synchronous speed. 

The inertia constant in this work is 13117.88 kg.m2/sec which indicates that the synchronous 

machines have considerable inertia. Based on (2.2), the system frequency is vulnerable to 

sudden changes in power demand due FTLs. The rate of frequency change highly depends 

on inertia constant of the machine. In this work, a three-phase PLL is used to obtain the 

instantaneous frequency; and this value is compared with a desired value and regulated via 

a PI controller. Furthermore, the generator output voltage is sensitive to load disturbances. 

By triggering the PPLs, the frequency of the system decreases. In fact, the frequency of the 

system is related to rotor speed. When the rotor speed decreases, the internal voltage of 

synchronous generator changes. The induced internal voltage of the generator in a given 

stator is defined as kø2πf, where k is a constant related to the structure of the machine, ø is 

the flux, and f is the frequency. For increasing the internal voltage, the AVR should increase 

the flux by increasing the field current. However, after a certain value of the field current, 

the relation of the flux and the field current will not be linear. Therefore, if the load changes 

suddenly and the frequency drops considerably, the output voltage of synchronous machine 

will be affected by this event. Thus, commonly the generator field voltage is controlled via 

AVR. 

2.3.2. Proposed Control Scheme Principle for ESS based DAB 

This section provides a brief overview of the proposed MPSC, the detail control 

formulation is provided in Section 2.4. The block diagram of the proposed MPSC scheme 

for DAB converter is depicted in Figure 2.2. A DAB converter consists of two H-bridges 
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connected through a high-frequency transformer. The main control goal for DAB converter 

is to impose a phase shift between the high frequency transformer terminal voltages to permit 

bidirectional power flow.  

The MPSC process is initiated by the AC-link inductor current prediction, and it ends by 

an accurate estimation of desired phase shift to obtain the optimum switching signal. The 

initial estimation of the phase shift is carried out by a PI controller when required power by 

ESS is calculated for regulating DC-Bus voltage. The distinctive features of the proposed 

controller are the two validation modules to heal prediction errors and maximize the accuracy 

of the phase shift estimation. The first validation module evaluates the inductor current 

prediction by monitoring the AC-link inductor voltage for potential prediction errors. If the 

 

Figure 2.2. Structure of the proposed control scheme for dual active bridge converter. 
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first validation module detects that the current prediction is not valid, then a corrective action 

and consequently second validation module are triggered. 

The second validation module notion is built on the synergy between the power transfer 

capability of DAB and the value of the phase shift. The corrective action to heal the predicted 

current occurs between first and second validation modules, once the healing is processed, 

the resultant predicted current will be sent to second validation module. This process is 

repeated in an iterative manner to compensate the current prediction and consequently 

estimate an accurate phase shift.  

The validated predicted AC-link inductor current is used to estimate the phase shift for 

one step ahead in horizon of time φ(k+1). The phase shift optimum value is obtained by 

comparing φ(k) and φ(k+1) with respect to ˆ
ref value which is determined by minimization 

of the Euclidean norm. This optimal phase shift is used to realize the switching signals. The 

detailed theoretical analysis and mathematical formulation of this self-healing process for 

the proposed control scheme is provided in the next section.  

 
Figure 2.3. Typical voltage waveform of dual active bridge converter’s AC-link inductor. 

AC link Voltage
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2.4. Model Predictive Self-Healing Control 

2.4.1. Self-Healing Mechanism  

As mentioned in the previous section, the self-healing mechanism consists of two 

validation modules. In the first module, inductor voltage is monitored for detecting the 

potential error in the predicted AC-link inductor current. Figure 2.3 depicts the AC-link 

voltage in one period with an arbitrary phase shift. The output of this module is defined as 

binary valid and not-valid sections based on the AC-link inductor voltage profile. 

Considering the relation between AC-link inductor voltage and current and using Euler 

approximation method, the current of the AC-link inductor for one-step ahead is given by, 

( )
( 1) ( )L

L L
s AC

v k
i k i k

f L
    (2.3) 

where fs is sampling frequency, vL(k) and iL(k) are the AC-link inductor voltage and current 

respectively. To detect valid and not-valid sections, the AC-link inductor LAC minimum and 

maximum voltages are given by, 

max
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1

2

1

2
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n
v v v

n

n
v v v

n

 

  
 (2.4) 

If none of the voltages in (2.4) are detected, it means there is no prediction error and this 

validation block sends a binary digit “1”; hence, the controller goes ahead to select the 

optimum switching. However, if one of the voltages in (2.4) is detected, it means that there 

is an error in prediction process and the output of this block will be a binary digit “0” and 

the second validation module triggers the corrective action mechanism for mitigating the 
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prediction error. The corrective action is based on an incremental adjustment and is given 

by, 

, ,

( )
( 1) ( 1) ( )L

L new L old L
AC s

v k
i k i k i k

L f
       (2.5) 

where β is decreased in each iteration incrementally. This process is repeated until the power 

transfer capability module verifies the predicted current. 

The DAB converter’s power transfer ability is the basis of the second validation module. 

A brief overview of power transfer fundamental of DAB is provided to clarify the necessity 

of this validation module. The power transfer fundamental of DAB is similar to power 

transfer in power system given by,    

sin( )s r
r

v v
p

x
  (2.6) 

where vs and vr are sending and receiving-end voltages, and δ is the difference of the angle 

of Bus voltages. This equation shows that current direction and magnitude are controlled by 

adjusting the voltage angle (δ). The concept is used to develop power transfer in DAB 

converter; though, there are some differences between power transfer in power system and 

DAB converter. The DAB converter operates at high frequency while the power system 

operates at a relatively low frequency, i.e., line frequency. 

Another difference is the square shape voltage of the primary and secondary side of the 

transformer in DAB converter. Furthermore, the AC-link inductor of the DAB converter can 

be regarded as the line inductance of (6). 

Using (6) in per-unit system and applying aforementioned differences on DAB converter 

power transferring principle, the DAB converter’s AC-link inductor current is as (7), 
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 (2.7) 

Thus, the power transfer in DAB converter is given by, 
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
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 



                 
                

 (2.8) 

where (vAB) and (vCD) are DAB terminal voltages and φ is the phase shift between these 

voltages. One unique aspect of the proposed control scheme is the validation module which 

is independent to the DAB converter voltage magnitude and the AC-link inductors value – 

resulting in a dynamic power transfer capability for the MPSC realization. This is tackled by 

defining a new variable ξ which normalizes the power transfer equation in (8) by,  

2

1 AB CD

on p x

n v v
   (2.9) 

thus, the normalized power transfer is given by, 

2

2

0,
2

,0
2

  



  


              
             

 (2.10) 

Equation (10) shows that there are two regions of operation for power transferring in DAB 

converter. When 0 ≤ φ ≤ π/2, the power is transferred from DC-Bus to ESS; otherwise, the 

power direction is reversed and flows from ESS to DC-Bus. Equation (10) is the 

mathematical explanation of power transfer capability module which is used in self-healing 

loop and is depicted in Figure 2.4. 

The output of corrective action process is validated via the determined feasible operation 

range of DAB converter – power transfer capability. The phase shift between the high 

frequency transformer terminal voltages of DAB converter is determined by,  
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  ( ) 1
2

k y k
    (2.11) 

where,  
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1

8 ( )
( ) 1

AB CD

AC swp k n L f
y k

n v v

 
  
 

 (2.12) 

where n1 and n2 are the transformer turns ratio. Hence, the criterion for power transfer 

capability module is formulated using (2.8), (2.11), and (2.12). The criteria function is given 

by,  

2

1

8 ( )
( )

AB CD

AC sw
t

p k n L f
f k

n v v

 
  
 

 (2.13) 

The satisfactory range of ft(k) can be determined by solving (2.11) for its feasible range 

of -π/2 ≤ φ ≤ π/2.  This results in the valid range for ft(k), 

3 ( ) 1tf k    (2.14) 
The power transfer validation module uses (2.14) as a criterion to validate the corrective 

action process output for charging process. 

To have better understanding, a detail analysis for necessity of a self-healing mechanism for 

conventional MPC for DAB converter is provided here. The imposed voltage on AC-link 

inductor is given by, 

 
Figure 2.4. Dual active bridge converter power transfer capability 
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1

2

( ) ( )AB CDL

n
v k v v

n
   (2.15) 

Based on the phase shift applied to the transformer terminal voltages, two short time slots in 

every switching cycle are formed when ABv  has positive value and CDv  has negative value, the 

imposed voltage on AC-link inductor is given by, 

max

1

2
L AB CD

n
v v v

n
   (2.16) 

when ABv has negative value and CDv  has positive value; the imposed voltage on the inductor 

is calculated by, 

min

1

2
L AB CD

n
v v v

n
    (2.17) 

While the imposed voltage on the AC-link inductor is zero approximately rest of the time. 

When a pulsation in current occurs, the predicted phase shift can have invalid value. For 

clarifying this issue, it is proved that why these pulsations cause the phase shift to be invalid. 

The phase shift for charging process is given by, 

2

1

8 ( )
( ) 1 1

2 AB CD

AC swp k n L f
k

n v v


         

 (2.18) 

To have a valid value for phase shift, the basic constraint for this equation is given by, 

2

1

8 ( )
1 0

AB CD

AC swp k n L f

n v v
   (2.19) 

Considering the primary winding of high frequency transformer as high voltage side, the 

following equation is valid always. This is given by, 

1

2

AB CD AB CD

n
v v v v

n
    (2.20) 

Satisfying the equality constraint, the next step of maximum predicted AC-link inductor 

current is given by,   

max
( 1) ( )AB CD

L L
s AC

v v
i k i k

f L


    (2.21) 
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Hence, the amount of power that is transferred through DAB converter is calculated by, 

2

( 1) ( )AB AB CD
AB L

s AC

v v v
p k v i k

f L


    (2.22) 

Checking this equation by the constraint in (2.19) results in, 

2
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2

( )
8

AB CDAB AB CD
AB L

AC sws AC

v v v n v v
v i k

f L n L f


   (2.23) 

After simplifying the inequality and considering †

8
s

sw

fk f , equation (2.23) is rewritten by, 

†(1 ) ( ) 0AB CD s AC Lv v k f L i k     (2.24) 
As mentioned, there are instants that results in positive values for all terms in (2.24) and 

violates the inequality. Hence, it is proved that the phase shift will not have a valid value and 

the conventional MPC algorithm fails to proceed. Considering the inequality in (2.20), the 

condition for satisfying (2.19) become worse and this is due to the increase in the inductor 

current. 

Equation (2.25) represents the restrictions in the phase shift values for determining the power 

transfer in DAB converter, 
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                

 (2.25) 

Now, by determining 𝜑 in term of power transfer, 

2 2

1

4

2

AB CD

op n x

n v v
  


 

  
(2.26) 

valid range of phase shift in charging process is analyzed. It means that whenever   as the 

normalized power is zero, the phase shift should be zero too; also, when the normalize power 

is 
గ

ସ
, the phase shift should reach to 

గ

ଶ
 which is the maximum accepted phase shift. For 
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discharging interval, the same process is repeated. However, to find a unique criterion for 

this problem and decreasing computational process in the core of self-healing module, the 

feature of an odd function has been used; it is stated that the function f(x) is odd if, 

( ) ( ) 0f x f x    (2.27) 
this equation is valid if the domain of the function is symmetrical. Also, f (0) = 0, if and only 

if x=0 is in the domain of this function. Checking the power transferring function, it is 

realized that, 
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 (2.28) 

By rearranging this function, it is explained as, 
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 (2.29) 

In a simplified form, this equation is given by, 
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 (2.30) 

Considering 2

1

8
( )

AB CD

AC swo
t

p n L f
f k

n v v
  and the fact that -π/2 ≤ φ ≤ π/2, the optimal range for ( )tf k  in 

both charging and discharging process are given by, 
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 (2.31) 

 

By rearranging the first inequality, 3 ( ) 1tf k   ; and for the second one, rearranging the 

inequality results in 1 ( ) 3tf k   ; In the self-healing process, the algorithm checks the 

constraints based on the power transferring direction, features of the odd function, and the 

overlapped region of two inequalities.  

2.4.2. Optimal Switching Selection Mechanism 

The formulation of the MPSC cost function and optimization procedure is provided in 

this section. The absolute value of instantaneous AC-link inductor current can be accurately 

estimated by its RMS value, which is given by, 

2 2
0 0

0

( ) ( )
2 (2 1) (1 )

3 3
m m

RMS m

i i i i
I i i D D D

 
      (2.32) 

where i0, im are the initial and maximum values of the inductor current, respectively. By 

considering D = 0.5 for DAB converter, equation (2.32) is simplified as, 

2 2 2 2
0 0 0 0

4
( 2 ) ( 2 )

6
RMS m m m mI i i i i i i i i         (2.33) 

Equation (2.33) can be further simplified given the fact that i0 is negligible compared to im, 

1.15RMS mI i  (2.34) 
By observing the instantaneous AC-link inductor current, the current is almost constant 

with negligible slope, where the change in current ΔILAC is given by, 
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D n
I v v
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  
       

 (2.35) 
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Thus, the RMS value of AC-link inductor current can be accurately estimated by 

instantaneous current. In other words, during one switching cycle, most of the time, |im| is 

very close to the absolute value of the instantaneous AC-link inductor current. The phase 

shift can be estimated based on its relation with RMS value of the AC-link inductor current, 

3 3 2 2 2 3
3 2 6

0
4 8

CD AB

AB CD AB

RMS ACL sI f L v v

v v v

   
  

        
 (2.36) 

Furthermore, as it is shown in (2.32) -(2.35), IRMS can be substituted by AC-link inductor 

current instantaneous value in (2.36). The first potential phase shift φ(k) can be determined 

by solving (2.36) using the instantaneous AC-link inductor current. The second potential 

phase shift φ(k+1) can be determined by solving (2.36) using the predicted AC-link inductor 

 
Figure 2.5. Graphical representation of the proposed MPSC cost function (g) optimization via Euclidean 

norm approach. 
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current given by (2.3) or (2.5). The validation modules in the previous section verify the 

feasibility of the resultant phase shift φ(k+1). The estimated reference phase shift ˆ
ref   is 

determined by regulating the DC-Bus voltage via a PI controller as shown in Figure 2.2. The 

instantaneous phase shift φ(k), the predicted phase shift φ(k+1), and the estimated reference 

phase shift ˆ
ref are used in the Euclidean norm calculation framework for optimization 

process and determination of the switching signals. This process is depicted in Figure 2.5. 

The optimal switching states that minimize the feasible phase shift φ(k) and φ(k+1) Euclidean 

norms with the estimated phase shift reference ˆ
ref  are determined by the proposed cost 

function. The phase shift vectors based on the defined unity vectors in each sampling time 

(k) are given by, 

ˆ( ) ( 1) ˆˆ ˆ, ,
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
 (2.37) 
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   
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  

 

  

 (2.38) 

km


 is representing a new vector which is used in the final cost function (g) and it is given by,  

min{ sin( ( ) , cos( ( ))}k k km k k   
   (2.39) 

The direction of km


 will be aligned with ĵ  if the first component of (2.39) has the minimum 

value; otherwise, km


direction is aligned with î. Thus, the proposed MPSC cost function (g) 

for optimization can be formulated as,  

 
22 ˆ1 k refg k m   

  (2.40) 
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where (2.40) obtains the next sampling time (k+1) optimum phase shift value. The resultant 

optimal phase shift by (2.40) is used to generate the switching signals. The switching signals 

are generated by the two functions given in (2.41), 

1

2

sin(2 )

sin(2 ( 1) )
sw

sw

Y f k

Y f k g k





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 (2.41) 

In more details, the gate signals with the appropriated optimal phase shift are generated by 

comparing the two function Y1 and Y2 with zero.  A unique feature of the proposed MPSC is 

the autonomous determination of the optimal phase shift and accurate estimation of the initial 

phase shift to be tracked using a root-finding mechanism, this feature enhances the dynamic 

response of the controller and mitigates the steady state tracking error.  

2.4.3. Stability Analysis  

The Stability of the system is investigated by means of the Lyapunov stability analysis. 

The next-state converter output phase shift  1k   for optimal tracking is represented by, 

     1 1 1optk k e k       (2.42) 
where,  1k  is the phase shift which is applied on the transformer terminal voltages and 

 1opt k  is the phase shift that will produce zero error in DC-Bus voltage in the following 

time step.  1e k  is defined as the phase shift quantization error. In this case, the magnitude 

of  1e k  is less than or equal to l, where l ϵ ℝ+. It is guaranteed that l is certain to exist, and 

hysteresis bounds with length  1k  is bounded.  1k  remains bounded and this is due to 

the self-healing mechanism that has been proposed in this work. 

 1 ,e k l l R     (2.43) 
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The error in DC-Bus voltage is given by, 
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 (2.44) 

The objective of the control is to reduce tracking error asymptotically to zero or to a small 

error tolerance. The Lyapunov function L(k) is defined as: 

 2
_ _

1
( )

2DC error DC errorL V V  (2.45) 

Based on Lyapunov theorem for system stability, the time derivative of the Lyapunov function 

_( )DC errorL V should be negative for the convergence of _DC errorV  to zero. The time derivative of 

the Lyapunov function is defined as: 

_ _ _( ) ( ( 1)) ( ( ))DC error DC error DC errorL V L V k L V k     (2.46) 
For finding the relation between the next step of AC-link inductor current and the phase shift, 

AC-link inductor voltage is calculated in term of phase shift based on the DAB converter 

fundamental and is given by, 
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 (2.47) 

Therefore, the next step of AC-link inductor current is calculated by, 
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Using (2.44-2.48), the time derivative of the Lyapunov function is given by: 
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 (2.49) 

considering 1

2
CD

n
v

n
 , equation (2.49) is simplified by, 
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For converging _DC errorV  to zero, it is necessary to find a proper phase shift which satisfy 

_( ) 0DC errorL V  . Rearranging this inequality results in, 
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Using (2.44), this equation is simplified by, 
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By solving this inequality and considering the DAB phase shift limitation and (25), the phase 

shift which ensures a negative time derivative of _( )DC errorL V  is defined as  1k  and is 

given by, 
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The system should meet the following Lyapunov criteria:  
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Substituting calculated  1k  into (2.50) and assuming  1k   , 
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Based on (2.53), (2.55), the bounded form of _( )DC errorL V is given by, 
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Furthermore, the DC-Bus voltage converges to a condensed equation which is given by, 
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Finally, from (2.54), 
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Thus, controlled parameter is within a bounded region, and therefore satisfy Lyapunov’s 

stability criterion. 

2.5. Case Studies and Discussion 

Several case studies are carried out in OPAL-RT HIL environment for the LIPS of Figure 

2.1; the HIL setup is shown in Figure 2.6. System specifications for DAB converter has been 

provided in Table 3. The conducted case studies validate the controller performance to the 

PPLs energization in the LIPS. The overall goal is to maximize the LIPS resiliency by 

regulating voltage and frequency of the system via the MPSC of DAB converter interfaced 

ESS. A comparison with conventional PI controller is also provided demonstrating the 

superiority of the proposed MPSC scheme.  
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Table 3. DAB Converter Specifications 

Parameter Value 
Input Voltage 400V 

Output Voltage 200V 
DC Capacitors 1.2mF 

Switching Frequency 50 kHz 
High Frequency Transformer Turn Ratio 2:1 

Secondary Side Leakage Inductor 10 µH 
AC Link Inductor 

 
5 µH 

 

 

 

Figure 2.6. OPAL-RT platform HIL setup of LIPS. 

 
Figure 2.7. AC-link transformer’s high frequency current and voltage waveforms using MPSC. 
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Figure 2.7 depicts the DAB converter high frequency transformer’s voltage and current 

waveforms in steady state. Precisely, the high frequency transformer terminal voltages are 

50 kHz square wave. Furthermore, a phase shift is observable between the high frequency 

transformer terminal voltages (see Figure 2.7). This phase shift enables the bidirectional 

power flow capability of the DAB converter. Moreover, Figure 2.8 shows the DAB converter 

high frequency transformer currents in one switching period. PPL has a periodic pattern of a 

square wave with amplitude of 6 kW, 1 kHz frequency and duty cycle of 40%. It is worthy 

to mention that when the PPL is triggered, the amplitude of the instantaneous demand is 6 

kW (i.e. 0.59 pu) and the average PPL is 2.4 kW (i.e. 0.23 pu). Note that, the PPL is triggered 

at instant 12s and adds 6 kW to the base load (3 kW) of the system. The base for pu 

calculations is the nominal apparent power of the synchronous generator. Considering just a 

 
Figure 2.8. One cycle ac-link transformer’s primary and secondary side current using MPSC.  
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Figure 2.9. Pulsed power load pattern, triggered at instant 12s. 
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single phase of the entire system, the base load has the value of 0.88 pu and the average PPL 

load which is imposed on the system is about 0.7 pu; thus, when PPLs are triggered, the 

system faces with serious frequency and voltage challenges; this scenario accurately 

 
Figure 2.10. Pulsed power load pattern in per unit considering synchronous generator apparent power as base 

power, triggered at instant 12s. 
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Figure 2.11. DC- Bus voltage dynamic using PI controller: the bus voltage collapses after energization of 

PPL. 
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Figure 2.12. DC- Bus voltage dynamic using MPSC: the bus voltage restored after energization of PPL. 
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replicates the model of a critical condition for a system in real-time which is handled by the 

proposed MPSC scheme. The considered PPL profile is illustrated in Figure 2.9 and Figure 

2.10.  Figure 2.11 shows the LIPS DC-Bus voltage when a conventional PI controller is used 

to control the DAB converters in response to the PPL energization. As it is seen, the DC-Bus 

voltage is collapsed within 0.2s after energization of the PPL. Figure 2.12 shows that DC-

bus voltage is restored after energization while using MPSC. Figure 2.13 shows that the 

system frequency deviates and then collapses by about 15 Hz when the PPL is triggered. 

This case study demonstrates that due to slow dynamic response of the DAB based PI-

controller, the voltage and frequency of the system collapses and causes loss of loads etc. 

Although, DAB based PI-controller may have relatively acceptable dynamic response for 

arbitrary load patterns without pulsating behavior, but its dynamic response is not fast 

enough to regulate the voltage and frequency of the system in response to PPL energization. 

This eventually results in voltage and frequency collapse after couple of PPL cycles as it is 

shown in Figure 2.11 and Figure 2.13. 

 

 
Figure 2.13. AC- Bus frequency dynamic using PI controller: the bus frequency collapses after 
energization of PPL. 
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The proposed controller performance in response to PPL energization is analyzed in Figure 

2.12 and Figure 2.14.  The AC-Bus frequency dynamic when using the proposed MPSC is 

shown in Figure 2.14. As it is demonstrated, once the PPL is triggered for energization, there 

is a deviation in frequency at instant 12s, but the DAB based MPSC restores the system 

frequency with around 3.5 seconds. Ship classification societies have put restrictions on the 

frequency deviations from the nominal value in both steady-state and   transient conditions 

[65]. These rules allow a ±5% deviations from the nominal frequency at steady state. For 

transient conditions the standard allows ± 10% deviations for a duration of 5 sec and less. 

Table 4 provides standard requirements and metrics for LIPS frequency and voltage 

regulation. The results are quantified, compared, and listed in Table 5.  

 

Results show that the proposed MPSC scheme restores the frequency deviation of around 4 

Hz, due to the activation of the PPL, in less than 3.5 seconds which is satisfactory according 

 

 
Figure 2.14. AC- Bus frequency dynamic using MPSC: the bus frequency restored after energization of PPL. 
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Table 4. Standards allowable frequency and voltage deviations [30] 

Variable Deviation Duration 

Frequency 
±5% Permanent 

±10% 5 sec 

Voltage 
-10% ~ 6% Permanente 

±20% 1.5 sec 
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to the specification defined by the standard for ships. On the other hand, the conventional 

PI-based controller fails to restore the frequency and voltage to their nominal steady state 

values. It worth mentioning that the PPL of 6 kW is a considerable sudden load added to the 

LIPS buses.  

Table 5. PI and proposed MPSC frequency and voltage deviation comparison 

Variable PI MPSC 

Frequency Deviation Duration Deviation Duration 
Collapses Permanent ±4.75% 3.5 sec 

Voltage Deviation Duration Deviation Duration 
Collapses Permanent Negligible - 

 

 

 
Figure 2.15. Generator output voltage dynamic using PI: the generator voltage and consequently AC-Bus 
voltage collapses after energization of PPL. 

 

 
Figure 2.16. Zoomed-in Generator output voltage dynamic using PI: the generator voltage and consequently 
AC-Bus voltage collapses after energization of PPL.  

VLL-Gen
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The impact of PPL energization on the system AC-Bus voltage, derived by synchronous 

generator, is studied. Figure 2.15 demonstrates the generator output voltage dynamic 

response where the DAB based PI controller is implemented in LIPS. As it is shown, 

generator and ESS cannot restore the AC-Bus voltage due to PPL pattern in LIPS. In fact, 

the AVR tries to regulate the generator output voltage; however, due to considerable 

unbalance between demand and supply and frequency collapse, the generator output voltage 

cannot follow the desired voltage and the AC-bus is collapsed; thus, the voltage is not 

sinusoidal anymore which cause triggering of protection relays and eventually results in 

 

 
Figure 2.17. Generator output voltage dynamic using MPSC: the generator voltage and consequently AC-Bus 
voltage are regulated and stable after energization of PPL. 

VLL-Gen

 

 
Figure 2.18. Zoomed-in Generator output voltage dynamic using MPSC: the generator voltage and 
consequently AC-Bus voltage are regulated and stable after energization of PPL. 

VLL-Gen
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system shutdown. Figure 2.16 is the zoomed-in format of Figure 2.15. As it is seen voltage 

collapse after the PPL is activated. In comparison, the generator output voltage when DAB 

based MPSC is implemented is shown in Figure 2.17. In this case, the generator voltage and 

consequently the AC-Bus voltage is well-regulated and stable even after energizing PPLs. It 

is worthy to mention that because DAB based MPSC scheme supports system frequency by 

compensating the sudden demand in the system, LFC is able to restore the sudden drop in 

system frequency; therefore, generator output power can increase based on its inherent 

dynamic response.  

Also, the AVR adjusts the exciter voltage for supporting any voltage transient during 

PPLs energization. Figure 2.18 is the zoomed-in version of Figure 2.17, as it is shown voltage 

 
Figure 2.19. Active power dynamic of synchronous generator, DAB based MPSC and the total generation. 

 

 
Figure 2.20. Active power dynamic of synchronous generator, DAB based MPSC zoomed-in around instant 
12s. 

PGenPTotal PDAB 

PGenPDAB 



61 
 

remains stable and sinusoidal after the PPL is activated. The demand-supply balancing 

mechanism by the proposed controller is studied next. Figure 2.19 shows the dynamic 

behavior of the total power supplied by generator and ESS as well as their individual power 

generation when using DAB based MPSC. As it is shown, the overall system resiliency is 

enhanced by the fast-dynamic response of the DAB based MPSC. The LIPS base load is 3 

kW, and the PPL is 6 kW with duty cycle of 0.4. Therefore, before PPL energization, the 

ESS and synchronous generator should supply the 3kW demand. By energizing the PPL, the 

average PPL increases to around 5.4 kW considering PPL duty cycle in steady state. 

Moreover, Figure 2.20 shows the dynamic responses of the proposed controller and 

synchronous generator in response to sudden load change. As it is shown, the synchronous 

generator needs about 2s to regulate its output power to compensate increased demand, while 

the gap between demand and supply is compensated in less than 0.1s by fast dynamic 

response of ESS interfaced with DAB based MPSC.  

2.6. Conclusion 

This section addresses the challenges associated with design of MPC framework for DAB 

in LIPS in response to voltage and frequency deviations due to FTLs energization. A model 

predictive self-healing control scheme is proposed for a DAB converter that is interfacing 

ESS to the DC-Bus in a hybrid AC/DC LIPS with FTLs. The proposed controller can keep 

the LIPS voltage and frequency regulated and stable particularly when a considerable PPL 

is energized – enhancing the system resiliency to PPL energization.  The proposed MPSC 

tackles the challenges and drawbacks associated with MPC framework for DAB converters 

while leveraging its inherent fast dynamic response to address the voltage and frequency 
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deviation in LIPS with PPL. The proposed controller main characteristics are the two 

validation modules to mitigate the possible error in the predicted AC-link inductor current 

of DAB converter. This unique aspect of the proposed approach enables robust 

implementation of predictive control for DAB converter with inherent pulsating AC-link 

inductor voltage at high frequency. A cost function is developed to determine the possible 

switching states that minimizes the Euclidean norm of the possible phase shift with respect 

to the estimated phase shift reference. It is proved that the implemented estimating block in 

the proposed controller have high accuracy. Several case studies are conducted in HIL 

environment to evaluate the functionality of the proposed DAB based MPSC in LIPS and 

validate its ability to enhance the system resiliency by restoration of voltage and frequency 

when PPL is energized. The provided case studies demonstrate the superiority of the 

proposed MPSC compared to PI based controller for ESS interfaced DAB converter in LIPS.
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Chapter 3 

3. Artificial Intelligence Inspired Model Predictive Control for 

Frequency Restoration 

Parts of this chapter, including figures and text, are based on my following papers: 

© 2018-2022 IEEE 

-   M. Hosseinzadehtaher, A. Zare, A. Khan, M. F. Umar, S. Dsilva, and M. B. Shadmand, 

“AI-based Technique to Enhance Transient Response and Resiliency of Power Electronic 

Dominated Grids via Grid-Following Inverters,” IEEE Transactions on Industrial 

Electronics, submitted for review Oct. 2022.   
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3.1. AI-based Technique to Enhance Transient Response and Resiliency of 

Power Electronic Dominated Grids via Grid-Following Inverters 

This section presents a frequency restoration method to enhance power electronic-

dominated grid (PEDG) resiliency by maximum utilization of grid following inverters’ 

(GFLIs) capability. An artificial intelligence-based power reference correction (AI-PRC) 

module is designed and developed for GFLIs to autonomously heal their predefined power 

setpoints during potential disturbances. A detailed mathematical proof is presented to 

demonstrate that the grid forming (GFM) and GFL inverters’ control rules intrinsically 

follow the underlying dynamic of the swing-based machines to extend the stability boundary 

of low inertia PEDGs. Considering this fact, comprehensive transient and steady state-based 

mathematical models that can deal with all grid’s characteristic alterations are used in this 

work. The concept of this dynamic model is exploited to construct a thorough learning 

database that includes all grid physical features such as feasible alterations in PEDG 

configurations, demand and supply side disturbances, wide range of inertia constants, grid’s 

natural and damping frequency as well as the optimal injecting/absorbing power to/from the 

grid. The proposed approach incorporates all PEDG’s effective variables for shaping the 

dynamic response during potential disturbances. Subsequently, a neural network is trained 

by deploying Bayesian regularization algorithm (BRA). In the training process, the 

constructed mathematically based learning data is employed, and the entire AI-PRC module 

is implemented in the control loop of GFLIs to adjust their pre-defined power references in 

real-time based on the grid’s disturbances. Several use cases are simulated and analyzed in a 

realistic 14 bus PEDG by MATLAB/Simulink and OPAL-RT simulator to evaluate the 
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functionality of the proposed approach for enhancing the grid resiliency. Moreover, several 

experimental assessments are conducted to support the simulation outcomes and provide 

practical validation of the proposed frequency restoration mechanism. 

3.2. Literature Review 

The augmented contribution of renewable-based energy resources for upholding 

sustainable and clean energy utilization in the modernized power system is affecting the grid 

conventional operation methodologies. Power electronic-dominated grids (PEDGs) suffer 

from the lack of minimum obligatory inertia required for sustaining the grid stability[7, 9]. 

Specifically, frequency and voltage stability are vulnerable in networks with low inertia[72]. 

Total system inertia and short circuit ratio (SCR) are the parameters that have more influence 

on the resiliency boundary of the PEDGs[73]. Thus, system frequency, rate of change of 

frequency (ROCOF) and voltage stability are jeopardized effortlessly by grid potential 

disruptions during any manner of operation. Likewise, due to the intermittent nature of 

renewable energy-based supplies, restoring the frequency excursion to the nominal and 

stable value is another substantial hurdle to providing proper operation for PEDG in real-

time. 

Typically, GFMIs have the mainstream contributions for sustaining grid resiliency when 

a disturbance takes place in the system, and this is due to their characteristic obligations[74]. 

Moreover, in the steady state condition, they can share the total system load among other 

suppliers in the operation period[75]. However, they have some restriction when large 

disturbances occurs either in demand side or supply side. Considering the restriction in their 

power rating, if they are coerced to contribute to a specific amount of a load more than their 
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nominal rating, the inverter cannot provide a proper dynamic response which could results 

in significant stability issues. Even though GFMIs can be interfaced with energy storage 

systems to support the grid stability in a timely manner, they do not consider the minimum 

mandatory system inertia which is essential to have a secure and stable operation[76]. 

Therefore, the transient stability boundary of the PEDG is limited particularly when a large 

disturbance occurs. Also, having numerous GFMIs operating in parallel can be problematic 

due to the possibility of power circulating amongst them[77, 78]. However, by implementing 

a sort of synthetic droop control which is predominantly adopted from the primary frequency 

control loop of a synchronous generator (SG), the total load can be shared among the 

inverters while the grid’s voltage and frequency are regulated autonomously. 

Thanks to GFLIs that can be employed to strengthen the upstream grid voltage and 

frequency if their control is equipped with droop fundamentals[78, 79]. To benefit from the 

GFLIs to enhance system resiliency during disturbances, it is vital to add up another higher 

level of voltage and frequency adjustment loop. The active power is tweaked based on a 

thorough f-p control gain and the reactive power is regulated by using another gain that 

relates the voltage magnitude to the required reactive power of the converter. A PLL is 

requisite to understand the grid voltage phasor at the point of interconnection (POI). It is 

essential to realize accurate gains which are contingent on quite a few other parameters such 

as the grid's physical features and the intensity of disturbances. For instance, the p-f gain has 

a direct impact on the ROCOF dynamic and the final regulated value of the system frequency. 

Therefore, need to employ a kind of tradeoff among these parameters during the 

disturbances. Moreover, the cut-off frequency of the employed low-pass filters plays a 
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significant role to certify the stability of the control and the whole system stability. 

Irrespective of grid forming or grid following inverters, if the p-f droop coefficient is slightly 

lessened, consequently the ROCOF is heightened. However, the frequency is regulated much 

better. Considering the same constraint for droop coefficient in GFMI and GFLI, varying the 

cut-off frequency has an explicit influence on the ROCOF and frequency as well. Reducing 

the cutoff frequency in the grid following control results in a decrease in the ROCOF and a 

higher cut-off frequency in grid following enables the control loop to restore the frequency 

excursion much faster while this has inverse effect on the grid forming inverters. Thus, 

frequency and voltage restoration can seriously be challenging in a PEDG with several 

GFLIs and GFMIs while in their control loop, different droop gains and cut-off frequencies 

have been deployed. Should be noted that different inverters manufactured by different 

vendors effortlessly resonant drawbacks of these issues. 

Contemplating the low level of PEDG inertia and existing mentioned operational 

challenges, a variety of basic to advanced frequency restoration control approaches are 

described in the literature. The notion of virtual synchronous generator (VSG) can be 

implemented in grid forming and grid following inverters to relatively damp system 

oscillatory transients due to the external disturbances with lower uncertainty regarding the 

stability violation[80]. In [81], a nonlinear control technique is introduced to expand the 

transient stability boundary which is extremely influenced by the frequency dynamics of the 

system. The authors proposed that in VSG-based control schemes, the inertial value cannot 

be assumed as a constant and a correlation should be established between the frequency 

excursion and inertia constant.  Additionally, it is declared that to have a more precise 
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comparison between VSG dynamic performance with SG, the same power rating must be 

considered, and the SG must be considered as with a high number of poles machine. 

However, in their proposed mathematical representation, which is a sort of binary algorithm, 

the drawback is related to the ROCOF. In fact, this approach cannot follow the industry 

standards such as IEEE 1547 regarding the ROCOF constraints. Consequently, it is crucial 

to have a faster frequency detection. Note that, even by enhancing the sensitivity of the 

proposed approach to frequency alterations, the challenge still exists when the ROCOF 

fluctuates slightly while it could be a resultant of some ignorable system noises. A droop-

based control in combination with ROCOF control for providing the active power set point 

in the event of frequency excursion is presented in [82] and is aimed to adopt the frequency 

control concepts from the SG control. Here, both mechanical and electrical models of SG are 

assessed and represented on the inverter control loop to control frequency excursions in the 

system. it is worthy to mention that the conventional droop and VSG based controls are not 

able to pick up the load for distinct dynamic characteristics either in grid-tied or standalone 

mode of operation at the same time. 

A comparison has been conducted on the VSG dynamic response and droop-based control 

scheme in inverter-based distributed generators in [16, 83]. Both control approaches are built 

by the fundamental thought of a droop concept. It should be noticed that a droop-based 

control characteristically does not engender any inertia for the system. Nevertheless, by 

employing a kind of lag in their control loops, the system can come up with virtual inertia. 

Even so, an inertial droop control method is proposed in this work to provide a 

comprehensive assessment of the control loop functionalities. As mentioned in [84], VSG 
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and inertia droop-based controls can take the advantage of the droop features and 

simultaneously could add up virtual inertia to the operating grid. However, the response of 

the VSG is more oscillatory compared to the droop-based techniques during system 

transients [16]; in addition, the droop-based control does not need a PLL. Thus, lessening 

some stability concerns that could ensue due to the PLL and its interaction with the power 

control loop. Still, the droop controls have their well-known innate downsides when the 

system confronting with large disturbances. In [85], a VSG-based GFMI is used in 

combination of a super capacitor-based energy storage system to enhance the dynamic 

response of a microgrid during load disturbances. Here, the base load at steady state is 

supported by GFLIs all over the grid and the GFMIs support the grid frequency in transient 

periods. In fact, the GFMI is just employed as power reserve in the critical time of the grid 

operation. As well, a low-bandwidth communication line is used to send correction signals 

from GFMIs to GFLIs all over the grid. Although the system robustness is enhanced but 

having communication links raise the vulnerability of the system to the possible cyber-

attacks. Moreover, all drawbacks regarding the VSG-based controls exist while the 

maximum benefit of GFLIs are not realized. In [86]a generalized droop control is presented 

for supporting the grid. The power loop in this approach is constructed flexibly to different 

conditions and enables the control system to provide virtual inertia and damping factor in 

standalone conditions. Moreover, in grid-connected mode, the fluctuations in the output 

power are diminished better. Nevertheless, the impediments of tuning and designing optimal 

controller gains and droop coefficient could limit control functionalities especially if the 

network configuration is altered, or a large disturbance occurs. 
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Due to the high level of nonlinearity in PEDG and prevailing mentioned shortcomings in 

the operational methodologies, artificial intelligence (AI)-based techniques have attained 

more attraction. AI techniques can cope up with multi-objective optimization problems such 

as frequency and voltage restoration. In fact, AI techniques are believed as a suitable 

potential to accommodate complicated dynamic modification of the system. Since, most 

frequency control loops in power system include proportional-integral (PI) controllers, an 

intelligent approach is presented in [87] to tune the PI parameters autonomously using a 

hybrid technique of fuzzy logic and particle swarm optimization (PSO) approaches. This 

adaptive technique comprises a conventional PI controller in conjugate with a fuzzy system 

for enhancing the PI controller coefficients. Due to the inherent limitation of fuzzy logic 

regarding fuzzification and defuzzification approach, a PSO algorithm is deployed to 

enhance the parameters that are used in membership function. Although some improvement 

in frequency regulation is prominent but generalizing the functionality of the proposed 

technique to a larger network has not been evaluated yet. Furthermore, there is no guarantee 

that the PSO can overwhelm premature convergence when the network is not operated as 

standalone. A frequency control AI technique approach is presented in [88] which focuses 

on an isolated hydro power plant; this methodology is valid for isolated plants which the 

required data are available for training. Therefore, the training process does not cover all the 

system incidents. Besides, any modification in the network configuration will have negative 

impacts on the outcome of the offline trained network. Also, in [89-91], a multi-agent 

reinforcement learning methods is explored to remove the centralized control approaches by 

estimating the frequency at primary and secondary levels. Still, the practical implementation 
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of the proposed approaches is limited by the required communication infrastructure. 

Moreover, selecting a proper AI technique, as well as training and implementing 

methodologies for the targeted system are undeniable challenges.     

To the best knowledge of the author, there is no study that aims to maximize the utilization 

of GFLIs toward enhancing the resiliency while fulfilling most deficiencies in the literature. 

Thereby, this work proposes a novel AI-based power set points correction for GFLIs to 

autonomously heal their power set-points during disturbances in real-time. To achieve the 

problem objective, two main modules are developed: i) data mining module, and ii) real-time 

AI prediction module. The data mining module benefits from a comprehensive transient and 

steady state-based mathematical model to construct a thorough database. All PEDG physical 

features such as practical alterations in configurations, demand and supply side disturbances, 

different inertia constants, network natural and damping frequency related to the power 

angle, and the optimal power injection/absorption are considered in this study. A swing 

equation is solved statistically while consider all variables that shapes the system dynamic 

effectively. All feasible variables are valued based on their practical ranges in a realistic 

PEDG. In this process, different parameters are considered such as inertia constant, 

alterations in configuration (i.e., the X/R ratio), demand and supply disturbances, system 

damping coefficient, natural frequency, and damped natural frequency. Thereafter, the 

required injecting/ absorbing power is calculated forthrightly. After that, a two-layer 

feedforward neural network with optimal number of sigmoid hidden neurons and linear 

output neuron is learned by using the mathematical-driven database. It should be noted, a 

Bayesian regularization algorithm (BRA) is employed in the training stage of this work to 
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compensate the dataset size limitations, mitigate the noisy dataset impact, and cover other 

potential uncertainties. The second module accurately predicts frequency trajectory of the 

system when a disturbance occurs in the system. Thus, the proposed methodology scrutinizes 

frequency eccentricities during wide range of disturbances. The proposed methodology is 

employed in the control loop of GFLIs to ensure resilient operation of PEDG under 

disturbances. 

3.3. Understudy PEDG Configuration Description 

The understudy PEDG, see Figure 3. 1, is an IEEE 14 Bus test case that represents 

approximately a portion of the American Electric Power System as of February 1962. In the 

initial edition, there are five SGs as the main grid supplier and 11 Loads. However, to make 

it more consonant with low inertia PEDG, 4 SGs are removed and substituted with power 

electronic-based resources as well as some minor modifications in the line and load 

parameters. Seven GFLIs and one relatively small SG are contributing to support system 

loading. The total amount of load in this study is 500 kW. SG output power in steady state is 

limited to 150kVA while its power rating is 800kVA.  

As planned, 350 kW of system demand is supplied by renewable resources which is 

equivalent to 70% of the total loads. This assures the entire system inertia is low. Moreover, 

the total inertia of the SG is in the minimum available that compatible to its power rating. The 

grid is enabled to be operated in islanded mode with two different voltage level or operated 

as tied with upstream network at 69kV via a circuit breaker (CB) installed at substation 

location of bus #10. Considering the islanded mode of operation, medium voltage (MV) 

cluster supplies the loads at 13.8 kV and the low voltage (LV) cluster maintain the loads at 
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380 V. Two different level and self-sufficient clusters are interconnected via two 13.8 kV/380 

V transformers. Ensuring the minimum prerequisites of the protection aspects of PEDG, all 

distributed energy resources (DERs) are equipped with coordinated protection relays and CBs 

to act in the event of any violation of IEEE-1547 standard or short circuit faults.  

3.4. PEDG Prevailing Fundamentals 

In this section, the main control concepts of SG, VSG-based GFMIs and any droop-based 

control approaches that contribute to frequency and voltage restoration are presented. 

Mathematical representations of the necessary control concepts are demonstrated to prove 

that there is high similarity between a PEDG dynamic response and existing power system. 

This study should be carried out to authorize us to take the advantage of comprehensive 

mathematical model for constructing the learning dataset. Should be remarked that, although 

the inertia level of PEDG can be much lower than a traditional power grid, but the frequency 

dynamic follows the fundamental role of swing equation. As clear, in bulky power system 

with different rotational inertia, power balance equation defines the frequency trajectory of 

Figure 3. 1. The understudy 14-Bus PEDG. 
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the system based on the equivalent inertia of the entire system, and this is based on the 

fundamental of swing equation that is valid for all SG-based power systems. As discussed in 

previous section, PEDG demands are supplied by different types of distributed energy 

resources (DERs) such as: SGs, GFMIs and GFLIs. Emulating a minimum value of virtual 

inertia is crucial to provide a stable condition for PEDG during the disturbances. Thus, we 

start by introducing the control fundamentals of SG and later convert it into virtual manner 

for VSGs. Considering that at least one GFMI of PEDG is controlled as a VSG, (1) show the 

virtual torque balance equation that is applied in the VSG-based control loops and is given 

by, 

( ) 2 v
m e a v

dw
T T D w H

dt
     (3.1) 

Where H is the inertia constant, Tm is the mechanical torque of the prime-mover and Te is 

defined as the torque that applied in reverse rotation due to the demand alterations. Da is the 

damping factor and ωv represents the VSG frequency. As shown, with any load disturbances 

and the consequent variation in frequency, the equivalent system electrical load is 

compromised indirectly, and this is due to the influence of damping factor in this equation. 

The primary effect of H is on the ROCOF while Da has influence on the steady-state value 

of the frequency. To declare the legitimacy of this idea in mathematical form, one can 

simplify (3.1) by transferring torque equation in term of power balance at nominal frequency 

during load increase and ignoring the damping factor just at the disturbance instance. Two 

independent equations for ROCOF and accelerating power are given by, 

2 , 4 govdpdf
p H p H f

dt dt
        (3.2) 
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Where 𝑝̇௚௢௩ represent the governor dynamic. As droop-based approaches are typically used 

in control schemes of GFLIs or GFMIs for the sake of voltage and frequency restoration, it 

is necessary to provide a methodical evaluation regarding the influence of this control on the 

PEDG dynamic and observe the similarity of this control dynamic with the one which is used 

in SGs or VSGs. It is worth mentioning that the focus of this part is on the power control 

loop because the rest of the control are the same in both approaches. In all droop-based 

control, there is a basic relation between the frequency and the output active power, this is 

given by, 

 0 02
p cut

cut

D
f p p f

s


 
 

    
 (3.3) 

Where f shows the output voltage frequency and f0 is the nominal system 

frequency. P represents the output power which is provided by the inverter and p0 is the 

nominal value of the active power. Dp is known as droop coefficient and ωcut is the cut-off 

frequency in the low-pass filter. As mentioned before, the latter parameters are influential 

elements in shaping the frequency dynamics of a PEDG governed via these types of control. 

Due to the inherent alliance of inertia momentum with the inertia constant, the (3.1) can be 

represented in the term of power balance as, 

0
0 0

( )
( ( )) v

m e a v

d w w
p p D w w Jw

dt


     (3.4) 

Here, Pm can be represented as reference active power of inverter which in SGs known as 

prime mover power, Pe is the inverter output power and ωv is the output voltage angular 

frequency. Da and ω0 are the damping factor and nominal system angular frequency 

respectively. Basically, a typical representation of the governor can be found as, 

0( )m nom Gp p k      (3.5) 
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Where kG is known as governor gain. Substituting (3.5) into (3.4) subjected to ωv = ω and 

applying Laplace transform, 

0 0 0 0( ) ( ) ( )( )nom G e ap k w w p D w w sw sw Jw        (3.6) 
Involving the impact of a low-pass filter in the conventional droop while including a 

proportional controller corresponding to damping factor Da value in the traditional droop-

based control can modify (3.6) as, 

    0
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D D

 
   


 

       
 

 (3.7) 

where Gsec is the proportional control representation with a reference frequency of ωsec which 

is equal to ω0. Comparing each term of (3.7) with (3.6) will result in, 

0

1 1
, G

cut cut cut

J k
D D




   (3.8) 

Which proves the power control in droop-based control can be translated as VSG-based 

control which follow the fundamental of swing equation. Thus, it is proved that the dynamic 

of a PEDG with different control schemes for GFMIs and GFLIs is like the conventional 

power system encountering the disturbances. Moreover, no limitation if the PEDG is 

operating in grid connected or islanded mode. 

3.5. PEDG Data Mining Methodology: Constructing Comprehensive 

Learning Dataset Based on Transient and Steady State Dynamic of The 

PEDG Fundamentals 

3.5.1. PEDG frequency dynamic in steady state duration 

To provide a comprehensive dataset regarding any impending variations in the grid such 

as PEDG’s physical feature or different disruption types, transient and steady-state intervals 
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should be investigated accurately. Transient durations are imperative that if not supported 

promptly, the steady state resiliency investigations would be worthless. Nevertheless, if 

transient circumstances’ constraints are satisfied, the next step would be to satisfy the grid 

code constraints for post-transient time. As demonstrated in the previous section, the 

dominant dynamic response rule of a PEDG follows the swing equation. Thus, a transient-

based mathematical model in term of the swing equation is investigated to shape the data-

mining module during sever disturbances. Moreover, the steady state dynamic of the PEDG 

is analyzed as well to provide a thorough data base to cover primary and secondary frequency 

responses. Subsequently, an innovative methodology is proposed to encompass all PEDG 

disturbances and alterations. These procedures assure that all events would be monitored and 

captured mathematically in a database that is exploited for learning a neural network. The 

final objective is to predict the PEDG frequency trajectory and provide an optimal power 

reference correction for GFLIs in real time. This real-time power correction is corresponding 

to the adjustment of accelerating power in conventional power systems by SGs contributions 

all over the grid. The intrinsic dynamic of PEDG during normal disturbances is evaluated by 

exploring the fundamental of power balance equation, which is given by, 

.( ) ,

, sin( )

m e

e M

H d d
f P P

dt dt

d wdt P P




 

      
  

  
 (3.9) 

where Pm is the per unit value of the inverters’ input powers that are adjusted based on (5) 

and Pe represents the output electrical power respectively. H is the virtual inertia constant, 

and δ is the electrical power angle. Any deviation in ∆𝜔 results in different frequency 

dynamic and ROCOF based on the PEDG inertia constant. For evaluating the inherent 
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dynamic of this equation, a general perturbation such as 𝛿 = ∆𝛿 + 𝛿଴ is applied on the power 

angle, which is corresponded to a normal disturbance, (3.9) is approximated in term of angle 

perturbation by, 

0cos( )M

d d f
P

dt dt H

           
  

 (3.10) 

As cited earlier, the effect of damping factor in inverter-based control loop can be 

demonstrated as kind of variable power Pdam= Da ∆𝜔 that manipulates the electrical demand 

and thus the entire frequency dynamic during any potential disturbances are affected. 

Implementing this impact on (3.10), gives, 

0cos( )M

d d D f d f
P

dt dt H dt H

               
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 (3.11) 

By solving the characteristic equation, the power angle with respect to initial point of 

electrical power angle is given by, 
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Based on the second order differential equations, natural frequency, damped frequency, and 

damping ratio can be found in term pf PEDG feature such as, 
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Therefore, PEDG as a nonlinear system has natural frequency which has influence on the 

nodal voltages, global frequency, and the amount of power contribution from each DER. 

Furthermore, natural frequency is affected reversely by H while the damping ratio has a 

direct relation with damping factor. As expected, by increasing the inertia constant, damping 

ratio of the PEDG is decreased. Certainly, the generalized power angle equation can provide 

a comprehensive database for frequency and ROCOF dynamic if the input variables are 

valued in a feasible and practical range. These variables are different power angle deviation, 

different inertia constant, PEDG damping ratio, PEDG natural and damped frequency and 

demand-supply disturbances. 

3.5.2. PEDG momentary frequency dynamic during severe disturbances 

As discussed in previous section, PEDG dynamic was evaluated by considering its 

physical features when a normal disturbance happens. This type of disturbances is studied in 

the steady state stability category. However, by contemplating potential sever disturbances 

and degree of nonlinearities in a PEDG dynamic, the former explanation would not be 

pertinent to assess the PEDG dynamic. In other word, when the disturbance is extensive, 

common, and straightforward solutions are not reasonable for a highly coupled nonlinear 

differential equation. Therefore, this problem should be classified as transient stability 

studies. In this section, the PEDG dynamic facing with a sever disturbance is achieved by 

using Euler arithmetical methodology. In this approach, some adjustments which are based 
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on prediction and correction techniques are applied. Basically, (3.9) can be divided in two 

first order differential equation as, 

,

m e

p f d w
d wdt

H dt
p P P

  
  
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 (3.14) 

Here, predicted solutions are found for each equation and denoted by subscript N. Also, a 

corrective action is carried out on the predicted values and shown by subscript c. At the state 

of k+1, the predicted values for power angel are given by, 
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With the same logic, the angular frequency deviation is given by, 
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The corrected values are calculated by averaging the values of two found derivatives and is 

given by, 
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 (3.17) 

For the next step, corrected values are substituted in associated equations and the process is 

repeated to find the last approximated solution for the objective states as,  

1 1 1 10, 0c c
k k k k            (3.18) 
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with the same logic, by finding the angle dynamic, frequency and ROCOF are found 

considering different grid features such as inertia constant, damping factor and the supply-

demand disturbances. 

3.6. Training Mechanism Based on Bayesian Regularization Algorithm 

Rules 

Once a comprehensive dataset is formed, an artificial neural network (ANN) is needed to 

be trained for predicting the required corrective accelerating power to support the grid under 

different disturbances. In other word, the trained network, predict PEDG inertia based on the 

frequency trajectory and ROCOF and find an optimal power to restore frequency excursion 

in a timely manner. Typically, AI- based approaches suffers from lack of required database 

size, non-optimal regularization parameters, heterogenous dataset, overfitting problems and 

potential uncertain inputs. Using Bayesian regularization in the learning algorithm of ANN, 

enhances the training performance by finding the optimal parameters during training process. 

In Bayesian regularization algorithm (BRA), defining a cost function is required to 

adaptively decide on terminating the training process based on different problem objectives 

and regularization parameters. A typical problematic issue in feed forward neural networks 

is regarded to overfitting challenges that have direct influence on the network weights. This 

results in poor NNs generalization when they get new input data. The best method to resolve 

this issue is to regularize the estimation process. This is carried out by inflicting a penalty 

factor on the network cost function. Based on the problem objective in this work, the inputs 
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are system frequency and ROCOF while target dataset include the required corrective active 

power to stabilize the PEDG under applied disturbances. Training data set are presented as, 

         1 1 1 2 2 2, , , , , ,....., , ,d N N NT f f p f f p f f p       (3.19) 

Where 𝑓, 𝑓ᇱ are frequency and ROCOF and 𝛥𝑃 is the required corrective active power. A 

nonlinear mapping mechanism can be found to represent the input-output relation if a proper 

interpolating function is shaped. The mapping function is given by, 
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where 𝜓(𝑋௜) is defined as interpolating function with the weigh factor 𝑤௥. Should be 

remarked that 𝐺௜ is a Gaussian random variable with average of zero. The probability density 

function of this variable can be shaped in a general format to be involved in optimization 

problem. In the proposed trajectory prediction process, it is aimed to minimize the prediction 

error, which is given by, 
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Where 𝑀𝑃ప
෢  is the predicted value which is the output of the trained NN. A Hessian matrix is 

estimated by Levenberg-Marquardt algorithm for a given function 𝑔: ℝ௡ → ℝ as, 
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 (3.22) 

a second order of partial derivatives for all pairs of variables in domain of g shape all 

elements of this matrix. It should be noted that this matrix is used in machine learning 
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algorithms for finding the saddle points and extremum of the given function. An objective 

cost function is defined by, 
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As mentioned, this cost function is used to maintain the generalization performance of the 

NN and ƞ is defined as the weight factor of regularization with the value of 0 < ƞ < 1. In 

this stage, two different parameters are defined for the later objective function and (3.23) is 

reformed by, 
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Based on the BRA fundamental, the NN weight factors are selected in a random manner. 

Thus, probability function of NN’s weights is given by, 
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In this equation, network model is involved and represented by Nn. Also, the initial 

information regarding the weight factors is identified as a prior density function of 

𝑓(𝑤|𝜌, 𝑁௡). Considering given weight factors, the probability of receiving the data Td is 

shown by 𝑓(𝑇ௗ|𝑤, 𝜇, 𝑁௡). Also, based on the probability fundamentals, a normalization term 

as 𝑓(𝑇ௗ|𝜌, 𝜇, 𝑁௡)is used to ensure the total probability of 1 in (3.25). 

𝑓(𝑇ௗ|𝑤, 𝜇, 𝑁௡) by considering the Gaussian random variable with variance 𝜎ଶ in the 

mapping function can be found by, 
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With the same approach, 
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Considering (3.26) and (3.27), (3.25) can be represented as, 
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By rearranging (3.25), the normalization term is given by, 

  2

1 1 , 1

2

1 , 1

( ( ) )

2

( )
2

( , , )

(2 )

N l m
h

i i pq
i h p q

l m
h
pq

h p q

MP MP w
N

d n

w
N

e
f T N

e dw

 



 



  

 

  



  


   
 
 


 
(3.29) 

The nominator of (3.29) is estimated around the minimum point of 𝑤௠. Thus, to find the 

optimum point, derivative of (3.29) with respect to 𝜌, 𝜇 should be equal to zero. By applying 

Hessian matrix in optimization process, the optimum parameters are given by, 
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Getting the optimum parameters based on the training dataset structure, ensures high 

prediction accuracy of the trained network while enable the network to deal with noisy and 

small dataset with uncertain dynamic of inputs. 

3.7. Simulation Results and Discussion 

In this section, the functionality of the proposed approach is verified on the understudy 

14-bus PEDG under several circumstances and MATLAB/Simulink is employed for 

simulation purposes. In the next step, the underlying concept of the proposed methodology 

is validated in the research Lab by a hardware setup in small scale. The setup can emulate 
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the main dynamic of the 14-bus PEDG under different case studies. Briefly, two three phases 

GFMI and GFLI are feeding their local loads while are tied to each other by a resistive line. 

To emulate the disturbance scenario, a load step occurs in the grid buses. Three major 

categories of use cases are simulated and assessed in this section which comprise: i) 

extensive power generation loss in the grid due to any external grid’s disturbances ii) 

generation loss in a reconfigured grid topology and iii) Load decrease in the reconfigured 

grid. For all categories, thorough comparisons are carried out with and without the proposed 

approach. 

3.7.1. Power generation loss 

In this scenario, the 14 bus PEDG’s DERs are driving the total load in a steady state 

manner. Therefore, there is a stable power flow in the grid due to the steadied voltage and 

current conditions in all grid buses. GFLIs are feeding the loads based on their predefined 

power set points. For evaluating the efficacy of the proposed frequency restoration 

methodology, one of the GFLIs is equipped with the AI-based power reference correction 

module (AI-PRC). In the first scenario, a 200kW generation loss occurs while none of the 

DERs are equipped with the AI-PRC. As expected, a considerable frequency drop should be 

detected at the time of disturbance. Generation loss transpired at instant of t=8s. Figure 3. 2 

illustrates the grid’s frequency before and after this disturbance. As shown, a frequency drop 

of 3 Hz is observed. In this scenario, SG is the main contributor to governing the voltage and 

frequency particularly in the black start and during grid potential disturbances. Here, 

frequency is restored to the nominal value after about 4s. Figure 3. 3 shows the restoration 
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Figure 3. 2. Frequency dynamic when AI-PRC is disabled: 200 kW generation loss occurs and frequency drops 

to 57 Hz, the system is restored with 1522 ms. 

 

Fig. 3 

Figure 3. 3. SG power dynamic without contribution of GFLIs in frequency restoration. 

 

Figure 3. 4. GFLI voltage located at bus 13: generation loss occurs, and the voltage is stable at point of 

interconnection before transformer. 
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procedure carried out by the SG. This figure demonstrates the SG power dynamic during 

supporting the grid which relatively is slow.  

The same as the frequency dynamic, the entire system needs around 4 s to establish a 

supply-demand balance. Should be remarked that the nadir frequency passes 57 Hz which 

most probably triggers the protection relay. Happening this condition certainly will result in 

a wide blackout which is not acceptable. Figure 3. 4 illustrates the GFLI#6 voltage before 

and after the scenario. The voltage waveform does not show considerable sag here due to the 

active and reactive support from SG. In the next use case, it is aimed to evaluate the 

 

Figure 3. 5. AI-PRC output before and after 200 kW generation loss: power reference correction dynamic is 

added to GFLI power setpoint to contribute to frequency restoration. 

 

Figure 3. 6. Power injection by GFLI#6: 200 kW generation loss occurs and the grid following contribute to 

frequency restoration till SG increases its output power. 
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functionality of the proposed approach during the same disturbance and GFLI#6 is equipped 

with the AI-PRC. Figure 3. 5 shows the correction value that should be added to the power 

set point of GFLI. As shown, when the generation is lost, the entire grid experience lack of 

power, due to this fact the frequency is dropped with high steep. Considering the logic of 

training, the power correction value is increased and touches 200 kW with high accuracy. At 

the same time, SG is increasing the output power. As SG power increases, smartly, the AI 

module decreases the corrected power which results in decreasing the GFLI power reference 

 

 

Figure 3. 7. Current dynamic of GFLI#6: 200Kw generation loss occurs and the power-supply balance is 

established in transient period by contribution of GFLI. 

 

Figure 3. 8. Output voltage of GFLI at the point of interconnection: after generation loss, the voltage keeps 

stable by fast frequency restoration. 
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Figure 3. 9. Bus#6 voltage profile: generation loss occurs, and Bus 6 voltage is evaluated, Bus voltage at MV 

level is stable during the transient period. 

 

Figure 3. 10. Bus#6 current profile: generation loss occurs, and Bus 6 current is evaluated, current at MV 

level is stable during the transient period. 

 

Figure 3. 11. Frequency dynamic by employing AI-PRC at control loop of GFLI#6: generation loss occurs, 

and frequency nadir reach to 59 Hz. Frequency is restored beyond 59.5 Hz by 190 ms. 
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to its default value after about 4 s. Figure 3. 6 shows the active power injection dynamic of 

GFLI#6 which accurately follows its reference. Figure 3. 7 illustrates the current dynamic 

during the occurred disturbance. As shown, in the same manner of the corrected power 

reference, the current increases in three stage and converge to its nominal value after the 

disturbance is damped. GFLI voltage at its local POI is shown in Figure 3. 8. For evaluating 

the other buses of the grid, the voltage and current of Bus 6 are shown in Figure 3. 9 and 

Figure 3. 10 respectively. The frequency dynamic is shown in Figure 3. 11. This figure 

 

Figure 3. 12. Frequency dynamic comparison with and without deploying AI-PRC in GFLI#6 control loop: 

nadir frequency decreases 2 Hz when AI-PRC is enabled, and the restoration time decreases about 1332 ms. 

 

 

Figure 3. 13. Frequency dynamic and average ROCOF: generation loss occurs, average ROCOF decreases 

about 8 Hz/s when the GFLI contributes to frequency restoration process by deploying AI-PRC module in the 

control loop. 
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illustrates that the frequency drop is around 1 Hz and is restored immediately. To have an 

evaluation metrical of the fast frequency restoration when the proposed approach is 

deployed, Figure 3. 11 shows the time duration that needs to stabilize the frequency beyond 

the 59.5 Hz is 190 ms. To have a better comparison of when the GFLI contributes to grid 

support, Figure 3. 12 and Figure 3. 13 provide details of the frequency excursion dynamic. 

Figure 3. 12 shows that the nadir frequency has improved by 2 Hz and the restoration process 

duration is decreased by about 1332 ms when the GFLI supports the grid in transient time. 

Figure 3. 13 demonstrates that the average ROCOF improves approximately twice the time 

the AI-PRC approach is not employed in the GFLI’s control loops. Figure 3. 14 provides 

exhaustive information regarding instantaneous ROCOF for both use cases. As indicated, the 

maximum ROCOF is 13.48 Hz/s when the AI-PRC is deployed in the control loop of GFLI. 

This value reaches 25.18 Hz/s when GFLI does not contribute to frequency restoration.  

 

Figure 3. 14. Instantaneous ROCOF: generation loss occurs, peak to peak values in ROCOF domain decreases 

by 18.07 Hz/s when AI-PRC is enabled for GFLI. ROCOF reached to zero 400 ms faster. 
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3.7.2. Generation loss and grid structure reconfiguration 

To generalize the functionality of the proposed approach in grid support during sever 

disturbances, it is crucial to contemplate some considerations that have meaningful influence 

   

on the dynamic response of the grid. In this section, the grid structure is reconfigured and the 

limitation of the GFLI power rating is considered during their frequency restoration 

contribution. This physical variation would have explicit impact on the X/R ratio of the grid 

and the amount of short circuit ratio (SCR). Both can affect the dynamic response of the grid 

during severe disturbances. Should be commented that the provided use cases in this section 

can be great indication that the trained neural network is well generalized and can predict the 

frequency trajectory when the physically modified understudy grid is confronted with severe 

disturbances. Thus, the reconfigured grid is supposed to experience a severe disturbance and 

the effectiveness of the proposed approach in involving the GFLIs in frequency and voltage 

restoration is assessed. Two different transmission lines located in critical points of two 

different voltage level clusters committed to be disconnected. The employed modification 

 

Figure 3. 15. Power reference corrective value generated by AI-PRC module when 120 kW generation loss 

occurs, GFLI output power follows the real time power reference correction value. GFLI Power rating 

limitation is 80 kW. 
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Figure 3. 16. Current dynamic of GFLI#6: 120 Kw generation loss occurs, and the power-supply balance is 

established in transient period by contribution of GFLI. 

 

 

Figure 3. 17. Output voltage of GFLI at the point of interconnection: after generation loss, the voltage keeps 

stable by fast frequency restoration. 

 

 

Figure 3. 18. Current profile during disturbance in Line 11 located at MV cluster: Power flow increases after 

contribution of GFLI in frequency restoration. 
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alters the basic power flow paths remarkably. Assuming the hotline power rating is not 

jeopardized in this scenario after reconfiguration, a 120-kW power generation loss occurs in 

the understudy 14 bus PEDG. Here, the GFLI at bus 13 will support the grid in transient. 

This inverter has a power rating of 80 kW. Based on the local load of 50 kW of this inverter, 

the maximum power contribution of this inverter is confined to 30 kW. Line 14 was being 

operated at MV voltage level and line 4 was at LV level. As a result, it is anticipated that the 

power flow of line 11 increase during the power contribution of GFLI#6. Figure 3. 15 shows 

the power contribution of the GFLI during the transient following the power correction 

 

Figure 3. 19. Line to neutral voltage profile during disturbance in Line 11 located at MV cluster: Voltage 

profile is stable before and after generation loss. 

 

Figure 3. 20. Frequency dynamic by employing AI-PRC at control loop of GFLI#6: generation loss occurs, 

and frequency nadir reach to 59.8 Hz. Frequency is restored beyond 59.9 Hz by 76 ms. 
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Figure 3. 21. Instantaneous ROCOF: generation loss occurs, ROCOF peak is controlled in the band of 5 Hz/s

when AI-PRC is enabled for GFLI. ROCOF reached to zero with 160 ms. 

 

Figure 3. 22. Power injection by GFLI#6: generation loss occurs and the grid following contribute to frequency 

restoration by decreasing the output power till SG decreases its output power. 

 

 

Figure 3. 23. Current dynamic of GFLI#6: generation loss occurs, and the power-supply balance is established 

in transient period by contribution of GFLI. 
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command of AI-PRC. As shown, the maximum power contribution is around 20 kW to go 

along with the power rating restriction. The current and voltage dynamic of these inverters 

are illustrated in Figure 3. 16 and Figure 3. 17 respectively. As shown, the current increase 

based on the dynamic change of power reference, and the voltage is stable with an ignorable 

drop at the early time of disturbance. Figure 3. 18 and Figure 3. 19 demonstrate respectively 

the current and voltage of line 11 which is located at the MV cluster. As expected, the power 

flow level is elevated while the voltage level is kept at a nominal value. To assess the 

 

Figure 3. 24. Zoomed-in version of current dynamic of GFLI#6 at instant t= 7s: generation loss occurs, and the 

power-supply balance is established in transient period by contribution of GFLI. 

. 

 

Figure 3. 25. Output voltage of GFLI at the point of interconnection: after 135 kw generation loss, the voltage 

keeps stable by fast frequency restoration. 
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functionality of the proposed approach to fast frequency restoration while keeping the 

ROCOF in an acceptable range in a short time, Figure 3. 20 and Figure 3. 21 illustrate 

respectively the frequency excursion and ROCOF dynamic before and after this disturbance. 

As shown, the frequency is restored beyond 59.9 Hz around 76 ms while the frequency nadir 

differences with nominal value are kept in the band of 0.23 Hz. Should be remarked that this 

case study highlights the effective contribution of GFLIs in frequency restoration even by 

considering their power rating limitations. Moreover, the ROCOF is converged to zero 

around 700 ms, see Figure 3. 21. 

 

Figure 3. 26. Frequency dynamic comparison with and without deploying AI-PRC in GFLI#6 control loop: 

maximum frequency decreases around 1 Hz when AI-PRC is enabled, and the restoration time decreases 

about 1330 ms. 

 

Figure 3. 27. Instantaneous ROCOF: generation loss occurs, peak values in ROCOF domain decreases by 5 

Hz/s when AI-PRC is enabled for GFLI. ROCOF converges to zero in 1000 ms. 
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3.7.3. Unplanned demand outage in a reconfigured grid with different inertia 

To cover up all the grid potential disturbances and generalize the proposed approach, in 

this section, an unplanned outage occurs on the demand side. At instant t=7s, the 135-kW 

load is decreased. Moreover, some other effective elements in shaping the grid response 

dynamic are considered in this evaluation as well. The grid is reconfigured, the location of 

the supportive GFLI is changed and the total inertia of the grid is modified. Should be noted 

that, although the entire inertia of the grid is unknown parameter, however, by modifying the 

 

SG inertia constant, total grid inertia would be affected and running this use case can be an 

operational assessment of the trained neural network in the frequency trajectory prediction 

practice. As believed, the AI module ought to deliver a negative power reference to adjust 

the GFLI power reference in a way that power injection to the grid lessen. Though, the 

 

Figure 3. 28. OPAL-RT OP5600 platform: 14 bus PEDG is simulated and run in real-time for evaluating 

the performance of the proposed approach. 
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inverter should sustain its local load that here is around 35 kW. In a steady state, the power 

injection was around 100 kW when the unplanned outage occurs. Figure 3. 22 shows the 

power dynamic of the inverter. As expected, the injecting power is decreased to the amount 

that no jeopardizations take places in the predefined constraints of inverter local load power. 

This Figure illustrates that the disturbance absolutely is restrained by 2.5s during the time 

that SG declines its output power to make up a new supply-demand balance operating point. 

Figure 3. 23 and Figure 3. 24 show the inverter current dynamic during the grid support. As 

obvious, the current gets the minimum acceptable value by 200 ms to dampen the disturbance 

and raises to the nominal value after about130 ms. Stable inverter output voltage at local POI 

is shown in Figure 3. 25 during the transient period. Frequency and ROCOF dynamics are 

demonstrated and assessed in Figure 3. 26 and Figure 3. 27 correspondingly. Figure 3. 26 

 

Figure 3. 29. Voltage and current of GFLI and synchronous machine voltage at steady state operation. 

Results have been captured by applying measurement gains. 
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Figure 3. 30. Transient dynamic of voltage and current of GFLI and synchronous machine voltage when 

200kW power mismatch occurs. Results have been captured by applying measurement gains. 

 

Figure 3. 31. Zoomed-in format of transient dynamic of voltage and current of GFLI and synchronous 

machine voltage when 200kW power mismatch occurs.  
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Figure 3. 32. AI-PRC outputs, frequency deviation and injected power by GFLI and synchronous 

machine for restoring the system frequency during power mismatch. Frequency excursion is damped 

by 640 ms.  

 

Figure 3. 33. Voltage and current of GFLI and synchronous machine voltage after handling system 

disturbance by GFLI contribution in transient, the grid continues its operation. 
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provides a detailed comparison of frequency dynamics with and without deploying the AI-

PRC in GFLI control loops for the similar disturbance. As shown, frequency is controlled 

lower than 60.5 Hz in 380ms while without GFLI contribution this interval reaches 1330 ms. 

Moreover, the frequency peak is suppressed by 1 Hz more, by deploying the proposed 

approach. Regarding the ROCOF, a considerable 5 Hz/s improvement is achieved when the 

grid takes advantage of the GFLI equipped with the proposed AI module. See Figure 3. 27. 

3.8. Realtime Simulation in OPAL-RT 

In this section, the 14 bus PEDG is modeled and simulated in OPAL-RT OP5600 platform 

to validate the functionality of the proposed approach in real time. Figure 3. 28 shows the 

 

Figure 3. 34.  Hardware setup for experimental validation of the proposed AI-PRC. 
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OPAL-RT that has been used for real time simulation in this work. Figure 3. 29 illustrates 

GFLI voltage and current as well as synchronous generator terminal voltage before applying 

the disturbance. As it is shown, voltage and currents are sinusoidal, and the grid variables 

are stable. It should be noted that the AI-PRC module is active in the control system of GFLI. 

To emulate a disturbance, DER 5 is disconnected from the rest of the grid. In this scenario, 

the PEDG experience 200kW power mismatch. As it is captured in Figure 3. 30, GFLI 

current increase and converge to another value in less than 325 ms and this is due to fast 

reaction of the implemented AI-PRC module to adjust the GFLI power set point based on 

grid’s disturbances. The fast support of GFLI not only restores the frequency deviations to 

its nominal value but also keeps the grid voltage in the stable region. Figure 3. 31 shows the 

zoomed in format of Figure 3. 30 to clearly demonstrate the dynamic of GFLI which follow 

the AI-PRC output. Figure 3. 32 displays frequency dynamic deviation from its nominal 

value, the outputs of AI-PRC module, synchronous generator power dynamic, and GFLI 

powers dynamic in a single frame. When the power mismatch occurs, a notable deviation is 

seen in frequency. Here, the absolute value of frequency differences with its nominal value 

 

Table 6. System Specifications 

Parameter Value & units 

Dc link voltage Vdc 300V 
Sampling time Ts 35µs 
Inverter side inductance L1 3.06mH 
Grid side inductance L2 1.364mH 
Filter capacitor Cf 24.69µF 
Capacitor ESR Rf 0.5Ω 
Peak voltage Vg 

Grid Frequency fg 

GFMI rated power 
GFLI rated power 
GFMI local load 
GFLI local load 
Step Load 

150 V 

60Hz 
5000 W 
5000W 

30Ω 
22Ω 
20Ω 
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is shown. The AI-PRC module boosts up the current reference and the GFLI injects the 

requisite power to the grid. As seen, frequency excursion is damped by less than 640 ms. 

Due to the slow dynamic response of synchronous generator, GFLI continues injecting power 

till the synchronous generator catches up the mismatch power. Frequency reaches to its 

nominal value and the system keep on its normal operation steadily. Figure 3. 33 shows GFLI 

voltage, current and SG voltage after the disturbance is handled.  

 

Figure 3. 35. GFMI power dynamic: Load increase in the grid while AI-PRC is disabled for GFLI. 

 

Figure 3. 36. Frequency dynamic: System loading increase while GFLI does not contribute to frequency 

restoration, also the restoration loop is disable in GFMI control loop. System frequency converges to other 

frequency point. 
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3.9. Experimental Results and Discussion 

To assess the functionality of the proposed voltage and frequency restoration method by 

effective contribution of GFLIs, several use cases are experimentally tested and evaluated in 

a hardware setup depicted in Figure 3. 34. The understudy hardware emulates a realistic 

dynamic of a PEDG. Thus, voltage and frequency are built and controlled via a relatively 

low-inertia VSG-based GFMI. Also, a GFLI contributes to support the local loads with a 

constant power set point. Two power supplies provide the DC link voltage for both inverters’ 

H-bridges. GFLI control loop is equipped with AI-PRC to interact dynamically with grid 

 

 

Figure 3. 37. Output voltage dynamic of GFMI: Voltage is stable after load disturbance. 

 

 

Figure 3. 38. Output current dynamic of GFMI: Current is stable after load disturbance. 
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during the potential disturbances in one of the provided case studies. Thorough technical 

specifications of the hardware components are listed in Table 6. Control mechanisms are 

implemented on a dSPACE control platform with turnaround time of 35 µs. In steady state, 

each inverter supplies their local loads. It is aimed to apply a step load compatible with grid 

nominal capacity at the POI and evaluate the system dynamics under different case studies.  

 

Due to the importance of control loop approach for supporting the low-inertia grids, three 

different case studies are considered by focusing on the practically used control approaches. 

 

Figure 3. 39. GFLI output power dynamic: GFLI supply the local load at constant value before and after load 

disturbance, control system is not equipped with AI-PRC. 

 

 

Figure 3. 40. Frequency dynamic: restoration loop is activated in GFMI power control loop. Frequency 

excursion is 1.43 Hz, and it is restored to nominal value with 11.45 s. 
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Figure 3. 41. GFMI power dynamic with restoration feature: Load increase in the grid while AI-PRC is disabled 

for GFLI. 

 

Figure 3. 42. GFLI power dynamic when AI-PRC: Load increase in the grid while AI-PRC is disabled for 

GFLI. Injecting power is constant before and after load disturbance. 

 

Figure 3. 43. Frequency dynamic: AI-PRC is enabled for GFLI, frequency excursion is 0.1 Hz, and it is restored 

to nominal value with 130 ms. 
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In the first case study, a step load occurs in the grid while the VSG-based GFMI controls the 

frequency excursions via implementing a linear governor. Here, the secondary layer of 

frequency restoration loop is deactivated. Figure 3. 35 shows the power dynamic of the 

GFMI. As shown, before stepping the load, GFMI is supporting a 600 W local load. After 

applying a step load around 1.5 kW, it is shown that a considerable frequency drop happens, 

see Figure 3. 36. This is due to the p-f droop-based control approach limitations that are 

tuned for certain range of load steps. Thus, if a sever disturbance occurs while the governor 

 

Figure 3. 44. Power injection by GFLI#6: load increases and the grid following contribute to frequency 

restoration. 

. 

 

Figure 3. 45. Power injection by GFMI: load increases and the grid forming contributes to frequency 

restoration. 
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is not equipped with restoration mechanism, the system would converge to another operation 

point. As shown, the frequency drops about 6 Hz and is fixed at another level. Should be 

mentioned that in this case study, the frequency protection relays has been locked to merely 

analyze the system dynamic. Moreover, it should be remarked that the filter structure that 

has been used in this hardware is LCL. Thus, the system loading is not purely resistive. Based 

on the power flow fundamentals, by decreasing the system frequency, the system inductance 

decreases. This will decrease the denominator of the power flow equation which results in 

an increase in the power flow amount. Additionally, VSG control loops follow the swing 

equations, thus if the frequency cannot be restored in a timely manner, the power difference 

is compensated by supporting the load in a different frequency operation point as can be 

understood from (3.1). Figure 3. 37 and Figure 3. 38 show the current and the voltage 

dynamic of the GFMI which are stable. Figure 3. 39 show the power dynamic of the GFLI. 

As expected, GFLI power injection should not vary before and after the disturbance. 

In the second case study, the GFMI governor control loop is equipped with a well-tuned 

PI-based frequency restoration control mechanism. A step load around 600 W is applied on 

 

Figure 3. 46. Zoomed-in version of Fig. 39 around instant 17s. 
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the grid. Figure 3. 40 illustrates the frequency dynamic. As shown, the system frequency is 

restored to the nominal value. However, the key point is the restoration time which is around 

11.45 s in this low inertia grid, and this is due to the drawbacks of PI- based control 

approaches. Also, some high proportional and integral gains can enhance the restoration 

time, but those cannot be employed in a practical scenario. Indeed, if a sever load disturbance 

occurs, the frequency drop will push the protection relays to be triggered instantaneously. 

Figure 3. 41 and Figure 3. 42 show the GFMI and GFLI power dynamics respectively. As 

clear, the GFLI support the local load at constant power and GFMI supply the extra load.  

In the third case study, a severe step load occurs in the grid while the GFLI is equipped 

with the AI-PRC module. Here, both GFMI and GFLI have effective contributions on the 

grid disturbances. Figure 3. 43 demonstrates system frequency dynamic. As shown, the 

frequency is restored to the nominal value of 60 Hz by 430 ms which is faster about 26 times 

compared to the PI-based control approach considering the severity of the disturbance. This 

shows the importance of dynamically contribution of GFLI in grid supporting. In fact, the 

system takes advantage from effective contribution of GFLIs in the transient periods that 

possibility of the blackout is high. Figure 3. 44 and Figure 3. 45 illustrate the power dynamic 

of GFLI and GFMI inverters before and after load disturbance. Moreover, to observe the fast 

power reference correction of GFLI that has been equipped with AI-PRC module, a zoomed-

in version of Figure 3. 44 is shown in Figure 3. 46. As indicated, the system supports the 

extra load 1.5 kW with 500 ms. 
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3.10. Conclusion 

An artificial intelligence-based power reference correction (AI-PRC) mechanism is 

proposed in this work to be deployed in GFLI’s control loops. The proposed approach 

maximizes GFLI capabilities to have effective contributions to voltage and frequency 

restoration during grid disturbances. A two-layer feedforward artificial neural network 

(ANN) is learned by the Bayesian regularization algorithm (BRA) which facilitates the AI-

PRC module to predict system frequency trajectory and provide the proper amount of power 

correction for GFLIs when the grid is confronted to any disturbances. Achieving this 

objective, PEDG’s dominant dynamic rule to respond to any types of disturbances is found. 

Moreover, its validation is proved and generalized mathematically for a PEDG that 

comprises numerous GFLIs and GFMIs with a different types of control loops. For 

constructing the learning dataset, a nonlinear transient, and steady-state based-mathematical 

equation is solved for normal and sever disturbances. As the relation between the frequency 

and ROCOF with the required amount of power correction is found, the learning dataset is 

generated by sweeping all effective variables which shape the system’s dynamics. Training 

the neural network by using BRA enhances the frequency trajectory prediction module even 

if the data size is limited, noisy or the inputs show high uncertainty. This fact independently 

is proved mathematically. Several use cases are simulated and analyzed in a realistic 14 bus 

PEDG by MATLAB/Simulink to evaluate the functionality of the proposed approach to 

enhance the grid resiliency. Moreover, a hardware setup that emulates PEDG dynamic is 

built, and several use cases are validated experimentally.
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Chapter 4 

4. Resiliency of Power Electronic Dominated Grids: 

Frequency Restoration Under Normal and Abnormal 

Disturbances 

Parts of this chapter, including figures and text, are based on my following papers: 

© 2018-2022 IEEE 
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-    M. Hosseinzadehtaher, A. Y. Fard, M. B. Shadmand and P. Fajri, "Artificial Intelligence 

Inspired Model Predictive Control for Frequency Regulation in Power Electronics 

Dominated Grids," 2021 IEEE 12th International Symposium on Power Electronics for 

Distributed Generation Systems (PEDG), 2021, pp. 1-6. 
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4.1. Event-triggered Self-learning Control Scheme for Power Electronics 

Dominated Grid 

The growing penetration of distributed energy resources (DERs) requires renovation of 

the conventional power grid into a new paradigm, so-called power electronics dominated 

grid (PEDG). Alongside the features introduced within this new concept, the PEDG is more 

prone to cyber-physical malicious activities because of the distributed communication 

infrastructure and accessibility of the resources. Some of these malicious activities e.g., 

stealthy attacks, are unobservable for the supervisory system until the control system 

diverges. Some of these attacks might result in loss of DER generation that could cause 

frequency deviations beyond permissible boundaries specified by the DERs grid integration 

standards. Thus, in this section, other applications of the previously proposed approach are 

provided. 

An integrated data-driven and model-based predictive control (IDMPC) is implemented 

on power electronics interfaces of the distributed energy resources (DERs) at the grid-edge 

to enable the control of islanded grid-cluster frequency feature such as rate of change of 

frequency (ROCOF) and nadir frequency. The presented IDMPC scheme has fast dynamic 

response and is robust to system disturbances. The functionality of the proposed method for 

supporting the voltage and frequency of the grid is verified by some case studies. 

Soon after, a review of the different cyber-attacks is provided in the literature review 

section, and their adverse impacts on the power system is discussed. As stealthy attacks are 

one of the most threatening events in power system, this type of attacks is discussed with 

more details in this chapter. To fulfill frequency restoration in the event of stealthy attacks, 
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this section also proposes a novel shadow control scheme which leverages the advantages of 

artificial intelligence techniques for enhancing PEDG resiliency. A cohesive data-extracted 

methodology built-in a shadow control (CDMSC) scheme is developed with inherent 

features of the artificial neural networks (ANNs) to enhance the dynamic response of the 

system. When a stealthy attack occurs, the state variables easily become unstable while the 

observable and measurable global variables do not breach their standard ranges or at least 

violation occurs with some delay. Due to this unobservability and the intrinsic latency in 

common supervisory control techniques, there is a possibility that local DERs will be pushed 

islanded while the supply-demand balance is jeopardized before the supervisory layer of 

control take any effective action.  

The proposed CDMSC approximates the grid’s inertia by ANN module, accurately. 

Different practical frequency dynamics, ROCOF and inertia constant are considered in the 

training process to ensure all possible scenarios on a realistic power system. Moreover, 

several disturbances including, load disturbances and potential loss of generation are 

considered in this development. It should be remarked that oscillation pattern of frequency 

is dictated by the synchronous generators in the understudy system; thus, considered 

disturbances are used as inputs of swing equation and the required power is calculated based 

on the frequency excursion and ROCOF. This data is used as test data in training process. A 

feed-forward ANN with two layers is applied in key core of the shadow control scheme 

towards an event-triggered self-learning controller that is guiding supervisory controller. 

Bayesian algorithm is utilized in the training process and optimum numbers of hidden 

neurons are founded by several evaluation of training mechanism. During the normal 
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operation of the PEDG, all DERs inject active power considering various criteria including, 

maximum available power, state of the charge, rate of power reserve, etc. If an unusual 

deviation on the frequency or its rate of change occurs, the artificial-intelligence-inspired 

shadow control of the grid cluster is activated to re-balance active power across the grid 

within a short timeframe while slow-response synchronous generators are trying to catch up.  

The ANN module of the proposed shadow control provides accurate feedbacks for the DER 

controller to support the grid frequency for any potential disturbances. The proposed shadow 

control framework is verified on a 14-bus PEDG system. 

Also, in this chapter, a proactive intrusion detection system (IDS) as another safety layer 

is designed for smart distribution power systems. The considered attack scenario is 

manipulation of the advanced measuring infrastructures (AMIs) readings and/or smart 

inverters data. These manipulated data from the grid edge devices mislead the grid operator 

for making proper operational planning decisions. In a stealthy attack model, where the 

attacker compromises significant number of these smart devices, serious demand-supply 

unbalance can occur that may result in major blackouts. The proposed IDS is based on a 

condition monitoring vector (CMV) equipped with a learned ultra-short-term demand 

forecasting (USTDF) mechanism. This cybersecurity approach can verify smart devices 

readings. In the proposed method, the instantaneous difference of collected AMIs and other 

smart devices data with the ultra-short term forecasted demand is defined as the CMV. This 

vector probes a pre-defined error band for identifying the compromised smart devices. The 

learned USTDF mechanism is based on the distribution grid historical load profile and the 

temperature data for the goal area. An accurate multi-dimensional regression model is 
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developed and learned for forecasting the load behavior in this area. Finally, the suspicious 

areas are flagged or become separated from the main grid by the network operator based on 

the proposed CMV outcomes and the output of decision-making module. The proposed IDS 

aims to enhance the cybersecurity of the smart devices at the grid-edge that plays major role 

in ensuring the resiliency of the grid. The theoretical analyses are verified by several case 

studies 

4.2. Literature Review 

The Renewable-based energy resources are becoming as the main suppliers in the new 

energy paradigm. This fact upgrades the traditional structure of the power system in a way 

that the generation and demand centers are situated in a closer proximity. Power electronics 

dominated grid (PEDG) is an inevitable consequence of this paradigm which can provide 

several advantages for the entire energy system. However, PEDG is susceptible to be 

confronted with some severe challenges which are mostly associated with the low level of 

system inertia [92].  

Natural disasters, cyberattacks, and demand prediction uncertainty are perilous common 

occurrences in power system which can jeopardize the supply-demand balance easily. 

Contemplating the low inertia of the PEDG and its inherent structure, frequency and voltage 

regulation should be addressed properly to ensure system stability [92-94]. It should be 

remarked that if the employed frequency control scheme is not able to handle potential 

disturbances in a proper time frame, protection relays are triggered and consequently, load 

shedding or wide area blackout may happen [95, 96]. Additionally, based on the power 

system safety guidelines, the relays’ settings are set and coordinated in a manner that are 
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sensitive to the rate of change of frequency (ROCOF) [97]. Thus, the security of the energy 

supply steadiness in PEDG can easily be jeopardized if not properly controlled in a short 

time.  

Numerous frequency regulation approaches have been studied in literature which can be 

categorized as: (i) energy supply control, and (ii) energy consumption control. Droop-based 

control approach is one of the leading methods which is used to enhance voltage and 

frequency regulation by focusing on the energy supply control of the grid. In fact, based on 

the X/R ratio of the system, power transfer behavior is formulated and used as the 

groundwork for this control scheme [98-104]. However, it should be noted that, droop gain 

tuning is highly correlated to the grid characteristic. In [105], a generalized droop control 

method is proposed which can regulate the PEDG voltage and frequency for a wide range of 

load disturbances. Nevertheless, this approach highly depends on the line parameters 

whereas the estimation of them is a challenging issue in PEDG. A new framework which is 

based on an adaptive neuro-fuzzy inference system is proposed in [105] to remove previous 

method dependency to the line parameters. Nonetheless, the training process is based on the 

limited number of grid configurations.  

Some literatures have aimed to reduce the dependency of droop-based approaches on the 

grid topology. For example, in [106], a distributed-averaging proportional- integral 

technique is used to provide a proper frequency regulation in a microgrid. Although in this 

method, there is no requirement to have a prior knowledge about the grid topology. However, 

having nearest-neighbor communication is crucial for executing a proper control action. It is 

worthy to note that the idea of enhancing the frequency restoration by means of 
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communication techniques has been surveyed with more details in [107-110]. 

Notwithstanding, having complicated and various communication infrastructure increase the 

system complexity and failure probability due to intentional or unintentional events which 

may results in grid instability [111-114].  

In [115], a coordinated voltage and frequency methodology without needing any 

communication devices is proposed for filling the mentioned research gaps and enhancing 

dynamic performance of the system in response to large load disturbances. A distributed 

controller for the system components is used based on the different dynamic response to 

regulate voltage and frequency considering the IEEE standards as operation limits for 

islanded microgrid. Some adaptive roles are deployed for each device for regulating the 

frequency and voltage based on their response time in transient condition. However, 

deploying predefined adaptive roles makes the control technique complicated. Adding extra 

synchronous generators in the system is recommended by [116] for supporting the frequency 

regulation schemes. Although this approach increases the system inertia and thus enhances 

system stability during load disturbances, but it increases the system total cost as well as the 

power loss. Thus, it is essential to have a review on the control approaches which focus on 

the energy consumption side.  

Some research articles have surveyed the effects of load and operating voltage variation 

on frequency restoration [117]. For instance, several centralized and decentralized load 

control techniques have been studied in [118] in this regard. In [119], a load control 

methodology is proposed that measures the frequency and ROCOF values and considers 

them as the inputs of a fuzzy control system. It should be mentioned that artificial intelligence 
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(AI) techniques have attracted more attentions in many research disciplines particularly when 

studying complex, multi-dimensional, and non-linear systems such as PEDG [120]. Some of 

these methods are so effective to be employed in real-time optimal control and providing 

remarkable results [121-124]; still, the challenge is the selection of a proper AI technique, as 

well as training and implementing them for the system in hand. A distributed automatic load 

frequency control methodology is developed in [125]. For solving optimal load control 

problem, the combination of power grid dynamic and proposed approach is interpreted as a 

partial prima-dual gradient algorithm. The control approach relies on local measurement and 

local communication. Nevertheless, energy consumption control methodologies require 

communication infrastructure and extra controllers for each single appliance which are 

known as the downsides of these approaches. Furthermore, the demand side management 

approaches are associated with a level of uncertainty which can easily jeopardize the system 

stability.  

As mentioned, unlike the conventional power grid that large centralized power plants 

using non-renewable fuels (e.g., oil, coal, nuclear fuel, etc.) are the main providers, 

distributed energy resources (DERs) are expected to become the primary providers in the 

modernized power grid [126]. Although the concept of PEDG enables rising penetration of 

renewable resources across the grid, it introduces some challenges in privacy [127], stability 

[128], control [129], cyber-physical security [111, 113, 130], and planning [112]. These 

challenges need to be addressed to accelerate full implementation of this paradigm. 

To ensure full control over the PEDG, the control hierarchy of the conventional power 

system, which is a three-layered control framework is adopted [131]. Power quality and 
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stability of the grid are guaranteed by primary and secondary layers of the control hierarchy 

via high-bandwidth control techniques [132], while the tertiary layer confirms optimal 

operation of the entire system [94].  Satisfactory cooperation of the numerous agents i.e., 

smart inverters, sensors, smart meters, etc. across the PEDG requires adequate 

communications among these control layers that means a high traffic distributed 

communication infrastructure. The dispersed nature of communication infrastructure makes 

the entire PEDG more susceptible to cyberattacks. Various types of cyber events are studied 

in the literature including false data injection (FDI), denial of service (DoS) [133], man-in-

the-middle malicious activities, stealthy attacks [114], and advanced persistent attacks. Each 

of these attack categories target different goals, differing from gaining illegal financial 

benefits to cascading failures of the grid, yielding to large-scale power outages. To prevent, 

detect, and mitigate these attacks, the PEDG must be equipped with intrusion detection 

systems (IDSs) [113, 134, 135]. Although various types of IDSs are proposed and 

implemented with proper performances, stealthy attacks on the state variables of the system 

are unobservable by the supervisory layers until their harmful intentions are attained on the 

system [136]. One of the main targets of the stealthy attacks on the power system is the 

frequency by deteriorating the active power balance across the grid that could cause vast 

outages [137]. 

Stealthy attacks on control systems have the potential to cause serious harm, as they are 

not readily detectable by any intrusion detection system. However, it is often the case that 

neither the controller nor the attacker can gather perfect information about the system model. 

It is shown in this work that while a small mismatch between model and reality can easily be 
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managed by a robust controller, an attacker’s imperfect knowledge of the system can thwart 

the stealth of the attack. This opens the door to a whole new class of defense mechanisms, 

which focus on maximizing the attacker’s uncertainty about the system while maintaining 

the controller’s uncertainty within the bounds of its robustness. 

In this work, stealthy attacks are considered on the control signals of control systems. A 

stealthy attack is an attack on the control signal that drives the state of the system to be 

unstable, while the output of the system remains the same, and thus, the attack goes 

undetected. Stealthy attacks were introduced in [138], and subsequently applied to power 

systems in [139] – the latter also defines formal notions of undetectable and unidentifiable 

attacks. Much of the work on stealthy attacks in power systems is restricted to attacks on 

measurements. In this context, false data injection attacks are considered stealthy if they are 

within the span of the system’s output matrix [140], [141], [142], [143], [144], and are 

undetectable by an anomaly detector based on the weighted least squares state estimation, or 

by a CUSUM-like system [145]. In [146], the authors analyzed the trade-off between the 

damage from an attack and the accuracy of the attacker’s knowledge, in the context of a 

stealthy measurement attack where the attacker has imperfect knowledge of the system. The 

authors of [147] provide an extension of the weighted least squares state estimation anomaly 

detector by using multiple least trimmed squares state estimators. The purpose of this 

anomaly detector is to increase the anomaly detector’s ability to detect an attack while 

remaining cost effective to implement. An online anomaly detector for attacks on power 

systems is proposed in [144]. This anomaly detector uses the topology processing, system 

parameters, and real-time load forecast information to predict the state of the system to 
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compare with the state estimator. In [148], the authors emphasize the importance of securing 

the system at the network layer. This includes implementing a form of data authentication 

and using multipath routing of the date.  

Countermeasures for the control-signal stealthy attack model in the general control system 

scenario are further developed in [149], [150], [151]. It was shown in [149] that perturbing 

the system matrices can reveal a stealthy attack. However, this model is unnecessarily limited 

by assuming that the attacker has full knowledge of the system. A stateful anomaly detector 

using a cumulative sum statistic is proposed in [150], meaning that the anomaly detector 

takes into consideration the state of the system, rather than the stateless anomaly detector 

which considers the observations. The authors analyze the effect of the control algorithm on 

the damage that can be done to the system and find that a nonlinear controller works best. In 

[152], the authors provide conditions for which an attacker is not able to mount a stealthy 

attack on a discrete time linear time-invariant system. The authors of [153] define the optimal 

attack strategy by analyzing the tradeoff between the increase in quadratic cost that an attack 

causes and the stealthiness of an attack. 

Generally, in the power grid, the balance between demand and supply could be 

jeopardized due to major inaccuracies in generation/demand prediction algorithms, natural 

disasters, cyberattacks, etc. For maintaining a resilient and stable operation of the PEDG, 

demand and supply must stay balanced unceasingly [154]. In the conventional power system, 

considering the dynamics of the system frequency, which are mainly formed by the rotating 

inertia of synchronous machines [16], if a sudden loss of generation occurs, the rotating 

energy stored in the  rotor is transformed into electrical power to meet the existing demand, 
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which causes a transitory frequency drop. This frequency drop must be mitigated in a timely 

manner, otherwise the DERs will pushed to go islanded according to the grid integration 

standards e.g., IEEE 1547 [155]. Also, it is mandated by North American Reliability 

Corporation (NERC) that the first level of under-frequency load shedding (UFLS) relays 

should be triggered if the frequency drops down more than 0.7 Hz and the synchronous 

generator must be disconnected if the frequency goes beyond 61.8 Hz in a 60-Hz system.  

Considering the distributed nature of the PEDG, frequency issue becomes more 

challenging due to the lower level of inertia in the PEDGs (< 2s) in comparison to traditional 

power grids (~ 10s) [156]. It must be taken into the account that in the islanded operation of 

the PEDG, not only the entire inertia level is low, but also there is no support from the 

upstream network. Thus, it is vital to equip the PEDG with robust, fast, and reliable 

frequency restoration control. If the frequency restoration control system is not able to cope 

with occurred disturbances within a short timeframe, protection relays will be triggered and 

a load shedding or a wide-area blackout might take place. Furthermore, based on the power 

system safety codes, the relays are set and coordinated in a manner that are sensitive to the 

rate of change of frequency (ROCOF), as well. It should be remarked that the entire system 

inertia controls the initial ROCOF when disturbances arise. Stealthy attacks on the state 

variables of the PEDG like inductor currents or capacitor voltages, attempt pushing some of 

the DERs across the grid to go islanded. Due to low inertia of the system, this would yield 

to substantial frequency deviations. 

Numerous research articles have focused on frequency restoration from different 

perspectives [157]. Fundamentally, the frequency excursion problem in conventional power 
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systems is regulated by leveraging two different control approaches. One is related to the 

synchronous generators’ output control and the other focuses on the energy consumption 

control to restore frequency deviations, where the latter is recognized as load interruption 

[158]. Though, in the PEDG, mitigating substantial fluctuations on the frequency due to 

stealthy attacks needs a fast and precise approach to detect the required active power due to 

the generation loss, and compensate this amount in a timely manner, which is not achievable 

with the bulky-rotation-mass-based generation. 

Smart grid is being equipped with lots of advanced measuring infrastructures (AMIs) and 

intelligent devices such as smart meters and inverters which are highly dependent on 

communication infrastructures. These newly added devices enhance the grid observability 

and controllability, but the power network is becoming more and more vulnerable to cyber-

physical attacks. Thus, the network stability and energy availability could be jeopardized due 

to potential security breaches [159, 160]. Thus, it is crucial to equip the modernized power 

grid with proactive intrusion detection systems (IDS) to get full advantage of the smart 

devices at the edge [146, 161-166].  

False data injection (FDI) is known as a common cyber threat in smart grid that can have 

severe effect on optimal operation and stability of the network [167]. Several studies in 

literature are proposing solutions for FDI detection and some new defense mechanisms in 

this regard [114, 168, 169]. In [170], a framework has been designed for detecting the FDI 

based attacks by using Kalman filter approach. To detect different attacks, the authors have 

used the x2 detector, Euclidean detector and Kalman filter estimator. In [171], an attack 

model is studied which has negative impacts on the frequency of power system and the 
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operation of electricity market. The developed anomaly detection is enhancing the 

cybersecurity of automatic generation control in power system.  

Moreover, FDI attacks are investigated in [172], for a distribution system with unbalanced 

condition. A local state-based linear distribution system state estimation is proposed for this 

unbalanced system and then different construction of this type of attacks is investigated. 

Finally, the possibility of attacker’s success is evaluated by numerical analysis.  

In [163], the authors investigate the effect of hidden attacks which manipulates data 

injection on the AC state estimation. A method has been presented that can define the number 

of measurements. Nevertheless, this method depends on the system topology. The system 

will be more resilient to this type of attacks, if the numbers of the busses with no power 

injection are increased in the system. One limitation of this method is the restriction of the 

attack numbers which are applied on the system. In [173], the authors find a relation between 

the voltage stability of the system and the FDI attack by investigating the physical feature of 

the power system. A construction factor particle swarm optimization is implemented to 

categorize the level of vulnerability of the system nodes. In [174], the authors have studied 

the condition that several attack incidents are occurred on the power system simultaneously 

for manipulating the sate estimation. The attack has been modeled by series of linear 

programs. The authors have tried to make the condition more realistic by defining a 

constraint for their attacking vector. It is declared that the system can be secure if small 

subset of measurement can be kept safe to the attacks. In this regard, an algorithm has been 

proposed to select this subset of measurements. It worthy to mention that in a power system, 

selecting the aforementioned subset is known as a complex problem. 
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In [175], FDI attacks are detected by sparse optimization in a power system. In this 

method, the detection approach is modeled as the matrix separation problem. For recovering 

the states of power system and detecting the attacks, nuclear norm minimization and low 

rank matrix factorization approach are used. In [176], a centralized detector based on 

generalized likelihood ratio has been proposed for detecting the attack sequentially. This 

approach has acceptable robustness to various faked data. Also, a level-triggered sampling 

method is proposed for monitoring smart grid infrastructure. The aforementioned IDS have 

pros and cons. Some of them have developed models which may decrease the accuracy of 

the attack detection for high number of simultaneous attacks.  Other drawbacks include 

computational burden and dependency on the power system topology. There are limited 

number of solutions reported in literature for real-time proactive IDS independent of the 

network topology for smart grid which is the aim of this chapter. Moreover, the proposed 

IDS can detect the simultaneous malicious attacks happening in different part of the network. 

4.3. Proposed System Operational Concept for Evaluating IDMPC 

Figure 4. 1 illustrates a cluster of PEDG which consists of synchronous generator, ESS 

interfaced with dual active bridge (DAB) converter, PV inverters, and aggregated load. PV 

inverters supply the local loads and are controlled in PQ mode. The system operates in 

islanded mode and is confronted with several disturbances. Thus, a frequency excursion is 

expected to occur with uncontrollable ROCOF without implementing an event-triggered 

frequency restoration and ROCOF minimization control scheme. A DAB converter 

interfaced with ESS is used to support the entire system during potential disturbances and 

due to the fast dynamic response of the DAB converter controller, frequency restoration is 
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enhanced. To provide accurate power reference for the DAB converter in response to 

frequency events, a two-layer feed-forward neural network is integrated in the control 

system. The major challenge is the training process for determination of the active power 

references to regulate frequency and ROCOF in the multi-dimensional and highly non-linear 

PEDG. To address this challenge, the root-causes of the frequency excursion are investigated 

for training process. It is worthy to note that the synchronous generator is the primary source 

for shaping the frequency profile of the islanded PEDG. In the next section, the proposed 

control scheme modules are formulated and discussed with more details. 

4.4. Proposed Integrated Data-Driven and Model-Based Control Scheme 

Modules and Applied Training Mechanisms 

System frequency is affected by any alterations in supply-demand balance based on the 

swing equation, which is given by, 

2m eT T H D       (4.1) 
where ,m eT T are turbine mechanical torque and electrical torque, respectively. D  is defined 

as the damping coefficient.   and    are known as deviations from synchronous speed 

and acceleration, respectively. Converting the torque variables to power, gives the swing 

equation in term of power by, 

( ( ( ))),m e m m m ms

d d
P P J t

dt dt
         (4.2) 

where mP , eP  and m  are the mechanical power, electrical power, and angular velocity of 

the rotor, respectively. mJ is defined as the inertia constant of machine at synchronous speed 

of s . Also, m  is defined as the angular position of the rotor with respect to the stationary 
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axis and m  is the angular position with respect to the synchronously rotating reference 

frame. Rewriting (4.2) based on the kinetic energy of rotating mass gives, 
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where P is the required power from external support for stabilizing the frequency 

excursions. f  is the system frequency and f   is defined as the ROCOF. It should be 

remarked that, if P has negative value, the whole system has extra power, and it should 

be absorbed by the energy storage systems. The proposed artificial neural network is trained 

by Bayesian regularization algorithm with thousands of epochs. For eliminating the grid 

topology influences and inertia effects on the proposed control method, different models of 

frequency deviation are defined and used as the inputs of swing equation which was detailed 

in previous chapter. Then, feasible solutions along with different inputs are registered in a 

database to be used as training data for ANN. Furthermore, different inertia constants are 

considered in swing equation. This fact makes the trained network a promising tool for 

providing robust and fast power command. Figure 4. 2 shows the training performance of 

ANN. It should be mentioned that the database has been divided randomly in a way that 70% 

of data is used for training process, 15% for validation, and 15% for testing process. As 

shown in the histogram of errors, most of the instances have negligible error values 

considering the required amount of power. In this work 40,000 sample data have been 

provided for input and target data which are sufficient for a network to be trained. Thus, the 

optimal active power reference for the ESS can be found in real-time which will be used as 
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Figure 4. 1. PEDG schematic and the proposed integrated data-driven and model-based control (IDMPC) 

scheme. 
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Figure 4. 2. Histogram of the differences between target values and output values after training the neural 

network. 
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an input to the model-based predictive control block of the proposed scheme (see Figure 4. 

1). The predictive module starts its functionality by predicting the current in the AC-link 

inductor and is terminated by a precise approximation of the required phase shift for 

obtaining the optimal and the best possible switching signals. The output of the trained neural 

network implicitly provides the initial value of the phase shift when there is a load change in 

 

 

Figure 4. 3.  A sample of frequency deviation profile when a large load disturbance occurs, and the system 

inertia is low for transient period. 

 

Figure 4. 4.  A sample of ROCOF profile when a large load disturbance occurs, and the system inertia is low 

for transient period. 

 

Figure 4. 5.  A sample of power demand provided by equation and ANN output when a large load disturbance 

occurs based on frequency and ROCOF values. 
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the system. The next step is the formulation and derivation of the predictive model of the 

DAB converter for injecting the determined optimal active power from ESS to the AC bus 

of the islanded PEDG. Two validation modules are presented for mitigating the potential 

error in the predicted AC-link inductor current of DAB converter. The control objective is to 

apply proper phase shift to the DAB converter for injecting the required active power to the 

 

 

Figure 4. 6.  A sample of frequency deviation profile when a large load disturbance occurs and the system 

inertia is high, frequency deviation is small, and the frequency oscillation is damped after 4 seconds. 

 

Figure 4. 7.  A sample of ROCOF profile when a large load disturbance occurs and the system inertia is high, 

ROCOF has smaller values, and it reaches to zero. The frequency oscillation is damped after 4 seconds. 

 

Figure 4. 8.  A sample of frequency power demand provided by equation and ANN output when frequency 

oscillation is about 4 Hz, and the system inertia is high. 
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system. The optimal switching states for DAB converter are determined by formulating a 

cost function. The cost function for determining the possible switching states is given by 

(4.4). Euclidean norm of the feasible phase shift is minimized with respect to the 

approximated phase shift reference which indirectly is determined by the trained neural 

network as explained earlier. The cost function is given by, 
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where φ(k) is the shifted phase and φ(k+1) is the predicted phase shift. Details of the function 

that provides a relation between inductor RMS value and the phase shift as well as the entire 

control approach were explained in previous chapter. In this section, the training process is 

discussed with more details. As mentioned, to have a comprehensive knowledge regarding 

the frequency behavior of a system, different disturbance scenarios are considered. It should 

be mentioned that the groundwork of this emulation is based on the feasible solutions of 

swing equation. In these solutions, two mathematical functions have effective roles. One is 

the sinusoidal term and the other is the exponential term which proved and discussed earlier 

in previous chapter.  

Figure 4. 3. illustrates the emulated frequency excursion profile when a significant load 

disturbance occurs. In this scenario, the inherent grid inertia is low and frequency deviation 

is around 10 Hz.  It is shown in Figure 4. 4 that the ROCOF alters from -400 to 200 (Hz/s). 

Analyzing the system damping behavior shows that the external supportive system has had 
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a fast dynamic response. Therefore, frequency oscillation has been damped after 0.5 s. The 

required active power that should be supplied by ESS is shown in Figure 4. 5. It should be 

noted that, this process provides a comprehensive database for training the ANN when the 

 

 

Figure 4. 9. Frequency profile, load is increased at t=8s and the IDMPC regulates frequency oscillation. 

 

Figure 4. 10. Frequency profile zoomed around t=8s. load is increased at t=8s and the IDMPC regulates 

frequency oscillation. 

 

Figure 4. 11. Three phase AC Bus voltage profile. Load is increased at t=8s. The IDMPC handles voltage 

disturbance effectively. 
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system is confronted with a sever disturbance. Therefore, in a real energy system, some parts 

of these profiles might be chopped, and this is due to the fast triggering of the protection 

relays. Clearly, if the ESS interfaced with a bidirectional converter that is equipped with 

MPSC with fast dynamic response, quick damping process would be attainable during severe 

disturbances.  

Another training scenario is related to the power system that is encountered with large 

disturbances while the inertia is relatively high. As depicted in Figure 4. 6, frequency 

deviation is about 4 Hz, and it is damped after 4s. Figure 4. 7 illustrates the ROCOF for this 

scenario. As it is expected, ROCOF varies between -20 to 30 (Hz/s). Figure 4. 8. 

demonstrates the required power for mitigating this type of disturbance. Due to the high 

inertia of the system, the power reference varies between -5 kW and 5 kW. It should be 

mentioned that. Based on the provided detailed proofs in previous chapter, for different value 

of natural and damped frequency, damping ratio, inertia constant, initial value of power angle 

and other effective variables, this kind of profiles can be constructed to be utilized in the 

learning database. Considering the training process and its unique learning algorithm, which 

was explained before, it is ensured that the ANN can detect wide range of load disturbances 

without having prior knowledge about the grid inertia and topology and provides proper 

reference for DAB converter to inject or absorb energy to the grid. As demonstrated in 

previous chapter, the AI-PRC can dynamically adjust their power references to be adopted 

with grid’s real time disturbances. This feature of the proposed controller is known as one of 

the superiorities of this work in comparison to other frequency regulation methods. 
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The trained ANN is employed in a Simulink Model of the proposed cluster of PEDG by 

using the IDMPC approach. An increase in load (4kW) occurred at instant t=8s in all power 

feeders. Figure 4. 9 shows frequency profile in AC-bus. When the load disturbance occurs 

at instant t=8s, a drop in frequency is observed (see Figure 4. 9). The proposed IDMPC 

regulates both frequency and ROCOF smoothly. Figure 4. 10 has been zoomed around t=8s 

to show the frequency deviation and the effectiveness of the proposed IDMPC. Moreover, 

the effective consequence of this frequency restoration is visible in three phase voltages of 

AC-bus (see Figure 4. 11). As it is shown, load is increased at t=8s and the IDMPC handles 

voltage disturbances effectively and this is due to the fast frequency restoration. 

4.5. General Discrete Time State Space Representation for Generating 

Stealthy Attacks 

A general discrete time state space representation is used to define system by the 

following state and output equations, 

1       k k k kx Ax Bu v     (4.5) 

    k k ky Cx w   (4.6) 

Modified Linear Quadratic Gaussian (LQG) equations are shown below. H, S, and T are the 

solutions to the matrix Riccati difference equation which are defined using backwards 

recursion: 

1
1 1 1 1   (    )  T T

k N k k k kH H H A H B R B S B B S A
        (4.7) 

1 1 1 1 ( - (  )  )T T T
k k k k kS A S S B B S B R B S A Q       (4.8) 

1
1 1 1 1 -  (  )  T T T T

k N k k k kT T A T A S B R B S B B S
       (4.9) 
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Here, N is the size of the finite horizon for the LQG. The initial conditions for these equations 

are 𝐻ே = 𝑥ௗ
்𝑄, SN=Q, and TN=Qxd. Now, the rest of the equations used for the LQG control 

are defined as: 

-1
1   ( -  (  ) )  T T T

k k k k kP A P P C CP C W CP A V     (4.10) 

1
1 1(    )  T T

k k kK B S B R B S A
    (4.11) 

1 (  )T T
k k kL P C CP C W    (4.12) 

1 1 1ˆ ˆ ˆ( ( ))k k k k k k kx Ax Bu L y C Ax Bu        (4.13) 

11
ˆ ( ) ( )

2
T T T T

k k k k k ku K x RB S B B H B T    (4.14) 

These equations are defined using forward recursion. Equation (4.10) is the estimate 

covariance matrix P at the next time step. Equation (4.11) is the feedback gain at the current 

time step. Equation (4.12) is the Kalman gain at the current time step. Equation (4.13) is the 

state estimate at the next time step initialized to 𝑥଴ෞ = 𝐸[𝑥଴ 𝑥଴
்]. Finally, equation (4.14) is 

the control signal at the current time step. 

The attack model that is used in this work has been described in [149]. It is a data injection 

attack that avoids triggering the anomaly detector by maintaining a normal output of the 

system (as if there were no attacker) while causing the states of the system to diverge. The 

attacker has access to the value of yk and uk at the current time step k, thus the attack ak is 

executed by changing the control signal. Thus, a new state equation is given by, 

1 ( )k k k k kx Ax B u a v      (4.15) 

For the attack to be stealthy, ak is defined by k ka Fz , 

where F is chosen such that (𝐴 + 𝐵𝐹)𝑉∗ ⊆ 𝑉∗, meaning the attack is in the kernel of C, 

zk+1=(A+BF)zk, and V* is the maximal output-nulling invariant subspace [149]. The idea of 

the maximal output-nulling invariant subspace is to design the attack such that replacing the 
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control signal with the attack keeps the observations at zero. The initial condition for z is 

given by 𝑧଴𝜖𝑉∗.  The anomaly detector is triggered if the output statistics vary from the 

normal operation of the system by more than τ where τ is controlling the false positive to 

false negative tradeoff [149].  

One can assume that the attacker has full knowledge of the system. However, this is not 

a realistic assumption, as small inconsistencies between the real system and the model are 

bound to exist even inside the controller. In the most general case, the attacker would have 

to learn the model as part of the attack. Though, the learning process is outside the scope of 

this work. Thus, the model uncertainty is simple represented by adding noise to the state 

matrices. For example, 𝐴ᇱ = 𝐴 + ∆𝐴 where ∆𝐴is the attacker’s uncertainty about the state 

matrix. It is shown that when the attacker does not have full knowledge of the system, a 

“stealthy” attack loses its stealth.  

The proposed approach firstly is applied to a simple power system model with three 

inverters, in which an attacker can manipulate the PV inverters’ active and reactive power 

set points (i.e., current reference and/or controller gains). The equivalent PV inverter model 

is illustrated in Figure 4. 12. The considered system includes loads at the point of PV 

generation. 

It is assumed that the PV inverters’ active and reactive power have been set to supply a 

major portion of the local loads. A sophisticated attacker can launch a stealthy attack by 

manipulating the PV inverter’s reference currents in such a way that the demand-supply 

remains balanced in the system. This ensures that alarms will not be triggered, and the attack 

will remain undetected by the grid supervisor. Once the attacker has compromised a 
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considerable number of PV sources, the inverters may trip due to violation of their stable 

operation regions. This can result in significant unbalance in demand-supply, unbalance in 

three-phase distribution feeder, transformer saturation and failure, and eventually a blackout. 

The continuous time state space representation of the PV inverter system can be found in 

Equations (4.16) and (4.17) as, 
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In this model, 𝑖௝,௣
௞  , 𝑖௝,௤

௞  are the in-phase components of the current injected in the grid by 

inverter number k in the dq frame. vcp and vcq are the filter capacitor voltages in the dq frame, 

𝜃̇ is the frequency inside the PV inverter, and KP and KR are the controller gains of the PR 
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controller in the current control loop. The state space representation of the whole system, 

including three PV inverters, is given by, 

     
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 (4.18) 

where, [𝐴௜], i=1, 2, 3, is the state matrix for each individual inverter. The representation 

of input and output matrices are stated similarly. It can be seen in Ceq that only the sum of 

the currents injected in the grid by all three inverters is observed. Here, 𝐴௘௤𝜖ℝଷ଴×ଷ଴, 

𝐵௘௤𝜖ℝଷ଴×ଷ଴ and 𝐶௘௤𝜖ℝଷ଴×ଷ଴. The control input signal of the system is the set of all three PV 

inverter terminal voltages and all three PV inverter reference currents. This state space model 

is then transformed to discrete time with a sampling time of 1ps. This sampling time was 

chosen to speed up the effect of the attack. The states of the system under attack can diverge 

much faster with a smaller sampling time.  

 

Figure 4. 12. Distribution power system with high penetration of PV inverters. 
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4.6. System Description for Evaluating the Proposed Cohesive Data-

Extracted Methodology built-in a Shadow Control (CDMSC) Scheme 

To study the proposed ANN-based shadow control, a realistic 14-bus power system is 

considered as depicted in Figure 4. 13. The 14-bus system has two voltage levels as medium 

voltage (MV) and low voltage (LV), where MV is at the 13.8 kV and LV is 220 V. The entire 

system has the capability of connection/disconnection to/from the upstream network at 69 

kV level via a substation connected to bus 10. In the islanded operation mode, an 800 kVA 

synchronous generator along with seven DERs feed the loads across the grid. The entire 

loading of the system is 500 kW, where 150 kW is provided by the synchronous machine 

and the rest is coming from the DERs. All the DERs are equipped with frequency relays and   

circuit-breakers to disconnect the DER in the occurrence of unpermitted frequency 

 

Figure 4. 13.  The 14-bus PEDG under study. 
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fluctuations. The MV and LV sections of the grid are interconnected through two 13.8 

kV/200 V transformers, while the system has the capability of getting partitioned into two 

self-sufficient PEDG clusters with different voltage levels. In the considered attack model, 

the intruders using stealthy approaches push the DER 5 to disconnect from the grid. The 

rating of DER 5 is 270 kVA, as the main provider of the system. To maximize the attack 

impact, the attackers target the largest provider of the system. After disconnection of the 

DER, the frequency of the system drops suddenly due to significant mismatch between active 

power generation and consumption.  

 

 

 

Figure 4. 14. The considered stealthy attack on PEDG access point: the attack is done on the governor 

controller and manipulate the regulated mechanical power fed to the turbine. 

 

 

Figure 4. 15. System frequency dynamic: attack initiated at t1 = 10s and ends after 0.0308 s. System 

becomes unstable after 0.25 s due to the large frequency deviation. 
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If the system only relies on the synchronous generator for compensating the active power, 

due to relatively low dynamic of synchronous generator, the frequency will drop below 

allowable boundaries and all the frequency relays would be triggered, which results in a  

backout across the grid. In the proposed approach, the shadow control of the cluster is 

activated due to the unexpected change in the system frequency.  The ANN module of the 

shadow control accurately estimates the generation loss, and DER 6 which is a battery energy 

storage system (BESS) provides the lost generation. Using the proposed approach, not only 

load shedding is not needed, but also the fast response of the inverter-based DER restores 

the grid frequency and keeps all the DERs connected. 

4.6.1. Impacts of Stealthy Attack Without Resilient Self-Learning Control 

Stealthy attacks are extremely menacing for the PEDG stability especially when the system 

inertia is comparatively low or mixed. The situation could be even more crucial if stealthy 

attacks occur in various grid access points. The main feature of the stealthy attacks is  

deceiving the supervisory layer such that the measured parameter alterations are unobservable 

while other system state variables are being diverged. This manipulation will result in failure 

 

 

Figure 4. 16. System frequency dynamic: attack initiated at t1 = 10s and ended after 0.0308 s. System 

become unstable at t2 = 10.25 s, frequency deviation is more than 2 Hz, and the frequency protection 

relays are triggered. 
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of the entire system when the supervisory layer is not able to do any prevention nor detection 

strategies. A successful stealthy attack can be designed by formulating the approximated state-

space model of a system even by having imperfect system information. In this work, stealthy 

attacks are implemented on several inverters of PEDG and the control input signals are 

manipulated by employing attack disturbance signals into the system controller. 

To have a better perspective on the effects of stealthy attacks on the understudy 14-bus PEDG, 

as a case study, a stealthy intrusion is applied on the governor of the synchronous generator. 

Figure 4. 14 depicts the attack signal model applied on the governor control. Similar attacks 

could happen on the DERs as well since the attacker could have access to the local controller 

of an inverter across of the PEDG. To show the effectiveness of attacks on  the DERs, AC 

bus frequency dynamic is investigated from different aspects. Figure 4. 15 shows the 

frequency dynamic before and after the attack occurrence. System frequency is 60 Hz during 

 

 

Figure 4. 17. d-component of the inverter current as the predefined state variable. 

 

Figure 4. 18. q-component of the inverter current as the predefined state variable. 
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the normal operation of the grid. At instant t1 =10 s, the attack starts, and its duration is 0.0308 

seconds. Considering the power system protection standards, frequency excursion of more 

than 2 Hz is defined as a risky violation for the system, thus the protection systems will be 

triggered, and the synchronous generator are separated from the system; consequently, this 

will increase the power-supply unbalance level and the entire energy system may experience 

the blackout if disturbances are not mitigated in timely manner. To analyze frequency 

dynamic with more details, the zoomed-in version of Figure 4. 15 is illustrated to accurately 

demonstrate system dynamics during the attack. Figure 4. 16 shows that after 0.25 s, the 

system is not stable, and the relays have been activated. As expected in stealthy attacks, state 

 

 

Figure 4. 19. System frequency dynamic: attack is done at t1 = 10s and ended after 0.0308 s. System operates

in stable region before t3 = 10.15 s. 

 

Figure 4. 20. Zoomed-in form of system frequency dynamic at the end of the attack duration: attack started at 

t1 = 10s and ended at t4 = 10.0308 s. system is stable when attack is ended, and the supervisory control layer 

cannot detect stealthy attack. 
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Figure 4. 21.  AC bus voltage before and after the attack, voltage variation is in the acceptable standard range 

during the attack. 

 

Figure 4. 22. System frequency dynamic: attack occurs at t1 = 10s and ends at t4 = 10.0308 s. System becomes 

unstable after 0.25 s due to the large frequency deviation. 

 

 
Figure 4. 23. Rate of change of frequency during stealthy attack 

 

 
Figure 4. 24. Zoomed- in version of rate of change of frequency during stealthy attack. Attack ends at t4 = 

10.0308s, before t4, ROCOF has standard pattern, so the relays will not be sensitive during the attack. 



146 
 

variables are diverged faster than the measured variables. These fast divergences trigger the 

local protection. Consequently, cascaded inverters tripping may occur which results in major 

blackout. This significant unbalance will result in huge frequency excursion and the 

supervisory layer is not able to take any protective action for restoring the system frequency. 

For describing this scenario, two state variables of the system which are q and d components  

of the inverter currents are shown in Figure 4. 17 and Figure 4. 18. As seen, the state variables 

have diverged faster than the observable variables to the supervisory controller which are the 

frequency and voltage of the AC bus. To shed light on this event, the frequency behavior of 

the system during attack interval are shown in Figure 4. 19 and Figure 4. 20. Figure 4. 19 

states that before reaching to t3 = 10.15 s, the supervisory controller cannot detect that any 

attacks on the grid while Fig. 5 and Fig. 6 illustrate that the state variables have violated the 

standard ranges after the attack ends at t4 = 10.0308 s. Figure 4. 21 and Figure 4. 22attest that 

the AC bus voltage variations remain in a standard range while the state variables have been 

diverted. Moreover, ROCOF are seen in Figure 4. 23 and Figure 4. 24. These figures 

demonstrate that during the attack, ROCOF is negligible too; thus, the supervisory control 

will not observe the stealthy attacks while state variables are violating the standard ranges. 

This case study demonstrates the significance to have a self-learning control scheme for 

mitigating the impact of unobservable intrusions such as the stealth attack presented in this 

section. The proposed shadow controller brings an extra layer of intelligence to the 

supervisory layer for mitigating the unobservable stealthy attacks via a self-learning 

mechanism.  
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4.7. The Proposed ANN-based Shadow Control Framework 

To mitigate the consequences of the stealthy attacks on the DERs of the PEDG, the system 

cannot rely on the high inertia synchronous generators, since by the time they catch up with 

the amount of the lost generation due to a cyber event, the frequency relays are triggered and 

the system has faced a large-scale blackout. The proposed solution in this work employs the 

fast controller of the BESS to cope with the active power lost. High-bandwidth control 

schemes e.g., model predictive control (MPC) can be utilized to implement primary control 

layer for DERs with fast dynamic response. The proposed shadow control framework 

 

 
Figure 4. 25.  AC bus frequency before and after the attack in absence of shadow control scheme, frequency

variation is not in the acceptable standard range and the system collapses. 

 
Figure 4. 26. AC bus frequency before and after the attack with employing the shadow control scheme, 

frequency variation is in the acceptable standard range and the system operates normally. 
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provides corrective active power for healing the system at very fast timescale; thus, the 

primary control layer of DER should have high bandwidth such as MPC. In this work, the 

previously developed MPC in chapter one, is utilized as the primary PQ controller for the 

 
Figure 4. 27. Zoomed in version of AC bus frequency around t5 = 3 s. Shadow controller is employed and the 

frequency variation is in the acceptable standard range. 

 
Figure 4. 28.  AC bus voltage before and after the attack, voltage variation is in the acceptable standard range 

during the attack. 

 
Figure 4. 29. Injected current by BESS to the grid after the attack, current is increased fast based on shadow 

controller command. 
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DERs. Since the supervisory layer of the system would not be able to observe the stealthy 

attacks, an ANN-based shadow control scheme is designed which only needs feedback from 

the cluster frequency and its ROCOF. The proposed cohesive data-driven-based scheme so- 

called CDMSC observes the frequency of the cluster and the rate it is being changed. Since 

the only input that the proposed shadow control scheme requires is the frequency, it would 

not be compromised. By proving the active power reference for the BESS of the cluster, the 

frequency can be restored in an ultra-fast timescale, thus mitigating the stealth attack impact. 

4.7.1. Result and Discussion 

In this section, the functionality of the proposed event-triggered ANN-based shadow 

control scheme is validated on the understudy 14-bus PEDG. The proposed shadow control 

scheme observes the global variables of the system and is activated when the supervisory 

layer does not take an effective action to support the system during disturbances. As 

explained, when a stealthy attack occurs, the inverters’ state variables are diverged and 

manipulated PV inverters are removed from the grid by the protection system. The proposed 

shadow control supports the system frequency stability by injecting the required active 

power. Figure 4. 25 shows the system frequency during grid’s normal operation when there 

is no shadow controller. At t5 =3s, a stealthy attack is occurred, and a major part of grid 

generation is lost. As seen, frequency severely drops and violates the standard range. 

Although the synchronous machine tries to inject required amount of power but cannot 

support the grid in a timely manner due to its inherent slow dynamic response. In fact, the 

protection system removes the generator from the grid. To illustrate the effectiveness of the 

proposed shadow controller, the same stealthy attack scenario is repeated. Figure 4. 26 shows 
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that sever frequency excursion is restored in a timely manner before the grid collapses. Figure 

4. 27 shows the zoomed-in system frequency dynamics around t5 = 3 s. This figure 

demonstrates that the frequency deviation is kept in the allowable range and the system 

operation continues without any challenges. Considering the harsh disturbances on the 

system, it is crucial to evaluate the voltage dynamics. Figure 4. 28 illustrate the AC bus 

voltage dynamic. As depicted, during the attack, voltage stability has been ensured due to 

the BESS’s support guided by the shadow controller. The functionality of the shadow 

controller at the time of attack is illustrated in Figure 4. 29, where it illustrates the required 

injected current to the grid. As seen, the current is increased quickly while the grid codes are 

violated. Therefore, it is concluded that the proposed event-triggered technique can decline 

the ROCOF and nadir frequency in a proper time and the grid stability and resiliency is 

guaranteed during the potential disturbances. 

 

Figure 4. 30. The proposed on-line anomaly detection mechanism. 



151 
 

4.8. Anomaly Detection in Distribution Power System based on a Condition 

Monitoring Vector and Ultra-Short Demand Forecasting 

4.8.1. An Overview of the Proposed IDS for Distribution Power System 

Figure 4. 30 illustrates an overview of the proposed IDS for distribution power system. 

The considered attack model is a manipulation of the AMIs readings and/or smart inverters 

data transmitted to the grid supervisory controller and operator which can result in supply-

demand balance stability challenges. The cybersecurity analytics in this work is based on a 

condition monitoring vector (CMV) equipped with a learned ultra-short term demand 

forecasting (USTDF) mechanism to verify the smart devices readings and identify potential 

anomalies. Having an ultra-short demand forecasting feature, improves the forecasting 

accuracy, thus attack detection becomes easier. The suspicious grid clusters are flagged or 

isolated from the rest of the network for further analysis by the grid operator based on the 

proposed CMV outcomes. By isolating a grid cluster from the rest of the network, the 

stability of the entire grid system will not be jeopardized. In the proposed approach, the 

instantaneous difference of collected AMI and other smart devices data with the high 

accurate forecasted demand is defined as the error vector which is called CMV. This vector 

probes a predefined error band for cybersecurity analytics and identification of compromised 

smart devices. The learned USTDF mechanism is based on the distribution grid historical 

load profile and the temperature data. An accurate multi-dimensional regression model is 

developed and learned for forecasting the load behavior in this area. It is envisioned that the 

learned and forecasted demand could have a tolerance; similarly, the physical smart devices 
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readings have its inherent error in transmitted data to supervisory grid operator. Thus, 

considering these inevitable errors, a lower boundary error and an upper boundary error are 

defined to create an error band. In fact, the defined error band represents a bounded condition 

monitoring vector for anomaly detection in the area which has been equipped by this attack 

detection feature. If the CMV violates the pre-defined bands, the grid cluster or violating 

nodes will be flagged as “suspicious” cluster and the grid operator will not rely on the AMI 

readings, even the operator can isolate the suspicious grid to make the rest part of the system 

immune and stable. The network operator continues optimal control actions based on the 

USTDF and/or the nearby smart devices readings such as smart transformers, smart inverters, 

other healthy AMI, etc. Moreover, the verification of the attack incident is conducted by a 

decision-making module which evaluates the grid cluster level IDS outcomes with the upper 

Figure 4. 31. The proposed ultra-short term demand forecasting approach for conditioning monitoring vector 

based cyber-security analytics. 
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layer grid operator. The objective of the decision-making module is to identify potential 

unexpected operational decisions versus cyber-attacks. 

4.8.2. Ultra-Short Term Demand Forecasting Mechanism  

The USTDF mechanism, Figure 4. 31, is based on the distribution grid historical load 

profile and the temperature data. An accurate multi-dimensional regression model is 

developed and learned for forecasting the load behavior in the grid cluster understudy. 

Building this model needs to have an accurate knowledge about the time series of the load. 

By analyzing the electric load data, it is observed that there is a repetitive behavior in this 

time series. This behavior is exclusive for each area of power system. As an example, Fig. 3 

shows weekly behavior of electric load for a given grid cluster. Before making a robust 

regression model, load pattern was analyzed yearly, monthly, weekly and daily. For example, 

as it is shown in Figure 4. 32, different days in a week have a similar behavior approximately. 

In this work, for investigating the relation between independent and dependent value, high 

accurate models are developed. As an example, the model that shows the relation of the 

temperature with the energy consumption in the targeted grid areas was investigated. Then, 

the accuracy of this model was evaluated by the correlation coefficient, which is given by, 
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where, R is the correlation coefficient, xi are independent variables, yi are the real data and Zi 

are the forecasted values which are estimated by the model. Also, it was observed that the 

temperature follows a repetitive pattern too. Intuitively, there is a relation between the 
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temperature and the energy consumption; thus, there should be a mathematical relation 

between these variables. It should be noted that there is a considerable relation between past 

values and current values in most time series with repetitive pattern. Lag plots are known 

as powerful and accurate tools for checking the randomness of a data set. In other word, a 

time series has no identifiable structure in its lag plot when it is included with random data. 

Therefore, if any FDI attack happens, these powerful tools can identify that the time series 

has been manipulated by attackers unless the operator is announced by the upper network 

controller. Investigating the load pattern via these mathematical tools, it is proved that this 

time series has a meaningful repetitive feature. Repeating pattern of load time series was 

analyzed by autocorrelation function too. To check a signal correlation with its previous 

values, autocorrelation function can be a proper approach. This function can identify hidden 

repeating pattern of signals that contain noises. This is given by, 
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where, rk shows the correlation between two independent variables of yi and yi+k. 

Autocorrelation coefficients for a sample load data were plotted in Fig. 4 and as it is shown, 

 

Figure 4. 32. Load pattern for one week: repetitive behavior of load is obvious. 
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there is a high dependency between load values in current time with previous time. Also, 

daily repetitive behavior of the load was proved by this analysis. In order to find the samples 

which, have meaningful dependency with each other by autocorrelation coefficient, a 

confidence band should be considered. This band is defined by Bartlett’s formula. In fact, 

this equation calculates a standard error for the autocorrelation function. This equation is 

given by, 
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where, k is the lag number, n is the number of data samples and yi is the ith sample in the time 

series. Coefficients that are stacked in the aforementioned band are not considered in this 

analysis. As it is shown in Figure 4. 33, the first sample had the value of 1. It’s very 

reasonable that each part of a signal is exactly similar to itself. Second sample in this study 

 

has the value that is almost one. This fact proves that there is a high correlation between 

current load data with previous hour load. 25th Sample is the next outstanding one that occurs 

24 hours later exactly. This value reveals a high correlation of load in present time with 

 

 

Figure 4. 33. Autocorrelation coefficients of load data with its confident band. 
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consumption of 24 hours ago that is very logical. It should be noted that, these analyses were 

done for all variables that can have effect on the load value. Thus, the robust regression 

model is given by, 

t+ t 0 1 t 2 s 3 t 4=w +w +w +w +w D     (4.22) 

where the weight factors (W0 to W4) are learned based on a deep learning method, t is the 

load at time  t , s  is the load gradient between the present time  t  and the previous time 

 t t , Tt is the temperature, and D represents the days. The deep learning method repeats 

a mathematical process for finding the best weight factors which improve the accuracy of 

the model. The main principle for finding these weight factors is presented in the following. 

Given a general regression model as, 

=i i iZ a bx cy   (4.23) 
where, zi are independent variables which are estimated by xi and yi. The parameters a, b, and 

c are defined as the weight factors in this model. To find these coefficients, an error function 

E is defined as, 
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Then, three partial derivatives are calculated in term of all weight factors given by, 
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For minimizing the error, all partial derivatives should be equal to zero. By solving (4.25), 

(4.26) can be determined as following, 
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All weight factors can be determined by solving (4.26). The USTDF mechanism continues 

by mapping and extracting identical days based on Euclidean norm, which is given by, 

   

   

' ' ' '
1 2 3 4

2 2' '
1 1 2 2

2 2' '
3 3 4 4

. .

w , w

w , w w w

,

P
t t s

t t P

P
s s s s t t t

s t

T



     

      

     

       

 (4.27) 

where  P
t  and P

s  are the load and their respective gradient in previous days. This norm 

searches for identical days within a pre-defined searching range. The correlation among the 

day’s load pattern (i.e., auto-correlation technique) is utilized to define the searching range  

for Euclidean norm engine. The   is calculated based on a desired time interval for all pre-

defined searching range. Once the    is calculated in the defined time interval for all days 

in searching range, the days load data which have the   value within a pre-defined threshold 

will be extracted. For example, in a case that the load data are susceptible to be manipulated 

by attackers, this time interval can be very short and the pre-defined threshold can be re-

adjusted. The load at instant  t t   is forecasted by firstly mapping the t instant load with the 

loads in the built database and then averaging the load at  P
t t  in the database. This 

mechanism will update the historical load data and is repeated for the next time interval. The 

summary of this approach is illustrated in Figure 4. 31. Moreover, for evaluating the 

feasibility of the proposed approach, this mechanism was applied on a sample database 
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which includes historical load data for a given geographical area. As it is shown in Figure 4. 

34, the forecasting mechanism was performed for each day of one week. As the forecasted 

load plot is shown, forecasting error is negligible which demonstrates the accuracy of the 

proposed approach. Furthermore, Figure 4. 35 shows the performance of the proposed 

forecasting approach for a single day.  

4.8.3. Intrusion Detection Based on Condition Monitoring Vector 

The proposed IDS based on the forecasting approach of the previous section and a CMV 

is presented in this section. It is envisioned that the forecasted demand could have a limited 

tolerance, especially in the peak time of the energy consumption; similarly, the physical 

 

 

Figure 4. 34. Actual load and the forecasted load for one week. 

 

Figure 4. 35. Actual load and the forecasted load for 24 hours ahead. 
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smart devices readings have its inherent error in transmitted data to the supervisory grid 

operator. These two issues are known as the potential challenges of the proposed attack 

detection method. In other word, the attackers can manipulate the load data in a way that the 

grid operator does not understand that a stealthy attack is in progress. Therefore, if 

simultaneously, the attackers manipulate the load data in several parts of the network, there 

is a risk that suddenly a demand-supply unbalance condition occurs. The consequence of this 

attack is system frequency deviation from the nominal value which if not controlled properly, 

significant portion of the network may collapse. Thus, considering these inevitable errors, a 

lower boundary error ( m ) and an upper boundary error ( M ) are defined in this work, these 

two boundaries create an error band as following,  

( ) ( )m m k f k Mt t       (4.28) 

 

 

Figure 4. 36. The proposed condition monitoring vector mechanism. 
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where ( )m kt  and ( )f kt are measured load by AMIs and forecasted load at instant kt  by 

proposed USTDF mechanism respectively. In fact, (10) represents a bounded CMV for 

anomaly detection in a grid cluster, Figure 4. 36.  

If the CMV violates the pre-defined upper bands ( M ) or lower band ( m ), the grid cluster 

will be flagged as “suspicious” cluster or be isolated from the entire system and the grid 

operator will not rely on the AMI readings. At this instant the proposed IDS triggers the 

decision-making module which is outlined in the next section of this work.  

Based on the network condition, the operator may continue optimal control actions based 

on the USTDF and/or the nearby smart devices readings such as smart transformers, smart 

inverters, other healthy AMI, etc. Therefore, the proposed approach adds a layer of cyber-

physical security to the power grid. For demonstration of the considered stealthy attack 

scenario and the proposed IDS, a cluster of a network has been investigated. As it is shown 

in Fig. 8, load profile has been forecasted by the proposed mechanism with high accuracy. It 

is observed that, there are small deviations between the actual load and the forecasted one. 

These deviations occur around 12 pm and 08 pm which are typically the peak hour of energy 

consumption. The attackers manipulate the grid-edge devices data of this cluster of the 

 

Figure 4. 37. An attack scenario by considering the real, forecasted and manipulated load data. 



161 
 

network. Manipulated load data are seen in green in Figure 4. 37. Attackers send fake data 

that are approximately similar to real data in most of the time and transmit to the operator. 

Thus, the network is operated normally. However, reaching around the second peak of the 

load profile, the attackers send load data that are much lower than the real data in the network. 

It should be noted that, this FDI is occurred before the real peak hour of the understudy 

network cluster. If the network operator cannot detect this anomaly in a proper time, the 

supply will be matched by the transmitted fake data. Considering several attacks are 

occurring on different clusters of the network simultaneously, most of the utilities decrease 

their supply logically based on the received new commands. This deviation between fake 

data and the real one is increased gradually by attackers. Exactly on the peak hour, a 

considerable mismatch between supply and demand occurs and the operator does not have 

enough time to do any effective corrective action for this unbalanced condition. 

Consequently, the power system frequency collapses and after that the system becomes 

unstable. If the control center of the network is equipped with the proposed IDS based on 

USTDF and a bounded CMV, this class of attacks can be detected in a timely manner and 

the grid operator can take proper decision to ensure energy services without interruption. 

4.8.4. Decision Making Mechanism of the IDS 

Based on the instantaneous condition of power system, there are possible situation where 

the network operators take operational corrective actions such as load shedding. These types 

of operational decision may mislead the proposed IDS. Thus, intentional disturbances should 

be identified to verify cyber threats detected. The proposed decision-making mechanism in 

the IDS in this work has four different inputs and outputs. Two of them are related to the 
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outputs of the anomaly detection module and the other inputs come from the main network 

control center which has the authority to apply intentional changes on the system. In this 

work, these inputs are labeled by four characters which are color coded in Figure 4. 30. These 

labels are defined as 1R0R, 1R1G, 0G0R and 0G1G. When label 1R0R is received, it means 

that an anomaly has happened while the network control center has not triggered any 

corrective or precautionary actions on the system. This is the riskiest condition for the system 

because there is a high probability that a malicious attack is in progress on the system. In this 

case, the first defensive action is to isolate this cluster from the rest of the network.  

In the case that an anomaly incident is detected, and the network control center take an 

intention corrective action such as load shedding, the cluster will be flagged to be diagnosed 

more accurately. If the operator confirms the system is safe, the flag will be removed. To 

operate the network safer, in the case that there is no anomaly signal from CMV, if the 

network control center transmits a code that states an intentional deviation has occurred in 

the network parameters, the system again is flagged to be checked and monitored with more 

details. For both mentioned cases, the labels are defined as 1R1G and 0G1G respectively. 

The only safe mode that the operator will not take any action is the time that the decision-

making center receives the code 0G0R. This code guarantees that no anomaly occurred.  

4.9. Conclusion 

An integrated data-driven and model-based predictive control method was proposed for 

the frequency and voltage restoration of a cluster of PEDG in response to unexpected grid-

events. A two-layer feed forward network was trained by considering wide range of 

frequency deviation and different dynamics of ROCOF profile. For providing training data, 
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several frequencies dynamic models were solved by swing equation and the feasible outputs 

were used as training data. Finally, the trained ANN was employed to determine the optimal 

active power setpoints for the ESS for frequency restoration. The ESS was controlled via a 

DAB converter which utilized the determined optimal active power setpoint as a reference 

for a model-based predictive controller. The results show that the proposed IDMPC can 

restore the frequency and smooth the ROCOF profile in response to potential disturbances. 

The security of control systems is crucial, as very simple cyber-attacks can affect the 

physical aspects of the system, and result in physical damage. This was shown in Sections 

(4.6.1) and (4.7.1) where the attacker was able to cause some of the systems’ states to 

diverge. Also, it was discussed that the addition of a LQG controller does not affect the 

ability of an attacker to mount a stealthy attack. The initial state of the system also does not 

affect the ability of the system to reach a steady state. However, an attacker with imperfect 

knowledge about the system’s model will not be successful in mounting a stealthy attack. 

Specifically, the attack either fails in causing some of the states to diverge, or it becomes 

easily detectable. Recall that the attack is effective only if it remains undiscovered, which 

varies with the level of uncertainty about the model parameters, and which in turn depends 

on the time allocated by the attacker to learning the model. 

Thus, stealthy attacks should be considered as one strives to learn the most accurate model 

of a control system – a less than perfect model may be well within the control capabilities of 

the chosen controller, while providing immunity against stealthy attacks. 

Vulnerabilities of the new energy paradigm, the PEDG, in the event of cyberattacks are 

among the most crucial challenges. Stealthy attacks, due to their unobservable natures by the 
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supervisory layer, are among the most destructive cyber incidents. The stealthy attacks could 

deteriorate the balance between active power generation and consumption by pushing the 

DERs across the grid to go islanded. This will result in severe frequency drop. Although the 

existing synchronous generators will try to compensate loss of generation, due to their high 

inertia and slow response, the frequency relays might trigger and cascading failure occurs 

across the grid, yielding to large-scale blackouts. To overcome this challenge, an event-

triggered ANN-based shadow control scheme was proposed in this chapter to ensure 

frequency restoration in the case of stealthy attacks. The proposed data-driven shadow 

control observes the frequency and its rate of change and behaves according to the real-time 

situation of the grid. In the case of loss of generation, the proposed shadow control is 

activated autonomously since it observes the frequency and ROCOF. Then, by accurately 

approximating the required active power, the BESS of located in the PEDG cluster 

compensates the active power. As mentioned, a two-layer feed-forward ANN is trained for 

the shadow controller. To test the proposed shadow control scheme, a real 14-bus PEDG 

with seven DERs is considered. The results without the proposed approach in the case of 

stealthy attacks illustrated divergence of the state variables yielding to unstable operation of 

the entire PEDG cluster. Results by employing the proposed ANN-based shadow control 

depicts significant improvements in the frequency restoration of the 14-bus system. 

Finally, A proactive IDS for smart distribution power systems is presented in this chapter. 

The proposed IDS is based on an ultra-short-term demand forecasting mechanism, a 

condition monitoring vector, and a decision-making module. The demand forecasting 

approach is based on the historical data and the temperature. The mathematical analysis and 
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the logic of this robust forecasting approach were explained. The condition monitoring vector 

is detecting the false data injection by leveraging the outcome of the demand forecasting. 

Upper and lower bands were defined in this mechanism based on the acceptable and inherent 

tolerance, both in forecasting and measurement processes. FDI detection loop was completed 

by designing a decision-making module. This module is responsible for verifying an attack 

incident by flagging or isolating the cluster of the network from the other part of the system. 
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Chapter 5  

5. Conclusion 

This dissertation concentrated on the resilient operation of active distribution networks 

via self-learning smart devices. Thus, in the first step, a comprehensive description of power 

electronic-dominated grids (PEDG) as an active distribution network was provided. All 

technical characteristics of PEDG as a new energy paradigm were analyzed and compared 

with the traditional power system. As the main objective of this dissertation, which is 

enhancing the resiliency of PEDG, this concept was detailed in the frame of PEDGs in the 

next step. PEDG resiliency concept as a sort of grid tolerance when encountered with a 

different type of disturbances was explained. Different aspects of this concept were 

demonstrated, and all drawbacks and consequences of a low-resilience grid were 

investigated. As PEDG suffers mainly from a lack of minimum required inertia, the study 

was narrowed on this topic and its corresponding challenges. Based on the resiliency concept, 

rapid and proper restoration of the power system is identified as a high-impact factor that 

can improve the grid’s resiliency significantly. Thus, the study investigated the events that 

effortlessly jeopardize PEDG stability. Consequently, it was required to provide the stability 

concept, as a subset of resiliency with valid categories regarding this dissertation’s objective. 

Normal and severe disturbances are common incidents in PEDG that can endanger system 

stability if not controlled properly and promptly. Thus, first, a general study regarding 

demand and supply stability was carried out. Later, different types of disturbances that can 

influence this type of stability were studied. Technical details that can clarify this idea were 
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reviewed and analyzed as well. Due to the main feature of PEDGs, several grid-forming and 

grid-following inverters are employed to establish a demand-supply balance promptly. 

Hence, it was vital to assess the details of GFM and GFL inverters’ interactions in the PEDG. 

In this regard, the study began by evaluating the main control concepts of these two inverter 

variants from basic to advanced control schemes. It was concluded that there is a high 

correlation between the dynamic response of these grid-supporting resources which enable 

system operators to replace their effective roles based on the grid’s requirements. Thus, for 

enhancing PEDG resiliency, different approaches are proposed in this dissertation and each 

of them is applicable in a different layer of control while their core idea can be linked to each 

other. It is believed that by integrating all the proposed approaches in this dissertation, a 

puzzle is completed that illustrates a considerable enhancement in PEDG resiliency. 

In chapter two, a primary control layer is proposed which enables a low-inertia power 

system (LIPS) to provide a fast response regarding grid disturbances. To achieve this 

objective, a model predictive self-healing control (MPSC) scheme is designed for a battery 

system interfaced dual active bridge (DAB) converter in a LIPS that experiences severe 

disturbances. A novel self-healing control loop is proposed that utilizes the feasible range of 

power transfer in conjunction with the AC-link inductor’s voltage profile. The proposed 

method can validate and autonomously correct the predicted current and phase shift in the 

DAB converter interfaced with a battery system. The devised control scheme on the DAB 

converter prevents voltage and frequency collapse in a hybrid AC/DC LIPS, particularly 

during severe load disturbances that occur periodically which can be a threatening 

phenomenon for a hybrid AC/DC LIPS. Also, system stability was studied based on 
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Lyapunov stability analysis. The theoretical concepts were validated by several case studies 

implemented on a hardware-in-the-loop (HIL) testbed of a small scaled-microgrid. The case 

studies demonstrated voltage and frequency regulation of the understudy system with fast 

dynamic response during severe disturbances. Moreover, the proposed MPSC performance 

was compared with proportional-integral (PI) based control to highlight the priority of the 

proposed control approach. Based on the importance of PEDG resiliency and the high 

possibility of instability in this low inertia system, it was decided to design and develop an 

additional intelligent control layer to realize a self-learning control scheme with ultra-fast 

frequency restoration in the PEDG. Thus, the research moved on toward maximizing the 

GFLI's capabilities in rapid restoration of the grid during normal and severe disturbances. 

In Chapter three, a frequency restoration method is proposed to enhance PEDG resiliency 

by maximum utilization of GFLIs capability. An artificial intelligence-based power 

reference correction (AI-PRC) module is designed and developed for GFLIs to 

autonomously heal their predefined power setpoints during potential disturbances. A detailed 

mathematical proof is presented to demonstrate that the grid forming (GFM) and GFL 

inverters’ control rules intrinsically follow the underlying dynamic of the swing-based 

machines to extend the stability boundary of low inertia PEDGs. Considering this fact, 

comprehensive transient and steady state-based mathematical models that can deal with all 

grid’s characteristic alterations are used in this chapter. The concept of this dynamic model 

is exploited to construct a thorough learning database that includes all grid physical features 

such as feasible alterations in PEDG configurations, demand and supply side disturbances, a 

wide range of inertia constants, grid’s natural and damping frequency as well as the optimal 
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injecting/absorbing power to/from the grid. The proposed approach incorporates all PEDG’s 

effective variables for shaping the dynamic response during potential disturbances. Later, a 

neural network is trained by deploying the Bayesian regularization algorithm (BRA). In the 

training process, the constructed mathematically based learning data is employed, and the 

entire AI-PRC module is implemented in the control loop of GFLIs to adjust their pre-

defined power references in real time based on the grid’s disturbances. Thus, the main 

contribution of this work is to address the shortcomings of frequency restoration of state-of-

the-art VSG-based or droop-based GFLIs and GFMIs via re-defining GFLI role at grid-edge 

equipped with the proposed AI-PRC. Several use cases were simulated and analyzed in a 

realistic 14-bus PEDG by MATLAB/Simulink and OPAL-RT simulator to evaluate the 

functionality of the proposed approach for enhancing grid resiliency. Moreover, several 

experimental assessments were conducted to support the simulation outcomes and provide 

practical validation of the proposed frequency restoration mechanism. In the final step along 

with the objective of this work, the application of the proposed approaches was evaluated on 

the cybersecurity challenges of PEDG. Should be remarked that PEDG’S resiliency will be 

enhanced significantly if cybersecurity breaches are damped promptly. Thus, in the next 

chapter, the proposed approach was leveraged to realize an event-triggered control scheme 

and provide a proper and safe reaction to potential security breaches. Moreover, the negative 

consequences of stealthy cyber-attacks on control signals were damped by the proposed 

approach. To add another safety layer for PEDG to achieve maximum resiliency, a proactive 

intrusion detection system (IDS) is designed for smart distribution power systems as well. 
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Thus, in chapter four, an integrated data-driven and model-based predictive control 

(IDMPC) is implemented on power electronics interfaces of the distributed energy resources 

(DERs) at the grid-edge to enable the control of islanded grid-cluster frequency feature such 

as rate of change of frequency (ROCOF) and nadir frequency. The presented IDMPC scheme 

has a fast dynamic response and is robust to system disturbances. The functionality of the 

proposed method for supporting the voltage and frequency of the grid is verified by some 

case studies. Also, to fulfill frequency restoration in the event of stealthy attacks, a novel 

shadow control scheme is designed which leverages the advantages of artificial intelligence 

techniques for enhancing PEDG resiliency. A cohesive data-extracted methodology built-in 

a shadow control (CDMSC) scheme is developed with inherent features of the artificial 

neural networks (ANNs) to enhance the dynamic response of the system. The proposed 

CDMSC approximates the grid’s inertia by ANN module, accurately. Different practical 

frequency dynamics, ROCOF, and inertia constant are considered in the training process to 

ensure all possible scenarios on a realistic power system. Moreover, several disturbances 

including, load disturbances and potential loss of generation are considered in this 

development. It should be remarked that the considered disturbances are used as inputs of 

the swing equation and the required power is calculated based on the frequency excursion 

and ROCOF. This data is used as test data in the training process. A feed-forward ANN with 

two layers is applied in the key core of the shadow control scheme towards an event-triggered 

self-learning controller that is guiding the supervisory controller. A Bayesian algorithm is 

utilized in the training process and optimum numbers of hidden neurons are founded by 

several evaluations of the training mechanism. The proposed shadow control framework was 
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verified on a 14-bus PEDG system. Moreover, a proactive intrusion detection system (IDS) 

as another safety layer is designed for smart distribution power systems. The considered 

attack scenario is manipulation of the advanced measuring infrastructures (AMIs) readings 

and/or smart inverters data. The proposed IDS is based on a condition monitoring vector 

(CMV) equipped with a learned ultra-short-term demand forecasting (USTDF) mechanism. 

This cybersecurity approach can verify smart device readings. In the proposed method, the 

instantaneous difference between collected AMIs and other smart device data with the ultra-

short term forecasted demand is defined as the CMV. This vector probes a pre-defined error 

band for identifying the compromised smart devices. The learned USTDF mechanism is 

based on the distribution grid historical load profile and the temperature data for the goal 

area. An accurate multi-dimensional regression model is developed and learned for 

forecasting the load behavior in this area. Finally, the suspicious areas are flagged or become 

separated from the main grid by the network operator based on the proposed CMV outcomes 

and the output of the decision-making module. The proposed IDS aims to enhance the 

cybersecurity of the smart devices at the grid edge that plays a major role in ensuring the 

resiliency of the grid. Finally, the theoretical analyses were verified by several case studies. 

5.1. Future Works 

The conducted research described in this dissertation can be continued to encompass the 

subsequent future works: 

I. Developing a further AI-based technique that generally follows the major thought of 

the proposed AI-PRC in this dissertation to directly address the voltage control of 
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PEDG. This notion should take into consideration the locations of DERs that are 

equipped with AI-based techniques as the nodal voltage is not a global variable. 

II. Coupling the conducted research in this dissertation with the AI-based technique can 

regulate nodal voltages, will enhance grid resiliency in a more inclusive manner. 

Some advanced techniques are needed to realize how active and reactive power 

variations in PEDG can influence the grid voltage and frequency.  
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