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SUMMARY 

The futuristic energy paradigm implicates high penetration of renewable based 

generation through embracing distributed energy generators (DEGs). At the grid edge, 

grid-feeding inverters are the prevailing type of DEGs. In this mode of operation, the DEGs 

are following the inertial response of the network and their capabilities is confined in 

injecting/absorbing current into/from their local point of common coupling bus. 

Henceforth, real-time system level coordination is crucial to assure the optimal utilization 

of DEGs that are potentially installed behind the meters. Thereby, concepts such as the 

power electronics-dominated grid (PEDG) with multi-layer control layout are used as an 

effective solution enabling DEGs efficient utilization. However, this futuristic power grid 

is anticipated to be vulnerable to malicious cyberattacks due to the dispersed generation 

nature. In this dissertation, an intrusion detection system (IDS) is developed to prevent 

malicious set-points assigned to the primary control layer by an intruder breaching into the 

secondary control layer. This IDS is based on a derived operation region identification 

framework. Precisely, each point of common coupling bus is described with a non-linear 

multi-dimensional manifold where the network DEGs set-points are appearing as the 

domain variables constructing the feasible voltage co-domain. The IDS is equipped at the 

primary control layer of each DEG, once an anomalous point of common coupling voltage 

is detected, the IDS authenticates the set-point with the developed operation regions to 

decide if an intrusion occurred or not. Then, after the intrusion is detected, the IDS perform 

a corrective action to regain normal operation. This corrective action is based on consensus 

dynamics control that assures the normal operation of the PEDG in post-attack operation.  
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SUMMARY (Continued) 

Additionally, in this dissertation, a single-loop direct decoupled active and reactive power 

control without phase-locked-loop (PLL) requirement for grid-following inverters with 

adaptation to frequency deviations is developed. This developed control is proven to be 

asymptotically exponentially stable with Lyapunov theory. This proposed control is used 

as the main primary control for the network DEGs to avoid instabilities correlated with 

PLL synchronization usage.  
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Chapter 1 

1. Introduction 

Part of this chapter, including figures and text are based on my following papers: 

© 2018-2022 IEEE 

- A. Khan, M. Hosseinzadehtaher, M. B. Shadmand, S. Bayhan and H. Abu-Rub, "On the 

Stability of the Power Electronics-Dominated Grid: A New Energy Paradigm," IEEE 

Industrial Electronics Magazine, vol. 14, no. 4, pp. 65-78, Dec. 2020. 
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1.1. The New Energy Paradigm 

The current energy network is going through a modernization phase by an escalating 

penetration of renewable energy resources and energy storage systems [1]. In fact, the wind 

energy installation is projected to reach 903 GW by 2023 [2]. Likewise, photovoltaic (PV) 

energy integration will reach 1296 GW in 2023 [3]. As well as, the global deployment of 

energy storage systems is anticipated to be 2500 MW by 2023 [4]. Meaning that, this new 

energy paradigm is transforming the current energy network from being reliant on 

synchronous generators to power electronics based power generation [5-7]. This is recently 

termed as the power-electronics-dominated-grid (PEDG) (see Figure 1.1) [7].  

The power electronic converters in PEDG are employed in PV systems, wind farms, 

battery banks, high voltage DC (HVDC), multi-terminal DC (MTDC), micro-grids, 

nanogrids, etc. Furthermore, PEDG can be interconnected to a larger upper network 

through point of common coupling. This larger power network could be another stronger  

 

 
Figure 1.1. Generic example of power electronics dominated grid exemplifying the three level control 
hierarchy. 

Grid operator control actions

~

~

AC Load

~

AC Load
3Ø1Ø

DC Load

DC Microgrid

~

DC Load

~

DC Load

~

Passive
AC Load

~ ~

Passive
AC Load

~ ~ ~

~

AC Load

~

AC Load
3Ø1Ø

DC Load

~ ~

~

AC Load

~

AC Load

3Ø1Ø
DC Load

Passive
AC Load

PCC 
Breaker

Upper Power 
Network

1Ø AC Microgrid DC Microgrid

DC Nanorgrid

~

~

High penetration 
of power 

electronics 
converter based 

generation 

PEDG 
Feeder 

Beginning 

PEDG 
Feeder 

End 

Secondary Control Level “Central or Supervisory Control”

Tertiary Control
Control actions and communication between 
PEDG entities’ Primary Control and the 
Secondary Control 

Control actions and communication between 
the Secondary Control and the Tertiary



3 
 

PEDG or a cluster of synchronized PEDGs. In a single PEDG three level of controls is 

required: (i) primary control, (ii) secondary control, and (iii) tertiary control [8]. The 

primary control is associated with each individual power electronic interface. The 

secondary control level is responsible of managing the different energy generation assets 

by assuring optimal and reliable operation. Furthermore, the secondary control 

communication level is observing and controlling the meters, relays, and breakers. The role 

of the tertiary control is like the secondary control role, but on a larger scale. In more 

details, the tertiary control ensures operational optimality and reliability from the 

perspective of the upper power network requirements or other synchronized PEDGs. The 

secondary and tertiary control layers may have communication interactions based on the 

aggregation defined by operators. Essentially, the main functionalities of these three level 

controls collectively are: sustaining the frequency and voltage in their acceptable levels, 

achieve balanced demand and power supply, seamless transition between operation modes, 

accomplish economic dispatch, and achieve demand side management.  

The stability topic is majorly associated to control level that possess fastest dynamics. 

In such hierarchy, the primary level is the fastest control responsible for voltage/frequency 

control, islanding detection, and active/reactive power allocation. However, the stability 

study in conditions where the PEDG is connected to a larger power network is so far limited 

to the stability of a single or multiple power generation assets, motors, or loads. Examples 

of such instabilities are termed as harmonic instabilities or harmonic resonance [7, 9]. 

These instabilities are triggered by exciting the parallel or series resonance of the 

converter’s filter itself or resonance with neighboring converters’ filters or resonance with 
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the parasitic elements in the network [10]. Another type of such instabilities are those 

coupled with the phase-locked-loop (PLL) which are the negative damping. Particularly, 

the negative damping is observed in the low frequency spectrum range with PLL dynamics 

contribution to the inverter q-axis output impedance [11-13], while the negative damping 

is created in the d-axis at the low frequency spectrum range by the outer DC link control 

of an active rectifier feeding a constant power load [14]. The necessity of synchronous 

reference frame transformation (i.e., from abc components to dq-axis components) is to 

convert sinusoidal signals into dc signals that are easily controlled through conventional 

linear control theory [15]. Consequently, voltage and frequency stability in grid-connected 

PEDG is governed by the stability of the upper stronger power network. Thus, the operation 

of the PEDG in such mode is limited to active power exchange and ancillary services.  

Islanded PEDGs are anticipated to enhance the resiliency of the future energy network 

[16, 17]. In the islanded operation of PEDGs, the frequency and voltage are no longer 

supported by the upper power network. Thereby, the individual energy resources in the 

PEDG are required to sustain the voltage and frequency in their satisfactory ranges. 

Nevertheless, the PEDG’s primary control in standalone mode highly variates depending 

on the control approach adopted for the energy assets. For instance, the behavior of 

synchronous machines is different compared to the droop controlled inverters [18]. 

Precisely, for synchronous machines the frequency and voltage are controlled through the 

governor and the field current control loop, respectively [19]. In contrast, in islanded PEDG 

the network’s inverters rely on rapid control loops for voltage, current, and PLL. In other 
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words, PEDG has low mechanical inertia and rapid and multi-time scale dynamics [20], 

not forgetting the dominant stochastic generation nature of PEDG’s energy assets.  Given 

these distinctive characteristics, the stability concept, vulnerabilities, and categorization of 

PEDG should be reassessed. 

1.2. Power Electronics Dominated Grid Characteristics 

The  power generation at the point of the load in PEDG results in shorter feeders and 

smaller reactance to resistance ratio (X/R) in comparison to the traditional bulk power 

system [21]. Consequently, the mathematical representation of PEDG’s voltage, frequency, 

bus angles, active power flow, and reactive power flow dynamics is significantly different 

compared to bulk power systems. Figure 1.2 demonstrates a comparison between the bulk 

 
 

(a) (b) 
 

Figure 1.2. Analogy of manual weighing instrument with the degree of coupling between active power 
demand, reactive power demand, frequency, and voltage: (a) bulk power system follows 𝑃 − 𝑓 and 𝑄 − 𝑉, 
and (b) power electronics dominated grid follows 𝑃 − 𝑓 & 𝑉 and 𝑄 − 𝑉 & 𝑓. 
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power system and the PEDG regarding the degree of coupling between active power 

demand, reactive power demand, frequency and voltage by analogy of the manual weighing 

instrument. Specifically, in bulk power system the balance between active power 

demand/supply impact only frequency while reactive power demand/supply impact voltage 

(see  Figure 1.2(a)). Whereas, in the PEDG active power demand/supply balance is coupled 

to both frequency and voltage (see  Figure 1.2(b)). Similarly, the reactive power 

demand/supply balance is also coupled to both voltage and frequency (see  Figure 1.2(b)). 

Additionally, the proximity between loads and generation units in PEDG makes the network 

more sensitive to the stochastic nature of renewable energy resources or any existing 

uncertainties. Furthermore, balancing the demand and supply in PEDG is challenging due 

to the dominant intermittent nature of the PEDG energy resources [22, 23]. Combining that 

challenge with the bidirectional power flow feature of the PEDG, the PEDG entails complex 

control and protection coordination among the network’s prosumers. 

 

Figure 1.3. Equal area criterion for stability indicating the impact of inertia (H) on the critical clearing time 
(tCCT). 
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With the expectation that the number of synchronous machines will be lesser in PEDG 

compared to static power electronics based generators, this will have a substantial impact 

on the system’s overall inertia. Specifically, the PEDG inertia is significantly lower 

compared to the bulk interconnected power system. The low inertia problem of PEDG is 

severe with the low short circuit capacity of the network. Precisely, slight deviations in the 

 
(a) 

 
(b) 

 

Figure 1.4. Illustration of inertia concept with pendulums in equilibrium conditions: (a) bulk power system 
and (b) power electronics dominated grid   
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PEDG architecture due to any intentional load or generator disconnection would have a 

drastic effect on the voltage and frequency. In fact, from protection perspective, the low 

inertia characteristic results in decreasing drastically the critical clearing time (tCCT). As a 

result, fault clearance in the PEDG paradigm requires very fast relays. However, even if 

fast relays were deployed, the actual fault clearance will be slowed down due to the slow 

dynamics of the mechanical circuit breakers. Moreover, tCCT is derived from the equal area 

criteria that is depicted in Figure 1.3. The analogy of the hanging pendulums network in 

Figure 1.4 illustrates the inertia comparison between the bulk power system and the 

futuristic PEDG paradigm. Specifically, the traditional grid is represented by heavy 

pendulums that are in a certain stable equilibrium point (see Figure 1.4(a)). If a disturbance 

occurs, such as external force impacting one of the pendulums in Figure 1.4(a), a significant 

number of other pendulums start to oscillate and eventually reaching to an equilibrium; 

since the pendulums are heavy in the traditional power system (representing bulk power 

 
Figure 1.5. Power electronics dominated grid stability categorization with root cause and resulting 
phenomena.  
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generation) these oscillations are damped quickly. However, when the same scenario is 

considered on the light pendulums that represent the low inertia PEDG network in Figure 

1.4(b); drastic oscillations occur that takes longer time to damp. In fact, this indicates that 

the possibility to reach an instable equilibrium (i.e., network collapse) is higher in the PEDG 

paradigm compared to the bulk power system given the same size of the disturbance. This 

is due to the low inertia of the PEDG network. Furthermore, the mixture of synchronous 

machines with inverter based generations results in a combination of large and small time 

constants. This might force inverter based generation units to unintentionally shutdown 

during perturbation in the system parameters.  

It is expected that PEDG is inherently unbalanced given the intermittent generation nature 

if not properly controlled. The three phase system could reach to severe unbalance conditions 

and destabilize the system if PEDG does not utilize the full capability of smart devices to 

provide corrective actions. Thus, the traditional stability analysis techniques are not sufficient 

to study the accurate dynamics of the PEDG paradigm. 

1.3. Concept of Stability, Categorization, and Vulnerabilities of Power 

Electronics Dominated Grid 

1.3.1. Concept of Stability 

Take an example of a PEDG that is operating in equilibrium point. This means all 

network state variables are sustaining their operational constraints. Specifically, voltages 

and the frequency are in their appropriate values in steady-state. This network is stable if its 

state variables - after the network is being subjected to disturbance - reach to new steady-



10 
 

state levels that are also sustaining the operational constraints and without intentional load 

shedding. However, in the PEDG paradigm loads can participate as controllable energy 

assets [24] and the operator has the liberty to prioritize certain load feeders over the rest of 

the network loads. For instance, feeders that are delivering power to critical loads such as 

hospitals and airports must have the highest priority in PEDG. Therefore, unlike bulk power 

system, the intentional load shedding of the critical loads renders the network to be unstable 

by the concept considered in this chapter; since in such situations the PEDG is no longer 

accomplishing its main objective to ensure energy services for critical infrastructures.   

The disturbance in the operation of PEDG is categorized into small or large. The 

disturbance on a power network is defined as an external input that is resultant from load 

variations, element failures, or intentional and nonintentional operation mode changes or 

set-point adjustments. Fortunately, small disturbances can be captured by the linearized 

state space models and hence such disturbances are classified as small-signal perturbations. 

On the other hand, the large disturbances cannot be captured by the linearized state space 

models. Examples of such large disturbances are: generations assets loss, short-circuit 

faults, nonintentional transition from non-islanded to islanded mode of operation. 

Additionally, both large and small disturbances are further subcategorized into short and 

long term. For instance, small variations of loads in a heavy loaded network might trigger 

undamped power oscillations in the long term. In contrary, unbalanced power sharing 

among power generation assets excites power resonance phenomena that build up rapidly 

in short term.  
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1.3.2. Stability Categorization and Vulnerabilities 

Given the distinctive characteristics of PEDG illustrated in subsection 1.2, the high portion 

of stability issues in the PEDG paradigm are related to frequency due to the intrinsic low 

inertia nature of the network. The voltage and transient instabilities that are dominant in the 

bulk power system are not expected to occur frequently in the islanded PEDG. This indicates 

the need for a light shedding on vulnerabilities for PEDG stability. Furthermore, stability of 

a power network is often classified based on: (i) magnitude of the disturbance causing 

instability, (ii) duration of the instability, (iii) physical root-cause of the instability, (iv) 

components caused or involved in the instability, (v) instability analysis approach, and (vi) 

instability trajectory and prediction approach. Categorizing stability in the PEDG paradigm 

according to the established stability concept is not simple, as PEDG variables dynamics are 

strongly coupled. In more details, any instability phenomena in a PEDG will result in 

oscillations in all the variables. In other words, it would be hard to distinguish voltage 

instability from frequency instability in a PEDG. Hence, the most logical categorization for 

instability in the PEDG is based on the origin of the instability, see Figure 1.5.   

1.3.2.1. Demand and Supply Stability 

Demand and supply balance stability is concerned about attaining the power generation 

and the required power demand equilibrium with assuring the optimal power sharing among 

the network energy resources assets. Poor power sharing among multiple energy generation 

assets, loss of energy generation assets, and unintentional load loss are examples that might 

originate a demand and supply instability issue. The demand and supply stability is divided 

into: (1.3.2.1.1) voltage and (1.3.2.1.2) frequency stability. 
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1.3.2.1.1. Voltage Stability: 

Due to short feeder in PEDG, it is expected that voltage collapse is minimal. Often, a 

voltage collapse occurs due to insufficient reactive power and load recovery procedure. 

Furthermore, the key factors that influence voltage instability in PEDG are power limits of 

the distributed generation units and the sensitivity of the network loads to supplied voltages. 

These two factors make the small steady-state voltage oscillation to be considered as voltage 

instabilities. In fact, a potential unexpected delay in voltage recovery after fault clearance 

might cause a significant voltage drop in the PEDG. In such conditions, the PEDG network 

motor loads experience motor stall phenomena; since they are absorbing huge amounts of 

reactive power to assure re-magnetization. This leads to voltage instability and voltage 

sensitive loads disconnection because of the lack in reactive power availability in the 

network. Therefore, managing reactive power sharing among the PEDG energy generation 

assets is critical to voltage stability but challenging to achieve. 

The difficulty of reactive power management is that it is linked to the short length of the 

network feeders. Precisely, any variations in the generation busses result immediately on 

other busses in the network. Additionally, in the PEDG paradigm, it is expected that the 

voltage of busses is dominantly controlled by the power converters associated with the 

generation units.  This is a challenging aspect as the coordination between the different 𝑄 −

𝑉 droop curves of the generation units becomes difficult. In fact, any mismatch in these 

𝑄 − 𝑉 droop curves might trigger large voltage fluctuations that are originated from the 

huge reactive power circulation among the energy generation units. Even though, if such 

mismatch problem in 𝑄 − 𝑉 droop curves is tackled, it is not likely that optimal reactive 
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power flow sharing in the PEDG network will be accomplished. This is because in a PEDG 

paradigm the network has a low X/R ratio that makes the reactive power flow dynamics 

coupled both with the frequency and the voltage. In other word, the 𝑄 − 𝑉 droop curves are 

no longer describing the reactive power flow dynamics accurately in the PEDG network.  

Due to the multi-stage nature of the power electronics converters in the PEDG, often a 

DC link is required to buffer any instantaneous voltage ripples generated by the unbalanced 

nature of the PEDG paradigm [25]. With such requirement, DC links in the PEDG also 

enforce another type of voltage instability [26-28]. These instabilities are majorly linked to 

the size of the DC link capacitor and the voltage level on the DC link. For instance, 

insufficient DC link capacitance will result in undamped power ripples of twice the nominal 

network frequency [29]. Therefore, small reactive power demand increments for inverters 

operating at their maximum capacity will result in excess voltage ripples across their DC 

links that will inevitably reflect in the active and reactive power supplied into the network. 

Similarly, failure to maintain the appropriate voltage level on the DC link capacitor either 

impacts the balance between the injected and absorbed instantaneous power or forces the 

inverter to operate in nonlinear operation region. Consequently, injecting undamped low 

order power and voltage oscillation into the PEDG network. The root-cause of short-term 

voltage instability is related to rapid variations in the active and reactive power sharing. On 

contrary, operating at the maximum capacity of the generation units creates the long-term 

voltage instabilities; this condition is affecting the steady-state operation gradually. The 

large disturbance voltage instability originates from abrupt change in the demand such as a 
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generation loss, while small disturbance voltage instability is associated with gradual 

change in the demand of a network operating near its maximum capacity.  

1.3.2.1.2. Frequency Stability: 

The low inertia nature of a PEDG make frequency regulation a crucial challenge. In fact, 

even with an adequate power reserve existence, such frequency instability issues in low 

inertia systems cannot be recovered. Furthermore, in the PEDG paradigm the 𝑃 − 𝑓 droop 

relation does not express the dynamics of the system accurately, since PEDG feeders’ short 

length and low X/R ratio make a strong coupling between frequency dynamics with active 

power flow as well as voltage dynamics. Any voltage variations at the generation busses 

reflects instantaneously on the network loads, which indirectly affect the system demand 

and supply (i.e., system frequency) due to voltage sensitive loads tripping. Furthermore, 

frequency instabilities originate from various reasons, such as an unexpected huge demand 

increase without enough generation reserve availability. In such case, the frequency will 

decrease abruptly resulting in a blackout that is triggered by the protection relays [30]. 

Another root-cause of frequency instability in the PEDG paradigm is when there is poor 

power sharing among the network energy assets. This could result in small perturbation 

instability for durations ranging from seconds to minutes [31]. The duration of the frequency 

instability (i.e., short or long term) is linked to the time that the frequency protection relay 

is activated. Also, frequency instabilities in PEDG are extended to steady-state operation. 

For example, for a network operating at its maximum capacity, small variations in the 

demand might trigger frequency protection relays, which is considered as a long-term 

frequency instability. On contrary, this long-term frequency instability problem is tackled 
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by controlling the governor in power system. However, such mechanism is irrelevant to the 

PEDG paradigm.   

1.3.2.2. Control Stability 

Stability issues from system controllers’ point of view are of two types: (1.3.2.2.1) power 

converters control stability, (1.3.2.2.2) machines control stability. 

1.3.2.2.1. Power Converters Control Stability:  

The inner control loops of the different power converters originate small perturbation 

instabilities in the PEDG paradigm. Furthermore, in terms of the instability frequency 

range, the outer power control loops are responsible on low frequency fluctuation 

instabilities, while high frequency type instability fluctuations are generated by the 

 

interaction of the inner and outer control loops. Another control related element that might 

trigger resonance effects in the PEDG is the high frequency switching of the power 

converter modulators. In fact, with the proximity of generation units and loads property, it 

is more likely that mutli-resonance excitation, due to control actions, occurs in the PEDG 

 

Figure 1.6. Illustration of the effect of the short circuit fault location on the size of the instability 

Low risk area

Medium risk area

High risk area
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compared to the bulk power system [32]. Moreover, as instabilities are induced by the PLL 

controller in grid-connected mode; in the islanded PEDG paradigm the PLL controller 

gains are vulnerable which might lead to instabilities in the system. Recent literature 

recommended decreasing the bandwidth of the PLL controller to eliminate the voltage 

instabilities that is caused by the negative damping at the low range of frequencies with 

high bandwidth PLL controllers [4, 13, 27, 33-35]. Nevertheless, low bandwidth PLLs rises 

another instability which is particularly related to heavy loaded PEDG.  

1.3.2.2.2. Machines Control Stability:  

In PEDG a phenomenon such as synchronous generators’ rotors acceleration during 

faults to remain synchronized with the network is not likely to happen, due to the low X/R 

ratio. Nevertheless, the rotor angle deceleration phenomena might occur if a short circuit 

fault happens at the end of the feeder; the reason is the resistive nature of PEDG. Moreover, 

instabilities associated with undamped or aperiodic oscillations of synchronous generators’ 

rotor angle are not expected to occur in the PEDG paradigm. This is because the issues of 

synchronous generators low damping torque or low synchronization torque are tackled by 

properly tuned governors and exciters in the PEDG paradigm. Hence, instabilities of 

electric machines in the PEDG are originated by improperly tuned controllers.  

1.4. Small-Perturbation and Large-Perturbation Instabilities 

The origin of small-perturbation instabilities is majorly linked to the low damping 

availability for critical eigenvalues of the network. Small-perturbation instabilities can be 

captured by the linearized state-space model of the network. However, the duration of the 

small-perturbation instabilities is due to the root cause of the instabilities, disturbance  
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             Table 1.Summary of the power electronics dominated grid stability with origin and effects 

C
ategory 

1. Supply and Demand Stability 2. Control Stability  

S
ubcategory 

 
 
 

1.1. Frequency 
Stability 

1.2. Voltage Stability 

 
 
 

2.1. Power Converters 
Control Stability 

 
 
 

2.2. Machines 
Control stability 

S
ub subcategory  

1.2.1. DC link 
Voltage Stability 

1.2.2. Network 
Voltage Stability 

O
rigin 

- Poor active power 
sharing among 
generation units 
- Operating the 
generation units at 
their maximum 
active power limits 
- Low active power 
availability in the 
network 

-Low DC link 
capacitor size 
- Inappropriate DC 
link voltage level  

- Poor reactive power 
sharing among 
generation units 
- Operating the 
generation units at 
their maximum 
reactive power limits 
- Low reactive power 
availability in the 
network 

-Poorly tuning controllers 
- PLL high bandwidth 
-Incorrect PLL gains  
- Resonance excitation 

-Poorly tuning 
controllers 
 
 

E
ffect 

- Huge power and 
frequency variations 
- Large rate of 
change of frequency 
 

- Huge DC -link 
voltage fluctuation 
- Bus voltage ripples 
induced by DC link 
ripples 
- Injection of 
undamped low 
frequency power and 
voltage oscillations in 
to the network 

-Huge power 
variations 
-Steady-state voltage 
oscillations  

- Undamped power 
oscillations 
-High frequency ringing  

- Undamped power 
oscillations 
-Aperiodic 
voltage/frequency 
variations 
 

 

 

 

magnitude, inherent nature of the network. For instance, undamped power oscillations are 

witnessed when poor power sharing among multiple distributed generation occurs; this power 

oscillations grows quickly violating the operation constrains of the network in short term. On 

the contrary, small demand and supply change in a heavy loaded network rises undamped 

power oscillations that take long time to violate the operational constraints. Instabilities that 
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cannot be captured by the linearized state-space model of the network are considered as large-

perturbation instabilities. Large-perturbation instabilities originate from amount and location 

of short-circuit faults, unintentional transition from non-islanded to islanded mode of 

operation, and generation units’ loss. The relative size of the instability is illustrated in Figure 

1.6. Specifically, the area near to the location of the short-circuit fault (i.e., the red color area 

in Figure 1.6) experiences large-perturbation instability. Whereas areas far from the location 

of the fault might witnesses small-perturbation instability such as the green area in Figure 1.6. 

However, the difficulty in the PEDG paradigm is to determine the boundary where the small-

perturbation is equal to large-perturbation instability. In other words, validating to how much 

extent the linearized state-space models can represent the system accurately which is shown 

by yellow area in Figure 1.6. Regarding large-perturbation instability time frame, large 

perturbation instability is always a short-term phenomenon. For instance, unplanned islanding 

makes the system rapidly unstable due to drastic large variations in the frequency and the 

voltage. Finally, the categorization provided in Figure 1.5 is summarized in Table 1 indicating 

the origin of the instability with its effects on the network parameters. 

1.5. Research Roadmap and Open Research Questions in the Power 

Electronics Dominated Grid 

1.5.1. Frequency Control  

Automatic Frequency Control in the PEDG: The need for automatic frequency control 

is necessary for compensating the lack in the inertia. This new requirement for automatic 

frequency control at the edge of the grid multiple questions arise as follows: (i) Which kind 
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of measurement are needed to achieve this automatic frequency control at the distribution 

level, (ii) should be a communication among each distributed generation unit or each 

distributed generation unit communicate with the system operator only, (iii) what type of 

communication infrastructure is required, is it peer-peer, centralized, aggregators, 

bandwidth, latency, etc., (iv) can the frequency limit specified by the standards be loosened 

in the PEDG paradigm. 

Active Power Control: The control of active power is basically curtailment of the 

available energy production by operating the system below the maximum power point. In 

traditional power system, power curtailment does not sacrifice the available energy but in 

PEDG the renewable energy is scarified; as the loss for renewable energy-based system is 

considering the system when not operating at the maximum available power as a loss [14]. 

Hence, it is necessary to validate, develop, and investigate control approaches to support 

grid frequency and voltage by the power electronics converters with or without storage.   

1.5.2. Voltage Control  

Loss of Reactive Power: In PEDG the compensation of reactive power loss by the 

automatic voltage control of traditional synchronous generators is replaced by local 

voltage/Var control at the edge of the grid by the power electronics converters. The critical 

questions here are what is the impact of moving the voltage control from generation side 

in the bulk power system to thousands inverters at the distribution level and how they will 

impact the voltage stability in PEDG. 
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1.5.3. Heterogeneity 

The heterogeneous nature of PEDG results in unexpected events that may cause 

synchronization failure, instability, and eventually blackouts of various sizes. Thus, the 

open research questions coupled with heterogeneity of the PEDG paradigm includes: (i) 

feasible penetration level of power electronics-based generation without jeopardizing the 

power grid stability; (ii) impact of grid-following versus grid-forming inverters on the 

system stability; (iii) assessing the PEDG vulnerability to frequency deviation and 

restoration given the fact that higher inertia-based generation is minimal; (iv) feasibility to 

design the controllers in PEDG to avoid undesired interactions between grid-following 

inverters, grid-forming inverters, and synchronous generators; (v) feasibility of leveraging 

the classical power system stabilizers (PSS) in PEDG but at the grid-edge. Another concern 

that is related to the system heterogeneity is regarding the geographical distribution of the 

generation entities in the PEDG paradigm. How does the PEDG paradigm network 

topology influence the distributed voltage/Var control stability; especially, with the 

mixture of small portion synchronous generators with power converters in various control 

modes. Specifically, that in grid-following mode the inverter replicates the instantaneous 

inertial response of synchronous machines with a delay and perform sub-optimally on the 

time scales of interest [16]. On the other hand, in grid-forming mode the inverter mimics 

the behavior of synchronous machines in black-start capability, load sharing, load 

drooping, inertial response, and multi-layer frequency and voltage regulation [36]. 

Moreover, the main reported grid-forming controls are: (i) droop control that mimic 

synchronous machines speed droop [37], (ii) virtual synchronous machines or so-called the  
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Table 2. Grid Forming technologies, operation principle analogy, state of maturity, research trend and 
references 

Technology Operation Principle Analogy 
State of 
Maturity 

Research 
Trend 

References 

Droop Control 
Mimic speed droop of 
synchronous machines 

In the 
market 

Low [37], [39] 

Synchronverter 

Speed droop with inertia 
emulation through swing 
equation of synchronous 
machines 

Started High 
[20-22, 40-
43] 

Virtual Oscillator 
Control 

Synchronizing mechanism of 
Liénard-type oscillators 

Not 
started 

Medium [44-47] 

Matching Control 
Structural similarity between DC 
link voltage to synchronous 
machines frequency behavior 

Not 
started 

High [38, 48-50] 

 

synchronverters that are an extension of the droop control but with additional inertia 

emulation utilizing the swing equation [21], (iii) matching control that relates structural 

similarities between the converter control to a synchronous machines; which are based on 

the observation that the DC link voltage is similar to synchronous machines frequency 

indicating power imbalance [38], (iv) virtual oscillator control that mimic the synchronizing 

mechanism of Liénard-type oscillators that globally synchronize a fully converter based 

network [44-46]. Furthermore, based on the number of publications in the literature related 

to grid forming technologies the state of maturity, the research trend and references are 

illustrated in Table 2. 

1.5.4. Cybersecurity Vulnerability 

In the PEDG paradigm, the number of remote-control capabilities that utilizes 

information communication technologies is high compared to the bulk power system. 

Initially, the notion of using more intelligent devices in the PEDG paradigm might appear 

appealing [37], as the network controllability and observability increases, which also 
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indirectly impacts the network efficiency and reliability positively. However, this large 

integration of intelligent devices in the PEDG paradigm brings cybersecurity vulnerability 

[51]. These cyber-attacks are ranging from simple thefts and consumer loads damage to 

high impacts that leads to shutdown, cascaded failures and large blackouts that impact the 

energy market operation [52].  

Intelligent cyber-physical attacks on the PEDG network are targeting the physical layer 

to violate the network stability limits by appearing as normal network uncertainties or even 

remain undetected until a server interruption in the system - stealthy attacks. Given the 

PEDG paradigm multi-time scale nature, this dictates the detection of cyber-attacks in a 

very short duration to avoid serious consequences on the PEDG operation.  To summarize, 

the PEDG paradigm is more vulnerable to cyber-attacks compared to traditional bulk 

power system. Thus, proactive intrusion detection mechanisms and corrective control 

actions are required to enable cyber-secure PEDG.  

1.5.5. Synchronverter and coherence enforcement potentials in the power electronics 

dominated grid 

As the control diversity of a network increases, as in the PEDG paradigm, the network 

characteristics might be tunable by individual controllers. For instance, droop control grid 

forming inverters can be leveraged to change the inherent characteristics of the network 

from being high resistive to highly inductive through virtual impedance emulation. Such 

alteration if possible is crucial as it makes sure that the energy network is following the 

conventional 𝑃 − 𝑓 and 𝑄 − 𝑉 droop curves, which is an essential research need for the 

PEDG. Moreover, theories such as coherency enforcement are leveraged in investigating 
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the possibility to enforce 𝑃 − 𝑓 and 𝑄 − 𝑉 droop on a resistive network [53, 54]. Another 

research and application trend that is expected to happen is the adoption of large amount 

of self-synchronized synchronverters i.e., virtual synchronous machines with no dedicated 

PLL  [21, 22, 40, 55-59]. In fact, [60] demonstrated a field implementation synchronverters 

that seamlessly transition from grid-connected mode to islanded mode without PLL. Also, 

all necessary functionalities are achieved without communication links [40] – minimizing 

the cybersecurity vulnerability of PEDG. With these two possibilities, it might be possible 

that the PEDG paradigm will be enforced to follow conventional power system behavior; 

thus, application of the well-establish power system stability theory might be applicable 

for the PEDG paradigm. However, this is still an open question that needs to be verified 

and implemented in practice.  

Figure 1.7 illustrates some of the open research stability challenges that are comparable 

to bulk power system stability. For instance, how the angle stability will be impacted with 

mixture of synchronverter, non-inertia emulating grid-forming inverters, grid-following 

and conventional synchronous generators. The investigation of this issue is crucial as the 

transition from the bulk power system to the PEDG paradigm will not happen 

instantaneously. Furthermore, another concern in this futuristic grid is in what way power 

converters terminal voltage and DC link voltage fast controllers contribute to voltage 

dynamic stability. In other words, can they play the role of machines exciters. Furthermore, 

how the network voltage stability will be impacted by the PEDG distributed voltage/var 

control and what is the impact of these measurements at the grid edge. Similarly, can the 

new paradigm generation behave the same as governors and support system frequency. 
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Finally, what will happen to long-term frequency regulation issues. For instance, how 

optimal energy dispatch and unit commitment problems should be solved, what are the 

aggregation methods, and which type of communication infrastructure is needed.  

1.6. Conclusion 

This chapter presented detailed stability concepts, categorization, and open research 

questions for the power electronic dominated grid (PEDG) paradigm. The distinct 

characteristic of the PEDG network, low inertia, stochastic generation, proximity of 

generation units and loads, low X/R ratio, short feeders, etc., made the acceptable dynamic 

operation and the stability limits of the PEDG different compared to traditional power 

system. For example, stability in the PEDG paradigm cannot be classified by frequency or 

 

Figure 1.7. New stability challenges that power electronics dominated grid introduced in comparison with 
the time scale  
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voltage instability; this is due to the strong coupling between these dynamics. In more 

details, any instability phenomena in a PEDG will result in oscillations in all the variables. 

Hence, the most logical categorization for instability in the PEDG paradigm is based on 

the origin of the instability. Specifically, the stability of PEDG is categorized into two 

major parts: (1) supply and demand stability and (2) control stability. The supply demand 

stability covers frequency and voltage stability. While the control stability includes power 

converters control and machines control stability. Such instabilities have negative effect on 

the PEDG paradigm network such as: huge power and frequency variations, large rate of 

change of frequency, huge DC link voltage fluctuation, bus voltage ripples induced by DC 

link ripples, injection of undamped low frequency power and voltage oscillation into the 

network, steady-state voltage oscillations, high frequency ringing, and aperiodic voltage 

and frequency variations. Moreover, since the transition from the bulk power system to the 

PEDG paradigm will not happen instantaneously; various open research questions arise 

that are mainly focused on moving necessary functionality of the bulk power system to the 

grid edge with thousands of inverters in different operation modes i.e., grid-following 

mode, non-inertia grid-forming mode, synchronverters mode, etc. These questions are 

discussed in detail in the research roadmap section with the level of maturity of each 

technology.   
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Chapter 2  

2. Primary Current Control Development 
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2.1. Phase Locked Loop (PLL) Limitations 

One of the crucial parts of the current control for grid-following inverters (GFLIs) that 

ensures synchronization with the utility grid terminals is the phase-locked-loop (PLL) [15, 

61, 62]. Recent literature revealed that PLL influences the small-signal stability of GFLIs 

[4, 22, 40, 63]. Precisely, a negative admittance increment is observed at the low range of 

the frequency spectrum of the inverter output impedance [13, 64] (see Figure 2.1 for 

illustration). According to [65], the range of this negative admittance is linked to the 

bandwidth of the PLL, and it has been revealed that a low bandwidth PLL will guarantee 

current control robustness. Yet, a low bandwidth PLL sacrifices the dynamic performance 

of the GFLI. In fact, with a properly designed low bandwidth PLL, enforcing the GFLI to 

remain stable under weak grid conditions is challenging as depicted in Figure 2.2. Thereby, 

providing a control approach for GFLI without a PLL utilizations enhances the stability of 

the inverter when interacting with a weak grid [66]. 

In this chapter, a PLL-less single control loop direct active and reactive power (PQ) 

control for single-phase GFLIs is developed. The control single stage structure reduces the 

effort required in tuning the controller gains compared to the typical dual-loop cascaded 

PQ control methodology [67, 68]. This control approach enables point of common coupling 

(PCC) current synchronization without the deployment of a PLL. This removes concerns 

of instabilities that might arise due to PLL non-linear nature and weak grid’s large line 

impedance seen after the PCC negative influence [69, 70]. Furthermore, to assure the GFLI 

capability in tracking the PQ set-points with weak resistive or inductive grid connections, 

PQ steady state stability bounds associated to PCC voltage are derived in this chapter. 
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These bounds assure that the fundamental component of the point of common coupling 

(PCC) voltage is available for the correct operation of the GFLI. In addition, this chapter 

develops an improved GFLI control with no PLL requirement to accommodate current 

control that is adaptive to frequency. 

2.2. Mathematical Modeling, Controller Design, and Control Stability 

of the Developed PLL-less Grid-Following Inverter Control 

2.2.1. Mathematical Modelling 

Consider the single-phase GFLI that is connected to a weak grid in Figure 2.3. The 

active power (P) and reactive power (Q) injected into the grid can be measured by  utilizing 

the second order generalized integrator (SOGI) that was developed in [71] and presented 

as (2.1) and (2.2), respectively. The SOGI has a harmonic filtering capability that makes 

 
Figure 2.1. PLL issue related to its contribution to the output impedance of the GFLI that is negative 
damping.   
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the measurements robust to distortion imposed by weak grid conditions [72, 73]. 

1 1

2 2
    PCC PCC PCC PCCP i v i v  (2.1) 

1 1

2 2
    PCC PCC PCC PCCQ i v i v  (2.2) 

By differentiating equations (2.1) and (2.2) with respect to time, the state-space model that 

includes active and reactive power as state variables can be determined, 

1 1 1 1

2 2 2 2

   
      PCC PCC PCC PCC
PCC PCC PCC PCC

di dv di dvdP
v i v i

dt dt dt dt dt
 (2.3) 

1 1 1 1

2 2 2 2

   
      PCC PCC PCC PCC
PCC PCC PCC PCC

di dv di dvdQ
v i v i

dt dt dt dt dt
 (2.4) 

Furthermore, the expression for the derivatives with respect to time of the stationary 

reference frame PCC currents 𝑖௉஼஼
ఈ

 and 𝑖௉஼஼
ఉ

 in (2.3) and (2.4) are deduced by applying 

Kirchhoff’s voltage law at the loop of common coupling depicted in Figure 2.3. Hence, the 

PCC currents derivatives are as (2.5) and (2.6).  

1
 

  PCC DC
PCC PCC

di v R
m v i

dt L L L
 (2.5) 

 
Figure 2.2. PLL issue related to having high impedance after the point of common coupling terminals in 
weak grid connections for GFLI.  
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Figure 2.3: Developed PLL-less single control loop active and reactive power control for single phase GFLI. 

1
 

  PCC DC
PCC PCC

di v R
m v i

dt L L L
 (2.6) 

where 𝑚ఈ and 𝑚ఉ are stationary reference frame modulation indices, L is the filter 

inductance, and 𝑅 is the filter stray resistance. Similarly, expression of the derivatives of 

the stationary reference PCC voltages 𝑣௉஼஼
𝛼  and 𝑣௉஼஼

𝛽  in equations (2.3) and (2.4) are given 

as (2.7) and (2.8). 


 PCC
PCC

dv
v

dt
 (2.7) 


PCC
PCC

dv
v

dt
 (2.8) 

where ω is the angular frequency of the network. Therefore, substituting (2.5), (2.6), (2.7) 

and (2.8) into (2.3) and (2.4) results in the time varying multi input multiple output 

(MIMO) state-space system given by (2.9) and (2.10). The system is time varying because 
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the stationary reference modulation indices 𝑚ఈ and 𝑚ఉ are multiplied by the PCC voltages. 

In addition, this MIMO state space control inputs are coupled in both states.  

 21

2
 

      DC PCC DC PCC PCC

dP RP
Q m v v m v v v

dt L L
 (2.9) 

 1

2 DC PCC DC PCC

dQ RQ
P m v v m v v

dt L L
 

       (2.10) 

where 𝑣௉஼஼ is the norm of 𝑣௉஼஼
𝛼  and 𝑣௉஼஼

𝛽 .  

2.2.2. Control Design 

If the two inputs are defined as (2.11) and (2.12); the state-space in (2.9) and (2.10) 

transforms into a simple linear time invariant (LTI) MIMO state-space as (2.13) and (2.14). 

2 
   P DC PCC DC PCC PCCu m v v m v v v  (2.11) 

 
  Q DC PCC DC PCCu m v v m v v  (2.12) 

1

2
    P

dP R
P Q u

dt L L
 (2.13) 

1

2
    Q

dQ R
Q P u

dt L L
 (2.14) 

Now, consider the error on the instantaneous active and reactive power as (2.15) and (2.16),  

 P Refe P P  (2.15) 
 Q Refe Q Q  (2.16) 

where 𝑃ோ௘௙ is the reference commanded active power and 𝑄ோ௘௙ is the reference 

commanded reactive power. Moreover, the cancellation of the coupling terms in (2.13) and 

(2.14) is achieved by taking the following control law that includes feedback and 

feedforward as (2.17) and (2.18). 


FeedbackFeedforward

2 2 P Pu L Q Lv  (2.17) 


Feedforward Feedback

2 2  Q Qu L P Lv  
(2.18) 

The feedback term 𝑣௉ in (2.17) is obtained with a Proportional Integral (PI) controller as 

(2.19) that tracks the desired active power reference.  
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0

( )   
t

P Pp P Pi Pv K e K e d  (2.19) 

Similarly, the feedback term 𝑣ொ in (2.18) is deduced with a PI controller as (2.20), this PI 

controller assures tracking the desired reactive power reference. 

0

( )   
t

Q Qp Q Qi Qv K e K e d  (2.20) 

Moreover, substituting (2.19) into (2.17) and then placing the resulting expression into 

(2.13) yields the error dynamics of the active power that is given by (2.21). 

0

( )      
  

t
P

Pp P Pi P

de R
K e K e d

dt L
 (2.21) 

Likewise, inserting (2.20) into (2.18) and then substituting the resulting expression into 

(2.14) yields the error dynamics of the reactive power as (2.22).  

0

( )      
  

t
Q

Qp Q Qi Q

de R
K e K e d

dt L
 (2.22) 

2.2.3. Control Stability 

The active and reactive power error dynamics in (2.21) and (2.22) indicate that if the 

controller gains 𝐾௉௣, 𝐾௉௜, 𝐾ொ௣ and 𝐾ொ௜  are positive, the primary control layer is 

exponentially globally asymptotically stable. This is proved by linear quadratic Lyapunov 

stability theorem as follows, (2.21) and (2.22) are expressed by the state-space (2.23). 

4 4x 4

 

,



 

 
  

 

T

QP
P Q

dX
AX

dt

X A

dede
X e e

dt dt

   

0 1 0 0

0 0

0 0 0 1

0 0

 
 

         
 
      

  

Pi Ppi

Qi Qp

R
K K

L
A

R
K K

L

 

(2.23) 
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Then, to prove the stability of the closed loop control, the selection a positive definite 

matrix symmetrical matrix (𝑄 ∈ ℝସ୶ସ), results in a positive definite symmetrical matrix 

(𝑃 ∈ ℝସ୶ସ) for satisfying the (2.24). 

0  TPA A P Q  (2.24) 
To show this, the selection of  𝑄 = 𝐼ସ୶ସ (𝐼ସ୶ସ is the identity matrix with dimension of 4x4) 

which is positive definite symmetrical matrix. The solution of (2.24) will be as given in 

(2.25).  

11 12

12 22

11 12

12 22

2
2

11 12 22

2
2

11 12 22

0 0

0 0
                            

0 0

0 0

1 1
 , , 1,

2

1 1
 , , 1

2

  
   
  
 

  

                
 

                
 

Pi Pp Pi
Pi

Pi Pp

Qi Qp Qi
Qi

Qi Qp

P

R
K K K

RL K
K K

L

R
K K K

RL K
K K

L

 (2.25) 

If the parameters 𝐾௉೛
, 𝐾௉೔

, 𝐾ொ೛
 and 𝐾ொ೔

 are designed respecting the conditions shown in 

(2.26), 

0,  0, 0,  0     Pp Pi Qp Qi

R R
K K K K

L L
 (2.26) 

Then, 𝑃 > 0 (i.e., positive definite matrix since all leading minors and the determinant are 

positive). Therefore, the equilibrium point (0,0,0,0) is globally exponentially 

asymptotically stable. Hence, converging to the error dynamics to the equilibrium point 

(0,0,0,0) means the original system is converging to ൫𝑃ோ௘௙, 0, 𝑄ோ௘௙ , 0൯ as 𝑡 → ∞. The 

Lyapunov candidate energy function is mathematically described in (2.27). 

     

   

,  

                      0 ,  0

              0 , 0

  



 

 


T T TdV X

V X X PX X PA A P X
dX

A P

dV X
V X

dX

 (2.27) 



34 
 

To retrieve the original system inputs which are the inverter stationary reference 

modulation indices 𝑚ఈ and 𝑚ఉ, 

2

2

1  


 


 
               
  

P PCC

DCPCC PCC

QPCC PCC PCC

DC

u v

m vv v
m uv v v

v

 (2.28) 

𝑣௉஼஼
ଶ  in (2.28) is the square of the L2 norm of 𝑣௉஼஼. In network stable conditions  𝑣௉஼஼

ଶ ∈

ℝ, since 𝑣௉஼஼  is well-posed and the signals 𝑣௉஼஼
𝛼  and 𝑣௉஼஼

𝛽  are always orthogonal. Finally, 

the modulation index that controls the single-phase GFLI is given as (2.29). 

 1 1 



 
  

 

m
m

m
 (2.29) 

 
The overall controller structure of the developed single loop PLL-less PQ control for single 

phase GFLIs is illustrated in Figure 2.3. 

2.3. Weak Grid and Point of Common Coupling Voltage Steady State 

Stability 

2.3.1. Resistive Weak Grid Consideration 

The power flow between the PCC terminals and the weak resistive grid in steady state 

stable operation is expressed by (2.30) and (2.31). 

2

cos( )  PCC PCC g
Ref

g g

V V V
P P

R R
  

sin( ) PCC g
Ref

g

V V
Q Q

R
  

  
where the 𝑉௉஼஼  is the magnitude of the PCC voltage, 𝑉௚ is the magnitude of the grid voltage, 

δ is the power angle at the PCC bus, and 𝑅௚ is the resistive weak grid resistance. 
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Furthermore, by combining (2.30) and (2.31) through cancelling the power angle from both 

equations; the PCC voltage magnitude is given by,   

   
22 2

2 2 2
4 4

4
4 2

 
   g g Ref g g Ref

PCC g Ref Ref

V R P V R P
V R P Q   

Evidently, from (2.32) the steady state PCC voltage magnitude has a valid solution if the 

term under the root is a positive value. Otherwise, the PCC voltage fundamental component 

magnitude will be an imaginary value. In such conditions, the GFLI will be incapable of 

tracking the commanded PQ set-point. Hence, the inverter will gradually converge to an 

unstable equilibrium point. Furthermore, the theoretical condition to assure that the GFLI 

is in normal operation is given by,   

4 2
2 2

2
0

16 2
   g g

Ref Ref Ref
g g

V V
P P Q

R R
  

Moreover, the active power is limited by the available energy. While, the reactive power 

is controlled to sustain the condition in (2.33). Thus, the amount of the reactive power 

required to avoid unstable steady state voltage conditions is as (2.34). 

4 2
2 2

216 2
  g g

Ref Ref Ref
g g

V V
Q P P

R R
  

2.3.2. Inductive Weak Grid Consideration  

In the case of the inductive weak grid, the power flow is expressed by (2.35) and (2.36). 

sin( )


 PCC g
Ref

g

V V
P P

L
 

 

2

cos( )
 

  PCC PCC g
Ref

g g

V V V
Q Q

L L
 

 

In this case, the PCC voltage steady state magnitude is as given in (2.37), 
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   
22 2

2 2 2 2
4 4

4
4 2

g g Ref g g Ref
PCC g Ref Ref

V L Q V L Q
V L Q P

 


 
     (2.37) 

Thus, the amount of reactive power required for stable PCC voltage conditions with weak 

inductive grids is given by (2.38). 

2 2

2

2

8




 g Ref g
Ref

gg

L P V
Q

LV
 (2.38) 

Thereby, to inject a specific amount of available active power (𝑃ோ௘௙); the GFLI must supply 

a reactive power (𝑄ோ௘௙) according to the inequality expressed in (2.38). 

2.4. Validating Results on PLL-less Grid-Following Inverter Control 

The theoretical analysis is verified by simulation in PSIM software. A 30 kW GFLI is 

implemented with the component values given in Table 3. Additionally, the subsection is 

subdivided into three; (2.4.1) validates the performance of the proposed control in tracking 

the commanded PQ set- point references. (2.4.2) is dedicated to a scenario in which the 

GFLI is operating with resistive weak grid. (2.4.1) examines a scenario where a GFLI is 

operating with inductive weak grid. Both scenarios discussed in subsections (2.3.1) and 

(2.3.2) verify the inequality conditions that guarantee the PCC steady state voltage stability. 

Table 3. PLL-less Grid-Following Inverter Control Ratings 
Parameter Symbol Value 

Rated Power PRated 30 kW 
Switching Frequency fsw 10 kHz 

Nominal Grid Frequency   376.8 rad/sec 
Grid Voltage Peak Vg 120√2 V 
DC-Bus Voltage VDC 420 V 

DC-link Capacitor CDC 2 mF 
Filter Inductor L 0.5 mH 

Filter Inductor Resistance R 0.05 Ω 

Weak Inductive Grid Inductor Lg 1 mH 
Weak Resistive Grid Resistor Rg 1 Ω 
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Figure 2.4: Proposed controller dynamic performance in tracking the commanded PQ set-point references. 

  

 
Figure 2.5: Steady state PCC current and voltage waveforms in Figure 2.4 before the commanded PQ set-point 
references are changed at instant 2 sec. 

2.4.1. Controller Dynamic   

The dynamic performance of the proposed PLL-less single-loop controller is depicted 

in Figure 2.4. As evident in Figure 2.4, the controller is tracking the required commanded  

PRef =10 kW, QRef= 0 kVar PRef =20 kW, QRef= -20 kVar

PRef =10 kW, QRef= 0 kVar
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Figure 2.6: Transient PCC current and voltage waveforms in Figure 2.4 at the instant the commanded PQ set-
point references are changed. 

 
Figure 2.7: Steady state PCC current and voltage waveforms in Figure 2.4 after the commanded PQ set-point 
references are changed at instant 2 sec. 

PQ set-point references accurately. In addition, the injected PCC current is sinusoidal. In 

this scenario, the GFLI is initially injecting 10 kW at unity power factor (see Figure 2.4 

before instant 2 sec and Figure 2.5). Then, at time instant 2 sec the commanded PQ set-

points are changed to 20 kW and -20 kVar. At this instant, the GFLI tries to adjust the 

amount of the injected active and reactive power as seen in Figure 2.4 and Figure 2.6. 

After0.6 sec duration the injected active and reactive power of the inverter converge to the 

commanded PQ set-points as seen in Figure 2.4 after time instant 2.6 sec and Figure 2.7. 

Note that, in this scenario the grid has no impedance (i.e., stiff grid connection).   

PRef =10 kW, QRef= 0 kVar PRef =20 kW, QRef= -20 kVar

PRef =20 kW, QRef= -20 kVar
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2.4.2. Weak Resistive Grid Connection 

The previous scenario validated the developed theory in achieving grid-current 

synchronization without the need for a PLL in stiff grid conditions. However, the main 

motivation behind PLL-less controls is to guarantee control robustness especially in weak 

grid conditions. As the GFLI might witness unstable operation given that the commanded 

PQ set-point references may violating certain bounds. If these bounds are violated, the 

GFLI will be incapable of tracking the commanded PQ set-point references due to the 

absence of the fundamental component of the PCC voltage. Furthermore, in this scenario, 

the GFLI is simulated considering a grid resistance of 1 Ω. This means that the grid is very 

weak with a SCR of 0.48. Initially, the GFLI is operating at unity power factor with 10 kW 

active power injection (see Figure 2.8 before instant 2 sec).  This initial operating point is 

not violating the inequality (2.34) since the PCC current and voltage are sinusoidal without 

distortion as seen in Figure 2.9. Then, at time instant 2 sec the commanded reactive power 

set-point reference is adjusted to -10 kVar such that the inequality (2.34) is not satisfied. 

Directly the GFLI operation collapses as it is incapable of tracking the commanded PQ set-

point references (see Figure 2.8 after 2 sec and Figure 2.10). The reason for this operation 

collapse is the absence of the PCC voltage fundamental component. Then at time instant 3 

sec, the commanded PQ set-point references are adjusted to not violate inequality (2.34). 

Hence, the GFLI gradually regains the normal operation in less than 1 sec (see Figure 2.8 

after instant 3 sec, Figure 2.11 and Figure 2.12).  
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Figure 2.8: Verification of inequality (2.34) with commanded PQ set-point references variation in weak 
resistive grid connection. 

 

 
Figure 2.9: Initial steady state stable PCC current and voltage waveforms when the command PQ set-point 
references are satisfying inequality (2.34) in Figure 2.8. 

 

Stable Unstable Regaining stable operation

Stable 
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Figure 2.10: Transient PCC current and voltage waveforms when transiting from stable to unstable operation 
induced by violation of inequality (2.34) at instant 2 sec in Figure 2.8. 

 
Figure 2.11: Transient PCC current and voltage waveforms when the stable operation is induced by satisfying 
inequality (2.34) at instant 3 sec in Figure 2.8. 

 
Figure 2.12: Final steady state stable PCC current and voltage waveforms when the command PQ set-point 
references are satisfying inequality (2.34) at instant 3 sec in Figure 2.8.   

 

Stable Unstable 

Regaining stable operation 

Regaining stable operation 
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Figure 2.13: Verification of inequality (2.38) with commanded PQ set-points references variation in weak 
inductive grid connection. 

 

 
Figure 2.14: Initial steady state stable PCC current and voltage waveforms when the command PQ set-point 
references are satisfying inequality (2.38) in Figure 2.13. 

 

Stable Unstable
Regaining stable 

operation

Stable 
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Figure 2.15: Transient PCC current and voltage waveforms when transiting from stable to unstable operation 
induced by violation of inequality (2.38) at instant 2 sec in Figure 2.13. 

 
Figure 2.16: Transient PCC current and voltage waveforms when the stable operation is induced by satisfying 
inequality (2.38) at instant 4 sec in Figure 2.13.  

 
Figure 2.17: Final steady state stable PCC current and voltage waveforms when the command PQ set-point 
references are satisfying inequality (2.38) at instant 4 sec in Figure 2.13.   

Stable Unstable

Unstable Regaining stable  operation

Regaining stable  operation
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2.4.3. Weak Inductive Grid Connection 

This scenario is considering a weak inductive grid with a SCR of 1.27. The grid 

inductance is 1 mH. The GFLI is initially operating stably (i.e., no violation of inequality 

(2.38)) with the PQ operation set-point references set to 10 kW at unity power factor (see 

Figure 2.13 before instant 2 sec and Figure 2.14). Then, at instant 2 sec the commanded 

PQ set-points are adjusted to 20 kW at unity power factor to violate inequality (2.38). The 

inverter gradually fails in tracking the command PQ set-point references as evident in 

Figure 2.13 after instant 2 sec. This also is manifested in the non-sinusoidal behavior of 

fundamental component of the PCC current and voltage in Figure 2.15 after instant 2 sec. 

Nevertheless, to further validate the inequality (2.38), the commanded reactive power set- 

point is adjusted to 20 kVar at instant 4 sec to sustain inequality (2.38) (see Figure 2.13 

ʃKSOGI

ʃ



PCCv
PCCv

PCCv

 
Figure 2.18. Variable frequency second order generalized integrator (VF-SOGI). 

Figure 2.19. PLL-less GFLI adaptive to frequency changes. 
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and Figure 2.16). This new set-point results in gradual stable operation of the GFLI in less 

than 0.5 seconds. In fact, the fundamental component of the PCC current and voltage are 

seen regaining their sinusoidal waveform shape as shown in Figure 2.16 and Figure 2.17. 

2.5. PLL-less Grid-following Inverter Control Adaptive to Frequency 

2.5.1. Mathematical Modeling with Frequency Adaptation Inclusion 

The beauty of the theory developed about how PLL-less GFLI control can be deployed 

is extended to include adaptive feature to changes in the frequency of the network. The 

beauty of this theory is embedded in the fact that frequency estimation is always simpler 

that phase estimation. Thereby, the PLL-less feature makes extension to frequency 

adaptation in the current control simpler. Therefore, conventional fixed frequency second 

order generalized integrator (SOGI) can be extended to adaptive frequency operation by 

considering the estimation of the frequency (𝜔ෝ) as depicted in Figure 2.18. The state space 

of the adaptive frequency second order generalized integrator is given in (2.39).  
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(2.39) 

where 𝐾ௌைீூ is the gain of the adaptive frequency SOGI, 𝑣௉஼஼ is the point of common 

coupling voltage, 𝑣௉஼஼
ఈ (𝜔) is the alpha component of the point of common coupling 
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voltage, and 𝑣௉஼஼
ఉ

(𝜔) is the beta component of the point of common coupling voltage. This 

adaptive frequency SOGI, without loss of generality, at any specific frequency, P(ω) and 

Q(ω) at the PCC can be obtained with the variable frequency SOGI developed. Then, using 

the same methodology in the previous subsection, the state space of the PLL-less GFLI 

control with adaptive frequency consideration is shown in (2.40). 

2
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dQ R Q L m v v m v v
dt L

 (2.40) 

Thereby, this system can be controlled with the same methodology explained in the 

previous subsection with adaptation to the frequency deviations. The control structure for 

this adaptive PLL-less GFLI control is depicted in Figure 2.19.  

2.5.2. Frequency Adaptation PLL-less Grid-Following Inverter Control Validations 

The theoretical analysis is verified by simulation of an adaptive frequency single-phase 

GFLI control with the ratings depicted in Table 4. Three scenarios are simulated. The first 

scenario is validating the performance of the adaptive frequency PLL-less GFLI control 

during sudden changes in the AC supply frequency. The second scenario is validating the 

operation of the adaptive frequency PLL-less GFLI control with active power set-points  

              Table 4. Adaptive Frequency PLL-less Grid-Following Inverter Control 
Parameter Symbol Value 
Rated Power SRated 20 kVA 

Switching Frequency fsw 10 kHz 
AC Bus Voltage Vg 120V 

Maximum Frequency 𝜔Max 1884 rad/s 
DC Bus Voltage VDC 500 V 

DC link Capacitor CDC 500 µF 
Filter Inductor L 0.25 mH 

Filter Inductor Resistance R 0.05 Ω 

Filter Capacitor C 60 µF 
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and frequency variations under unity power factor operation. The third scenario is 

validating the performance of the PLL-less GFLI control with frequency variations, and 

active and reactive set-points variations. 

Scenario 1 is depicted in Figure 2.20. Particularly, in this scenario a dynamical variation 

in the frequency of the AC supply occurs at time instant 1 s in Figure 2.20. This is depicting 

the performance of the adaptive frequency PLL-less GFLI control. Initially, in Figure 2.20 

the AC supply operating frequency is 80 Hz with the active power exchange of 10 kW at 

unity power factor. After time instant 1 s, the AC supply frequency is changed to 180 Hz  

Figure 2.20. Scenario 1: Performance of the frequency adaptive PLL-less grid-following inverter control 
with frequency variations. 
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in Figure 2.20. The PLL-less GFLI control is performing well even with supply frequency 

variations and tracking the set-points (see Figure 2.20). 

Scenario 2 is validating the performance of the adaptive frequency GFLI control with 

active power set-points dynamic changes at unity power factor operation (see. Figure 2.21). 

Moreover, initially the inverter is operating with 80 Hz, 8 kW at unity power factor (see 

Figure 2.21 before 0.8 s). Then, at 0.8 s in Figure 2.21 the AC supply frequency is increased 

to 100 Hz. After that, at 0.85 s the active power set-point is increased to 10 kW in Figure 

2.21. At time instant 1 s in Figure 2.21 the frequency is increase to 120 Hz and after 1.05  

 
Figure 2.21. Scenario 2: Performance of the frequency adaptive PLL-less grid-following inverter control 
with frequency variations and active power set-point change 
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s the active power set-point is decreased to 6 kW. Then, at 1.2 s the frequency is decreased 

to 50 Hz in Figure 2.21. Finally, the active power set-point is moved to 4 kW. In this 

scenario that the adaptive frequency GFLI PLL-less current control is capability of 

operating the inverter in unity power factor with tracking the commanded active power set-

point reference.  

Figure 2.22. Scenario 3: Performance of the frequency adaptive PLL-less grid-following inverter control 
with frequency variations, active power set-point change, reactive power set-point change. 
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The scenario 3, which is depicted in Figure 2.22, is validation of operating the adaptive 

frequency PLL-less GFLI control under variations in the AC supply frequency, active 

power set-point reference, and reactive power set-point reference. Evidently, in scenario 3 

in Figure 2.22, the adaptive frequency PLL-less GFLI control is capability of operating the 

inverter with tracking the active and reactive power set-point references accurately.  

2.6. Conclusion 

The first section of this chapter provided a GFLI control with no PLL requirement with 

single loop structure. The stability and control design were also investigated and validated 

with multiple operation scenarios. In addition, in the first section, steady-state voltage 

stability bounds also were investigated for analyzing the operation of the GFLI without 

PLL requirement. Then, the second section of this chapter, utilized the beauty of not 

requiring PLL for synchronization to accommodate GFLI control with active and reactive 

power tracking with frequency adaption.  
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Chapter 3 

3. Grid-Following Inverter Control with Active Power 

Decoupling Control for Future Power Electronics-

Dominated Grid DC Link Voltage Stability Improvement 

Part of this chapter, including figures and text are based on my following papers: 

© 2018-2022 IEEE 

- A. Khan, M. B. Shadmand, S. Bayhan and H. Abu-Rub, "A Power Ripple Compensator 

for DC Nanogrids via a Solid-State Converter," IEEE Open Journal of the Industrial 

Electronics Society, vol. 1, pp. 311-325, 2020 

- A. Khan, M. B. Shadmand and H. Abu-Rub, "Active Power Decoupling Control Scheme 

for Distorted Grids," 2019 IEEE Power and Energy Conference at Illinois (PECI), pp. 1-7, 

2019 

- A. Khan, M. Hosseinzadehtaher, M. Easley, M. B. Shadmand and H. Abu-Rub, 

"Decoupled Active and Reactive Power Control without PLL Requirement for Differential 

Buck Converter," 2020 IEEE Energy Conversion Congress and Exposition (ECCE), pp. 

4994-4999, 2020 

- A. Khan, M. Hosseinzadehtaher, A. Y. Fard and M. B. Shadmand, "Active Power 

Decoupling Control for Rectifiers with Variable Frequency Supply for More Electric 

Aircraft," 2021 IEEE Industry Applications Society Annual Meeting (IAS), pp. 1-8, 2021 
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3.1. Nanogrid Main Interfacing Grid-Following Inverter with Active 

Power Decoupling Capability 

Given the nature of photovoltaic (PV), energy storage systems (ESS), electric vehicles 

(EV), etc., nanogrids have risen as attractive, efficient and reliable solutions for their 

interconnection [74, 75]. Furthermore, the nanogrid is interfaced with the utility grid via a 

solid state converter (SSC) [76]. This SSC is the main nanogrid energy control unit that is 

communicating with the upper network and managing the nanogrid elements, this SSC is 

a grid-following inverter (GFLI) [77]. However, when the SSC operates, a 2nd order 

harmonic voltage ripple inevitably is superimposed on the DC bus voltage. This voltage 

ripple originates from the nature of single-phase AC systems [78]. The instantaneous power 

exchanged between the utility network and the nanogrid is oscillating at twice the utility 

grid frequency [79, 80]. Furthermore, due to the limited output impedance of distributed 

energy resources’ converters and point of load converters, the 2nd order power harmonic 

causes large current and voltage fluctuations at the resource and load sides of these 

converters [81]. These fluctuations are undesirable, as they shorten the lifetime of batteries, 

fuel cells, and loads [82-84]. Suppressing the 2nd order harmonic voltage is possible by 

passive or active methods [85]. The passive methodology is simply to increase the DC bus 

capacitance. This approach is not recommended as realizing high capacitance is only 

attained by short lifetime electrolytic capacitors (e-caps) [27, 86].  In fact, roughly 60% of 

power electronic devices failure are due to the use of e-caps [87]. On the other hand, most 

of the active solutions are combination of hardware with control schemes utilization. An 

example of these ripple buffering solutions is the various active power decoupling  
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Figure 3.1. Nanogrid architecture. 

 
circuitries [88-94]. These technologies are summarized in Table 5 with emphasizing on the 

principle of the approach and highlighting the main features and the drawbacks. Table 5 

clustered these existing solutions into six groups: (I) AC link based, (II) center trap 

transformer based, (III) series compensation, (IV) parallel compensation, (V) parallel 

compensation with shared control, and (VI) control dependent compensation. Even though, 

these active power decoupling solutions are effective; the requirement for additional power 

switches and energy storage devices decrease the reliability of the entire nanogrid system 

for the methods in clusters (I) – (IV) in Table 5. While, the control dependent compensation 

methods (i.e., cluster (VI) in Table 5) are not robust to system parameters mismatch, and 

operation setpoint variations. This makes their operation even further problematic with 

non-ideal conditions or nanogrid operation change such as load increase or decrease, etc. 

As the power ripple are not solely originated from the main AC node; linear and non-linear 
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AC loads in the nanogrid contribute to the bus voltage ripple in a different manner. In fact, 

the AC node non-ideality will produce voltage ripple at higher order harmonics and not 

only at 2nd order harmonic.   

Table 5. Summary of Power Ripple Mitigation Techniques 

Cluster Minimization Technique Features Drawbacks 

I AC-Link [95] 
- Eliminate the dc link capacitor  
- Ripple mitigation is independent of 
other elements 

- Eight additional switches needed 
- Additional capacitor and inductor 
- Used for low frequency switching 
application 
- Needs a high frequency transformer 

II Center Tap Transformer [96] - Used in several kilowatt application 

- Additional inductor and capacitor are 
needed. 
- Ripple mitigation depend on the other 
elements 
- Center tap transformer is required 

III Series Compensation [97] 

- General solution that is applicable on 
current source network. 
- Ripple mitigation is independent of 
other elements. 
- Used in kilowatt power ratings. 
- Ripple mitigation does not impact the 
DC bus utilization. 
- Ripple mitigation does not introduce 
current stress   

- Four additional switches needed. 
- Two capacitors and one inductor are 
needed.  
- The dc link of the series converter requires 
a large capacitor or an additional power 
source. 

 

IV Parallel Compensation 

Quasi-
Resonant 

Control [98] 

- No impact on the DC bus utilization 
- No additional current stress 

- Cascaded DC/DC converter is required 
- Suitable for low power applications 
- Require high bandwidth control for the 
DC/DC converter that compensates the 
ripple.  

Three legs 
[99-101] 

- Independent ripple mitigation control of 
other elements 
- Used for several hundred watts to 
several kilowatts. 
  

- Two additional switches required 
- Additional capacitors and an inductor 
- Voltage balancing issue between the power 
mitigation circuit capacitors with the half-
bridge type. 

Four legs 
[102]  

- Independent ripple mitigation control of 
other elements 
- Used for several kilowatt applications 

-Needs four additional switches 
-Additional one inductor and capacitor 

V 
Parallel Compensation 
with Shared Control  

H-Bridge 
[103, 104] 

- Used for several kilowatt applications 

- One or two additional capacitors needed. 
- One inductor is needed. 
- The control of the ripple is shared with the 
control of the other elements. 
- Ripple mitigation control reference requires 
computation. 

Three legs 
[105, 106] 

- Used for several kilowatt applications 

- Two additional switches 
- Additional inductor is needed  
- Additional capacitor is needed  
- Ripple mitigation control reference requires 
computation. 
- General solution that is applicable on 
current source network. 

VI 
Control Dependent Compensation [107-

110] 

- Used for less than one kilowatt 
applications  
- No additional switches 
 

- The control of the ripple is shared with the 
control of the other elements. 
- Ripple compensation control is not 
autonomous. 
- Ripple compensation does not consider 
other low order harmonics generated by 
nonlinear loads, linear loads, and grid 
distortion.  
- Ripple control is not robust to parameters 
and load variations 
- Stabilization scheme is not discussed     

Proposed Solution 

- No additional switches 
- No additional capacitor or inductors 
needed the filter structures is similar to 
non-isolated application   
- Autonomous ripple mitigation control 

- Stabilization scheme required 
- The control of the ripple is shared with the 
control of the other elements 
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Figure 3.2. The proposed SSC with zero-sequence control mode in a nanogrid. 

 
Figure 3.3. Modified pulse width modulator to accommodate controlling the zero-sequence operation 
mode of the SSC. 
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Figure 3.4. Equivalent circuit of the SSC in the active power transferring mode. 

This chapter provides analysis on the origins of the DC bus voltage ripple in a nanogrid. 

Then, the working principle of the proposed SSC will be presented. The proposed SSC has 

the capability to absorb the ripple without deploying additional components and is robust 

to system parameters and operation setpoint variations. The proposed approach considers 

ripple mitigation due to non-ideal AC node voltage, linear and non-linear loads. The main 

aim is to reduce the DC bus capacitance requirement and utilize the commercially available 

long lifetime low capacitance film capacitors as energy buffer at DC-link in the nanogrid. 

The proposed methodology enables achieving a highly reliable nanogrid without e-caps 

utilization. The low frequency ripple are solely absorbed by the zero-sequence operation 

mode control of the proposed SSC.  

The nanogrid in Figure 3.1 is rated at 500V/5kW. This nanogrid is considered as low 

voltage network that has DC loads and sources and single-phase AC loads and sources. 

The loads are controlled in output voltage control mode and sources are controlled in input  
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Figure 3.5. Equivalent circuit of the SSC zero-sequence operation mode (point of common coupling loop 
is in open circuit condition).  
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well established in the literature [111-117]; there will be no further emphasis on their 

control and operation. The focus of this section will be the SSC depicted in Figure 3.1 that 
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(0-Seq)DCi
DCv

1(0-Seq)cv

2(0-Seq)cv
2(0-seq)ci

1(0-seq)ci

1(0-Seq)Li

2(0-Seq)Li



58 
 

00
1,2,3,..

( ) cos( )

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PCC PCC PCC
n

t V n tv V  (3.1) 

where 𝑡 is time, 𝑣௉஼஼(𝑡) is the instantaneous PCC voltage, 𝑛 is the order of the harmonic, 

𝑉௉஼஼೙
 is peak of the nth harmonic component of the PCC voltage, 𝜔଴ is the angular 

frequency of the network, and 𝜃௡ is the initial phase of the nth PCC voltage harmonic 

component. Due to the AC node voltage distortion, the current drawn is polluted with odd 

harmonics, even harmonics and a DC component: 

0 n
1,2,3,..

cos( φ )( ) 


   
th

n

n

g g g
n

I n ti t I  (3.2) 

where 𝑖௚(𝑡) is the instantaneous grid current, 𝐼௚೙
 is the peak of the nth  harmonic component 

of the grid current, and 𝜃௡ is the initial phase of the nth grid current harmonic. Then, the 

instantaneous power exchange at the PCC. is computed from (3.1) and (3.2) by 

multiplication. The expression for the instantaneous power consists of a DC term and 

multiple sinusoids with constant coefficients at integer order harmonics. The instantaneous 

power can be expressed in simplified form:  

0 0 0 02 3 2( ) ( , , ,. )..     PCCPCC PCCt P t t t n tp p  (3.3) 

where 𝑝௉஼஼(𝑡) is the instantaneous power, 
P C CP  is the average power (i.e, the DC term) 

and 𝑝෤௉஼஼(𝜔଴𝑡, 2𝜔଴𝑡, 3𝜔଴𝑡, . . .2𝑛𝜔଴𝑡) is the power ripple (i.e., the AC term). Thus, 

considering an AC node voltage distorted to nth harmonics and a DC component; the 

resultant power ripple in the system are from 1st to 2nth harmonic.  

Other potential sources of low frequency power ripple are the nanogrid AC loads. For linear 

RL loads the generated power ripple are as ideal single-phase AC systems, thus only a 2nd 

order harmonic power ripple is generated (3.4). 
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1 11 02( ) ( )  AC A CC At P tp p  (3.4) 

Where 𝑝஺஼భ
(𝑡) is the instantaneous power of the linear load, 𝑃஺஼భ

is the average power of 

the linear load, and 𝑝෤஺஼భ
(2𝜔଴𝑡) is the power ripple of the linear load.   On the other hand, 

non-linear AC loads are rich source of harmonics. For instance, diode rectifier with RC 

loads makes a pulsed shaped current drawn from the inverter at the AC side. This happens 

when the diode rectifier DC output is greater than the absolute value of the AC bridge 

output. According to [118], the spectrum of both the inverter AC output voltage and the 

current contain significant odd harmonics until the 9th harmonic. Thus, the AC output 

voltage and the AC output current of non-linear loads are approximated by, 

th
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where 𝑣஺஼మ
(𝑡) is the instantaneous voltage of the non-linear load, 𝑉஺஼೙

is the nth harmonic 

component peak of the non-linear load, 𝑖஺஼మ
(𝑡) is the instantaneous current of the non-

linear load, and 𝐼஺஼೙
is the nth harmonics component peak of the non-linear load current. As 

a result, the power ripple that appears in the instantaneous power expression in (3.7) for 

non-linear AC loads starts from the 2nd harmonic to the 18th harmonic. 

2 22 0 0 02 4 18( ) ( , ,. )..    AC ACACt t t tp pP  (3.7) 
where 𝑝஺஼మ

(𝑡) is the instantaneous power of the non-linear load, 𝑃஺஼మ
is the average power 

of the non-linear load, and 𝑝෤஺஼మ
(2𝜔଴𝑡, 4𝜔଴𝑡, . . .18𝜔଴𝑡) is the power ripple of the non-

linear load. 
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The total power ripple that appears on the DC bus will be the summation of all ripples 

that were generated at the AC side of different AC loads and the main grid AC node given 

by (3.8). 

1 1 22
( ) ... ...          

jjtotal PCC AC AC AC PCC AC AC ACt P P P P p p pp p  (3.8) 

where 𝑝௧௢௧௔௟(𝑡) is the instantaneous power of the nanogrid, and 𝑗 is the index representing 

linear and non-linear loads in the nanogrid. However, a complication might arise if the AC 

loads have a different operation frequency than the main AC node nominal frequency. 

Nevertheless, nanogrid AC loads are rated to the nominal grid frequency or an integer 

multiple of the grid frequency; this makes the power ripple generated in such situations 

also a higher integer multiple of the main grid fundamental frequency. In other words, the 

power ripple spectrum will contain orthogonal components; hence, (3.8) is simplified as 

(3.9). 

0 0 0 02 3 2( ) ( , , ,. )..     total total totalt P t t t n tp p  (3.9) 

where 𝑃௧௢௧௔௟ is the average of the total power exchanged between the nanogrid and main 

AC bus, 𝑝෤௧௢௧௔௟(𝜔଴𝑡, 2𝜔଴𝑡, 3𝜔଴𝑡, . . .2𝑛𝜔଴𝑡) is the power ripple of the nanogrid. 

3.1.2. Power Ripple Mitigation Principle 

The structure of the SSC in Figure 3.2 allows utilizing the zero-sequence operation 

mode of the SSC independently of the active power transferring mode. If S1/S2 modulation 

index (𝑚ௌଵ/ௌଶ(𝑡)) and S3/S4 modulation index (𝑚ௌଷ/ௌସ(𝑡)) are controlled through the active 

power transferring mode modulation index (𝑚஺௉்(𝑡)) and the zero-sequence modulation 

index (𝑚଴ିௌ௘௤(𝑡)) as the following (see Figure 3.3), 

1/ 2 0( ) ( ) ( ) S S Seq APTt t tm m m  (3.10) 
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3/ 4 0( ) ( ) ( ) S S Seq APTt t tm m m  (3.11) 

the two filter capacitors 𝐶௙ଵ and 𝐶௙ଶvoltages 𝑣஼ଵ(𝑡) and 𝑣஼ଶ(𝑡) relative to the two 

modulation indices and the DC link voltage (𝑉஽஼) will be as: 
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From (3.12) and (3.13) by subtraction; (3.14) is deduced that is representing the active 

power transferring mode capacitor voltage component 𝑣஼ಲು೅
(𝑡). 

1 2( ) ( ) ( ) ( ) 
APTC C C DC APTt t t tv v v V m  (3.14) 

Equation (3.14) indicates that the active power transferring mode modulation index 

(𝑚஺௉்(𝑡)) is independent of the zero-sequence modulation index (𝑚଴ିௌ௘௤(𝑡)). Actually,  

the equivalent circuit of the active power transferring mode in Figure 3.4 does not contain 

any zero-sequence components. Therefore, 𝑚஺௉்(𝑡) can be used to control the active 

power exchanged. Likewise, from (3.12) and (3.13) by summation; (3.15) is deduced that 

is representing the zero-sequence mode capacitor voltage component 𝑣஼బషೞ೐೜
(𝑡).  

0 1 2 0( ) ( ) ( ) ( )
    

seqC C C DC seq DCt t t tv v v V m V  (3.15) 

Equation (3.15) shows that the modulation scheme in Figure 3.2, makes the zero-sequence 

mode operation to be influenced only by the imposed zero-sequence modulation index 

(𝑚଴ିௌ௘௤(𝑡)). In fact, the zero-sequence operation mode equivalent circuit is in open circuit 

conditions at the PCC (see Figure 3.5). Furthermore, next subsection discusses the 

methodology of using the zero-sequence component imposed for power ripple mitigation.  

For actively absorbing the power ripple, the SSC topology makes the filter capacitors 

voltages at the loop of PCC in Figure 3.2 to be as (3.16) and (3.17).  
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If a zero-sequence voltage component (𝑣஼బషೄ೐೜
(𝑡)) is superimposed on the two filter 

capacitors by the zero-sequence modulation index as (3.18) and (3.19) such that the 

instantaneous power at the PCC loop is equal to the negative of the power ripple as (3.20); 

the power ripple will be successfully mitigated.  
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 SeqDC PCC C
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v  (3.18) 
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
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 SeqDC PCC C

C t
V v t v t

v  (3.19) 

1 1 2 2 0 0 0 02 3 2( ) ( ) ( ) ( ) ( , , ,. )..      tC C otaC lCt t t t t t t n tv i v pi  (3.20) 
where 𝑖஼ଵ(𝑡) and 𝑖஼ଶ(𝑡) are the instantaneous current of the AC filter capacitors. 

Accordingly, the minimum capacitance required to accomplish a DC bus with negligible 

ripple will be reduced. This injected zero-sequence voltage (𝑣0-seq(𝑡)) into the filter 

capacitors can be estimated by finding the closed form solution of (3.20).  In more details, 

(3.20) is rewritten as (3.21) in relation to the filter capacitors with the assumption that the 

AC filter capacitors are equal (i.e. 𝐶௙ଵ = 𝐶௙ଶ = 𝐶௙). 

1 2

1 2 0 0 0 02 3 2
( ) ( )

( , , , . )( ) ( ) ..      C C
f fC otalC t

dv t dv t
t t t n t

dt dt
C v t C pv t  (3.21) 

Further, since each capacitor voltage is multiplied by its derivative term in (3.21); (3.21) 

can be written in terms of the derivative of the square of each capacitor voltage as (3.22).  

2 2
1 2 0 0 0 02 3 2( ) ( ) ( , , , . )..2    

  
 totC C

f

aldv t dv t t t t n t

dt dt

p

C
 (3.22) 

Inserting (3.18) and (3.19) into (3.22) results in (3.23).  
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From (3.23), the closed form solution for the required injected zero-sequence voltage is 

given by, 
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t t t n t
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C

p
 (3.24) 

where the term 𝑝෤௧௢௧௔௟(𝜔଴𝑡, 2𝜔଴𝑡, 3𝜔଴𝑡, . . .2𝑛𝜔଴𝑡) has an anti-derivative expressed by 

elementary functions; since 𝑝෤௧௢௧௔௟(𝜔଴𝑡, 2𝜔଴𝑡, 3𝜔଴𝑡, . . .2𝑛𝜔଴𝑡) consists of multiple 

sinusoidal terms at different harmonics with constant coefficients. Also, the constant (𝐴) is 

generated by the indefinite integration. 

Nonetheless, realizing (3.24) is challenging as the zero-sequence voltage required for 

the power ripple mitigation needs heavy computations. Then, the closed form solution for 

𝑣஼బషೄ೐೜
(𝑡) in (3.24) depends on system parameters and this is for the unrealistic assumption 

that the filter capacitors 𝐶௙ଵ and 𝐶௙ଶ are perfectly equal. Next subsection discusses practical 

considerations regarding the power ripple mitigation scheme. 

3.1.3. Power Ripple Mitigation Automation and Practical Considerations 

3.1.3.1. Automation 

Power balancing between the AC side and the DC side of the SSC highlighted in Figure 

3.2 can be used to make the control scheme autonomous. The power ripple that are 

generated can be regarded as artificial voltage ripple or current ripple generated by the 

loads and the sources connected at the DC bus of the nanogrid. Then by power balancing, 

the instantaneous DC current 𝑖஽஼(𝑡) generated by the nanogrid is given by (3.25).  
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where 𝐼஽஼is the averaged DC current generated by the nanogrid, 𝚤ሚ̇஽஼(𝑡) is the current ripple 

generated by the nanogrid. In (3.25) the AC component 𝚤ሚ̇஽஼(𝑡) flows in the DC link 

capacitor. Therefore, this DC current ripple in (3.26) is related to the DC bus voltage ripple 

as (3.26).  

0 0 0 0
 2 3 2  ( ) ( ) ( , , , . )

1 1
..      

tDC otaDC l

DC DC DC

t t t t t n tdt dt
C V

v p
C

i  (3.26) 

where 𝑣෤஽஼(𝑡) is the instantaneous voltage ripple imposed on the nanogrid bus, and 𝐶஽஼ is 

the small capacitor that used in the nanogrid after the ripple compensation by the proposed 

control. This capacitor 𝐶஽஼ is designed according to the switching requirement. In other 

words, after successful low frequency ripple abortion the DC link capacitor is designed 

considering other nanogrid high frequency filtering requirement. Utilizing (3.26) instead 

of (3.25) reduces the number of sensors that are needed for the control scheme; as the DC 

bus voltage is already sensed for regulating the DC link voltage. Hence, instead of 

estimating the required zero-sequence voltage that needs to be injected into the filter 

capacitors by (3.24); considering the DC bus voltage ripple as the controller feedback is 

more effective. As this eliminates the extra computation required to generate the zero-

sequence mode controller reference. 

The previous analysis considered the SSC filter components with matched components. 

In other words, the filter inductors 𝐿௙ଵand 𝐿௙ଶ are equal, the inductors 𝐿௚௙ଵ and 𝐿௚௙ଶ 

equivalent, the AC node stray inductors 𝐿௚ଵ and 𝐿௚ଶ are identical, and the AC filter 

capacitors 𝐶௙ଵ and 𝐶௙ଶ are equal. Practically this is not true; it is only a good assumption 
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for simplifying the initial design. However, since the SSC at the PCC is in open circuit 

conditions in the zero-sequence operation mode (see Figure 3.5); the grid-side filter 

inductors and the grid stray impedances do not influence the zero-sequence operation 

mode. Likewise, the converter-side filter inductors 𝐿௙ଵ and𝐿௙ଶ also do not affect the power 

ripple mitigation scheme; as the ripple will be trapped in the filter capacitors before 

transferring to the converter-side. The main issue is filter capacitors 𝐶௙ଵ and 𝐶௙ଶ mismatch; 

as they are the location of the power ripple absorption. To see the impact of a mismatch, 

the previous equation (3.20) needs to be solved but considering a certain degree of 

mismatch termed as (𝛾). Meaning that, the filter capacitors are 𝐶௙ଵ = 𝐶௙ and   𝐶௙ଶ = 𝛾𝐶௙. 

Therefore, (3.20) can be revised as (3.27).  

2 2
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C
 (3.27) 

Inserting (3.18) and (3.19) into (3.27) results in (3.28):  
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Then, the close form solution for the required injected zero-sequence voltage for the ripple 

mitigation in case of mismatched filter capacitors is given by (3.29). 
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Then, the closed form solution (3.29) depicts that with a mismatch of 𝛾 the zero-sequence 

voltage injected for power ripple minimization is completely different compared to (3.24). 

Thus, if the capacitor voltages are directly controlled; the mismatch will produce further 

complications. Also, the mismatch factor 𝛾 must be known prior to control activation. 
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Figure 3.6. Model for stability analysis. 

 Nevertheless, the autonomous approach explained in previous subsection would solve this 

complication.  

3.1.3.2. Practical Considerations 

The minimum DC bus voltage and the filter capacitors are linked to the range of the 

linear operation of the SSC. This is because the SSC is of buck type and the location of the 

ripple decoupling is at the AC filter capacitors. Hence, to avoid operation of the SSC in the 

non-linear modulation region. The filter capacitors voltages in (3.18) and (3.19) must not 

go below zero level at any instant. The minimum of the capacitors’ voltages is as (3.30).  

       0

1 1 1
2 2 2inf inf ( ) sup ( ) sup ( )


  

seqCi DC PCC Cv v t v t v t  (3.30) 

Setting inf[𝑣஼௜] in (3.30) to zero results in the minimum DC bus voltage obtained to avoid 

over modulation occurrence as (3.31).   
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Figure 3.7. Bode plot of G3(s) indicating instability in the APT mode. 
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(3.31) 

where 𝑉஽஼
ோ௘௙is the DC bus reference voltage. Thereby, (3.31) is the design equation for 

selecting the nominal DC bus voltage level and the filter capacitors value with assuming a 

predefined maximum filter capacitors mismatch factor (𝛾). Then, the size of the DC link 

capacitor (𝐶஽஼) required for the nanogrid will be only for decoupling the high frequency 

ripple generated by the switching actions of the power electronics devices. 

After the value of the filter capacitors and the DC bus voltage are selected; the filter 

inductors (𝐿௙ଵ) and (𝐿௙ଶ) and the AC side filter inductors (𝐿௚௙ ) and (𝐿௚௙ଶ) are designed to 
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keep the filter resonance frequency𝜔஺௉்) in the range of 10𝜔଴ < 𝜔APT <
ଵ

ଶ
𝜔SW, where 

𝜔APT is the resonance frequency of the active power transferring mode, and 𝜔SW is the 

switching angular frequency. However, the filter resonance frequency range constraint 

must be achieved with targeting the required allowable grid current ripple for the filter 

inductors and the harmonic suppression around the switching frequency for grid filter 

inductors. These design consideration are reported in [119], [120]. 

 
Figure 3.8. Bode plot of G6(s) indicating instability in the 0-Seq mode. 

3.1.4. Stabilization  

3.1.4.1. Stability Investigation 

The model of the SSC is shown in Figure 3.6. This model is utilized to study the stability 

of the nanogrid. The switches S1 and S2 are operating with the modulation index (3.32). 
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1/ 2 0 S S APT SeqM M M  (3.32) 
Whereas, switches S3 and S4 are operating with the large signal model modulation index 

given in (3.33). 

3/ 4 01   S S APT SeqM M M  (3.33) 
Applying small-signal perturbation analysis on the large signal modulation indices given 

in (3.32) and (3.33) results in (3.34) and (3.35).  

1/ 2 0   
S S APT Seqm m m  (3.34) 

3/ 4 0    
S S APT Seqm m m  (3.35) 

The symbol ^ denotes the perturbed average value of the concerned parameter. Thereby, 

the S1/S2 has the small signal dynamics of (3.36) and (3.37). 

  0 1 1 1  
  

APT Seq DC f L Cm m V sL i v  (3.36) 

1 1 1 1  
  
C f C L gi sC v i i  (3.37) 

where 𝚤̇̑௅ଵ is inductor 𝐿௙ଵ current, and 𝚤̇̑஼ଵ is capacitor 𝐶௙ଵ current.  Similarly, S3/S4 has the 

small signal dynamics of (3.38) and (3.39). 

 0 2 2 2   
  

APT Seq DC f L Cm m V sL i v  (3.38) 

2 2 2 2  
  
C f C L gi sC v i i  (3.39) 

where 𝚤̇̑௅ଶ is inductor 𝐿௙ଶ current, and 𝚤̇̑஼ଶ is capacitor 𝐶௙ଶ current. Then, applying KVL at 

the AC output loop the grid current in relation to the SSC dynamics is given in (3.40). 

 1 2 1 2   
   

gf gf g PCC C Cs L L i v v v  (3.40) 
Then, combining (3.37) and (3.36) results in (3.41). 

   0 1 1 1 1 1   
  

APT Seq DC f g C f fm m V sL i v L C  (3.41) 
Also, combining (3.39) and (3.38) results in (3.42). 

   0 2 2 2 2 1     
  

APT Seq DC f g C f fm m V sL i v L C  (3.42) 
The output/input transfer function between the filter capacitors zero-sequence voltage 

component and the zero-sequence small-signal modulation index is obtained by summating 

of (3.41) and (3.42). This output/input transfer function is expressed in (3.43). 
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(a) (b) 
Figure 3.9. (a) Pole zero plot of GAPT(s) with varying KAPT from 0 to 0.045 indicating stability improvement 
with gain increase and (b) GAPT(s) bode plot indicating stability with KAPT of 0.045. 
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Similarly, the output/input transfer function between the filter capacitors active power  

Transferring mode voltage component and the active power transferring mode modulation 

index is obtained by subtracting (3.42) from (3.41) and combining the resultant with (3.40). 

This output/input transfer function is illustrated in (3.44). 
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Furthermore, the output/input transfer function between the injected/absorbed grid current 

is expressed in (3.45). (3.45) is obtained by combining (3.40) and (3.44).  
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Designing the controller for the active power transferring mode based on (3.45) indicates 

that the system has a stability problem. Specifically, the output/input transfer function in 

(3.45) has a resonance peak at (3.46). 
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 f gf
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f f gf
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This active power transferring mode resonance frequency (𝜔஺௉்) might jeopardize the 

operation of nanogrid. In fact, the bode plot of the transfer function (3.45) in Figure 3.7 

shows that there is a sudden -180o phase crossing for gains above 0 dB.   

To study the stability of the zero-sequence control, the transfer function that describes 

the relation between the converter-side inductor current to the zero-sequence modulation 

index is derived by addition of (3.37) and (3.39). This transfer function is expressed in 

(3.47). 

0

4 2
0

( )
1

SeqL f DC

Seq f f

i sC V
G s

m s L C




 



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where 𝚤̇̑௅బషೄ೐೜
 is the zero-sequence mode current of the converter-side filter inductors. 

Moreover, another transfer function is obtained by subtraction of (3.39) from (3.37). This 

obtained transfer function relates the converter-side inductors active power transferring 

mode component (𝚤̇̑௅ಲ೅ು
) to the active power transferring mode modulation index as (3.48). 
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 (3.48) 

To derive the expression that relates the nanogrid current to the two modulation indices; 

combining the DC current that flows in S1/S2 (3.49) and S3/S4 (3.50) would be helpful. 

   
1/ 2 0 1 0 1    

 
S SDC APT Seq L APT Seq Li m m I M M i  (3.49) 

   
3/ 4 0 2 0 21      

 
S SDC APT Seq L APT Seq Li m m I M M i  (3.50) 

where 𝑖஽஼ೄభ/ೄమ
is the DC current flowing in S1/S2 switches, 𝑖஽஼ೄయ/ೄర

 is the DC current 

flowing in S3/S4 switches, 𝐼௅ଵ is the average current of the inductor 𝐿௙ଵ, and 𝐼௅ଶ is the 
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average current of the inductor 𝐿௙ଶ. Therefore, summation of (3.49) and (3.50) obtains the 

total nanogrid current as (3.51). 

   
0 00 02 1 2 1
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Seq Seq APT APTDC Seq L Seq L APT L APT Li M i m I M i m I  (3.51) 
where 𝐼௅బషೄ೐೜

 is the average zero-sequence mode current of the converter-side filter 

inductors, and 𝐼௅ಲು೅
 is the average of the active power transferring mode current of the 

converter-side filter inductors. Thereby, the nanogrid current to the zero-sequence 

modulation index transfer function is obtained by combining (3.51) with (3.48) and (3.47) 

as given by (3.52). 
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Then, the zero-sequence control plant is constructed as (3.53). 
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where 𝑣̑஽஼ೃ೔೛೛೗೐
 is the voltage ripple of the nanogrid, and 𝐿𝑃𝐹(𝑠) is a low pass filter used 

in extracting the ripple as shown in the overall controller in Figure 3.2. Notice that 

designing the zero-sequence operation mode controller based on the transfer function 

(3.52) and (3.53) is not recommended. This is because this system is unstable due to the 

resonance at (3.54).  

0

1
  Seq

f fL C
 (3.54) 

This zero-sequence mode resonance 𝜔଴ିௌ௘௤ might jeopardize the operation of nanogrid. In 

fact, the bode plot of the in Figure 3.8 shows that there is a sudden -180o phase transition 

for gains above 0 dB.   
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(a) (b) 

Figure 3.10. (a) Pole zero plot of G0-Seq(s) with varying K0-Seq from 0 to 0.015 indicating stability 
improvement with gain increase and (b) G0-Seq(s) bode plot indicating stability with K0-Seq of 0.015.  

3.1.4.2. Stabilization Scheme 

To stabilize the nanogrid, alternative plants must be derived. This is done through 

utilizing the filter capacitors zero-sequence and active power transferring current 

components. Thereby, the output/input transfer function between the filter capacitor active 

power transferring mode current (𝚤̇̑஼ಲು೅
) component and the zero-sequence modulation 

sequence is obtained by subtracting (3.39) from (3.37) then combining the resultant in 

(3.44) as given by (3.55). 
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The transfer function (3.55) is used in implementing a virtual damping resistor in-parallel 

with the filter capacitor in the active power transferring mode operation. This is done 

through feeding back the capacitor current active power transferring mode component in 

the control loop with a specific damping gain (kAPT). Furthermore, and additional transfer 
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function is required to convert the filter capacitor active power transferring mode current 

into the grid-current, which is given by (3.56). 

9 2
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( )
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
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C f gfv

i
G s
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(3.56) is deduced by division of (3.45) by (3.55). Therefore, the alternative active power 

transferring mode plant with active stabilizing capability is given in (3.57).  
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where 𝐺ௗ(𝑠)is delay of 1.5Tsw (Tsw =2π/𝜔sw) that is modeled by Pade approximation as 

(3.58). 
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The stabilization capability of the alternative active power transferring plant in (3.57) is 

observable by varying the gain kAPT. Particularly, as the gain kAPT increases the pair of the 

unstable poles are pushed inside the unit circle in Figure 3.9(a). In fact, the -180o phase 

crossing for gain above 0 dB disappears (see Figure 3.9(b)) 

The zero-sequence alternative plant that has stabilizing capability is composed of two 

transfer functions. The first transfer function is the output/input relation between the filter 

capacitors zero-sequence current (𝚤̇̑஼బషೄ೐೜
) and the zero-sequence modulation index (3.59). 
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 (3.59) is the transfer function (3.47). The second transfer function is the output/input 

relation between the nanogrid current to the filter capacitors zero-sequence current 

component. This transfer function is derived by dividing (3.52) by (3.59) as (3.60).  
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Therefore, the alternative zero-sequence mode plant with active stabilizing capability is 

given in (3.61).  
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 (3.61) 

The stabilization capability of the alternative zero-sequence  plant in (3.61) is observable 

by varying the gain k0-Seq. Particularly, as the gain k0-Seq increases the pair of the unstable 

poles are pushed inside the unit circle (see Figure 3.10(a)). In fact, the -180o phase crossing 

for gain above 0 dB disappears (see Figure 3.10 (b)).  

3.1.5. Validations 

The proposed SSC zero-sequence control scheme (see Figure 3.2) theoretical analysis 

are verified by implementing a 500V/5kW nanogrid in Typhoon HIL simulator. The details 

of the nanogrid loads, sources and components are listed in Table 6. The considered 

nanogrid, has a low DC bus capacitance. The total DC bus capacitance is only 50 µF; which 

is realizable with the commercially available reliable film capacitors. Accordingly, the 

anticipated theoretical DC bus voltage ripple with such ratings are around 200Vpp. In 

addition, the grid AC node voltage that is feeding the DC bus is given by (3.62). 

π 2π( ) 120 cos(2π50 ) 1.5 cos(2π100 ) 3.5 cos(2π150 )
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g t t t t

t t

v
 (3.62) 

From (3.62), the low frequency voltage ripple that will appear on the DC bus are from the 

1st harmonic till the 10th harmonic. Also, the linear AC load in the nanogrid is operating 

with a nominal frequency of quintuple the AC node main frequency. Thereby, generating 

voltage ripple at the 10th harmonic. Similarly, the non-linear AC load operates at an  
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Table 6. Nanogrid Details 
D

C
 

bu
s 

DC link capacitor 𝐶஽஼ 50 µF 
DC bus voltage 𝑉஽஼ 500 V 
Nanogrid power 𝑃஽஼ 5 kW 

A
C

  
no

de
 Fundamental frequency  𝑓଴ 50 Hz 

Fundamental voltage 𝑉௚భ
 169.7 V 

Parasitic inductors 𝐿௚భ
= 𝐿௚మ

= 𝐿௚ 0.05 mH 

SS
C

 

Converter-side inductors 𝐿௙భ
= 𝐿௙మ

= 𝐿௙  1.2 mH 

Filter capacitors 𝐶௙భ
= 𝐶௙మ

= 𝐶௙  60 µF 

AC bus-side inductors 𝐿௚௙భ
= 𝐿௚௙మ

= 𝐿௚௙  0.1 mH 

Switching frequency 𝑓௦௪ 20 kHz 

L
oa

ds
 a

nd
 

so
ur

ce
s 

Buck DC load        500 W @ 250 V 
Boost DC load       500 W @ 1 kV 
Buck-Boost DC load 500 W @ 1.2 kV 
Direct connected DC load 750 W @ 500 V 
Linear AC load          750 W @ 156 VRMS /250Hz 
Non-linear AC load         500 W @ 71 VRMS /180Hz 
Battery bank converter 1500 W @ 340 V 

 

operating frequency of triple the AC node main frequency. Hence, the significant voltage 

ripple generated due to the non-linear load are higher even order multiples of the 3rd 

harmonic. The proposed controller considers each of the aforementioned harmonics for the 

ripple compensation.     

3.1.5.1. Nanogrid Stabilization 

The impact of the proposed nanogrid stabilization scheme is illustrated in Figure 3.11. 

It is obvious in Figure 3.11 before time instant 0.5 sec the nanogrid is stable; as no ringing 

is observed before time instant 0.5 sec.  This is due to the two gains that appears in the 

alternative control plants (i.e., kAPT in (3.57) and k0-Seq in (3.61)). Furthermore, at the instant 

that the zero-sequence stabilization gain is deactivated the nanogrid main DC bus voltage 

starts to ring thereby impact all the nanogrid elements (see Figure 3.11 after 0.5 sec). 

Furthermore, similar ringing behavior is seen on the injected grid current when the active 

power transferring mode stabilization gain is deactivated in Figure 3.11 after time instant 
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0.8 sec. Therefore, this result emphasizes on the importance of the stabilization approach 

for the correct operation of the nanogrid.  

3.1.5.2. Impact of The Proposed Zero-Sequence Control  

The impact of the proposed zero-sequence control on the size of the DC link capacitor 

is depicted in Figure 3.12. Particularly, before time instant 0.5 sec when the zero-sequence 

mode control is activated the DC bus voltage (𝑣஽஼) ripple are only 2% of the nominal DC 

bus voltage. The voltage ripple are absorbed by the zero-sequence mode voltage injected 

into the two filter capacitors voltages (𝑣஼ଵ and 𝑣஼ଶ). The positive effect of the proposed 

zero-sequence control is evident on all loads and sources in the nanogrid; as no voltage 

ripple are observed in Figure 3.12 before time instant 0.5 sec. Conversely, in Figure 3.12 

after time instant 0.5 sec the DC bus oscillates with 200Vpp; thereby, impacting all source 

and loads in the nanogrid. A clear evidence that the zero- sequence mode control is 

deactivated after time instant 0.5 sec in Figure 3.12 is that the filter capacitors no longer 

contain a zero-sequence voltage. In such case i.e., without the proposed zero-sequence 

control mode only increasing the DC link capacitance to 1mF would absorb the voltage 

ripple. However, this will impact the reliability of the system as 1mF capacitor is only 

available as an e-caps. 

3.1.5.3. Nanogrid Load Increase 

The proposed SSC with the zero-sequence control mode is tested with load increase in 

Figure 3.13. Specifically, in Figure 3.13 after time instant 0.5 sec the nanogrid load is 

increased by 500 W (i.e., 10% load increase). The zero-sequence controller responses  
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Figure 3.11. Impact of the proposed stabilizer approach on a 500V/5kW nanogrid with 50 µF DC link 
capacitor (Note that, the different DC voltages have different offsets as the following: vDC1

Offset= 0, 
vDC2

Offset= -750V, vDC3
Offset = -950V, and vBat

Offset = -90V). 
 

Stable Nanogrid
Deactive  Zero-Sequence 

Mode Stabilization

Deactive Active 
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Figure 3.12. Impact of the proposed zero-sequence mode control on a 500V/5kW nanogrid with 50 µF DC 
link capacitor (Note that, the different DC voltages have different offsets as the following: vDC1

Offset= 0, 
vDC2

Offset= -750V, vDC3
Offset = -950V, and vBat

Offset = -90V). 
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Figure 3.13. Proposed zero-sequence mode control with 10% load increase in 500V/5kW nanogrid with 
50 µF DC link capacitor. 

 
autonomously to this load increase by increasing the amount of the zero-sequence voltage 

in the filter capacitor voltage to absorb the excess voltage ripple imposed on the nanogrid 

main bus. The system will operate well with a load increase as long as the condition in 

(3.31) is not violated. If (3.31) is violated the DC link voltage must be boosted to avoid 

over-modulation occurrence. Furthermore, it is clear that the active power transferring 

Nominal Load 10% Load Increase 

Time (s)
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mode is not affected by the proposed zero-sequence control; as the active power 

transferring mode component in the filter capacitors (𝑣஼ಲು೅
) in Figure 3.13 is not affected 

by the variations in the zero-sequence voltage. These results validate the independent 

operation of the proposed zero-sequence control of the active power transferring mode. In 

fact, the active power transferring mode component in the filter capacitor (𝑣஼ಲು೅
) is equal 

to the 𝑣௉஼஼.  

3.1.5.4. Performance With Filter Components Mismatch  

Figure 3.14 depicts the effect of filter capacitors mismatch. Specifically, the one of the 

two filter capacitors is set to twice the nominal value in Figure 3.14. It is obvious that when 

there is a mismatch between the two filter capacitors the zero-sequence component in the 

two filter capacitors is no longer symmetrical (see Figure 3.14 𝑣஼ଵ maximum and minimum 

peaks are different that 𝑣஼ଶ). However, the proposed zero-sequence controller adapts 

autonomously to this mismatch without the requirement for adjusting the controller gains 

or prior knowledge about the degree of mismatch. These results validate equation (3.28) 

showing that any filter capacitors mismatch occurrence results in changing the required 

zero-sequence voltage required for voltage ripple absorption which is a complication if the 

filter capacitor voltages are directly controlled for ripple mitigation. Also, the mismatch in 

the filter capacitors does not affect the active power transferring mode operation; as the 

active power transferring mode voltage of the filter capacitors (𝑣஼ಲು೅
) remains unchanged 

and equal to the 𝑣௉஼஼ in Figure 3.14. 
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Figure 3.14. Proposed zero-sequence mode control with filter capacitors mismatch with γ = 2 in a 
500V/5kW nanogrid with 50 µF DC link capacitor. 

 

3.2. PLL-less Grid-Following Control with Active Power Decoupling 

Control 

Unlike the three-phase system instantaneous power, single-phase system instantaneous 

power comprises of an average zero frequency component with a substantial double line 

Time (s)
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frequency ripple component [121]. This double line frequency power ripple component 

appears as a double line frequency voltage ripple component superimposed on the DC-link 

voltage. In fact, to realize a low ripple DC-link voltage, often a huge decoupling electrolytic 

capacitor must be installed in-parallel to the DC-link, which is often considered by power 

electronics experts as the main source of power converter failures [86]. Consequently, 

numerous methods were introduced in academia and industry to actively decrease the bulky 

input capacitance requirement of single-phase systems [122, 123]. All these methods are 

termed in the literature as active power decoupling controls. Furthermore, the articles [91, 

92, 105, 124, 125] are the major survey papers about these active solutions that aim to 

reduce the size of the decoupling capacitor required for DC linking. The principle of these 

techniques is to divert this double line frequency voltage ripple component from the DC 

side of the converter by utilizing additional auxiliary active switches and energy storage 

elements. 

An evolving active power decoupling control was introduced by Serban in [109] for 

uninterruptible power supply (UPS) applications. This active double line frequency ripple 

mitigation approach depends on the CM operation of the power converter with slightly 

modifying the output LCL filter architecture. Serban converter in [109], was later used in 

[107] for grid-connected applications with an inner converter-side current control loop. 

While, the d-axis reference current is obtained from the outer DC-link control loop. Then, 

authors of [126] realized that Serban converter consists of two bi-directional buck 

converters that are connected in a differential manner with the grid in non-islanded 
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applications or the AC load in islanded applications. Therefore, this converter is termed in 

the literature as the “Differential Buck Converter” (see Figure 3.15).  

The authors of [126], utilized this differential connection notion to improve the double 

line frequency ripple mitigation approach. Specifically, by balancing the instantaneous 

power exchanged between the AC and DC side of the differential converter; the double 

line frequency ripple component is regarded as artificial CM current ripple generated from 

the DC source. Hence, using stationary reference frame controller tuned at twice the grid 

frequency, this CM ripple current can be regulated to zero. This reduces the computation 

burden and makes the control scheme autonomous, as there is no need to calculate the CM 

control loop reference. The same authors investigated the resonance phenomena in both 

the CM and the DM plants [126]. Reference [126] concluded that the LCL resonance 

always occurs in the DM plant for grid-side control and it does not occur for converter-side 

control. In fact, it always necessitates a stabilization scheme in absence of passive damping 

by physical resistors. On the other hand, the CM plant possesses an LC resonance that is 

severe when the components of the filter are symmetrical. Additionally, [127] extended the 

differential buck converter performance in non-islanded operation when there is a realistic 

storage capacitors mismatch. Mismatched output filter capacitors suppress the CM 

resonance. Nonetheless, the DC-link voltage is superimposed by odd order grid frequency 

harmonics instead of only even order grid frequency harmonics. Lastly, the same authors 

of [127], presented the effect of using the differential buck converter with non-linear loads 

in [128]. Their conclusion is that the DC-link voltage is contaminated with higher order 

even grid frequency harmonics with non-linear loads [128]. Furthermore, [129] extended 
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the operation of the differential buck converter when operating with distorted AC grids. 

Specifically, the authors suggested to use multiple stationary reference frame controllers 

tuned from the fundamental grid frequency to twice the high multiple of the fundamental 

frequency that exist in the distorted grid spectrum. 

Therefore, there is no direct active and reactive power control for the differential buck 

converter in the literature. All existing controls are using the cascaded dual loop control 

for the DM operation. Specifically, an outer DC bus regulation loop that derives the d-axis 

reference current for the inner fast current control loop. While, the CM control loop is 

utilizing multiple stationary reference frame controllers at even order grid frequency 

harmonics to mitigate the DC-bus ripple. The main challenge with these controls is that the 

active and reactive power injection/absorption cannot be controlled directly. Also, complex 

tuning process is needed for obtaining the appropriate controller gains. Additionally, PLL 

induced instabilities are highly probable with the existing dual loop control. Especially, if 

the differential buck converter is connected to a weak grid [10]. 

Therefore, this subsection proposes a single control loop direct active and reactive 

power control for the differential buck converters. The proposed controller’s single stage 

structure reduces the effort in tuning the controller’s gains compared to the conventional 

dual loop cascaded active and reactive power control methodology [67, 68]. The proposed 

control approach enables PCC current synchronization without the utilization of a PLL 

(i.e., PLL-less). Hence, avoiding instabilities that might arise due to PLL controller’s non-

linear nature and weak grid’s large line impedance negative influence on the PCC voltage 

[69, 70].  
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Figure 3.15: Proposed decoupled single loop active and reactive power control without utilizing PLL for the 
differential buck converter 

Considering the differential converter that is connected to a weak grid in Figure 3.15. 

The active power (P) and reactive power (Q) injected/absorbed into/from the grid can be 

measured by using the second order generalized integrator (SOGI) that was introduced by 

[71] as (3.63) and (3.64), respectively. SOGI has unique harmonic filtering capability that 

makes the measurements robust to distortion imposed by weak grid conditions [72, 73]. 
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The same modeling logic yields similar PQ state-space with direct PQ control capability 

on the DM current as Chapter 2 derivations as seen in Figure 3.15. 
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For actively absorbing the double line frequency power ripple, the topology of the 

differential converter in Figure 3.15 makes the filter capacitors’ voltages at the loop of PCC 

to be as (3.65) and (3.66). 

1( )
( )

2


 DC PCC

Cv t
V v t  (3.65) 

2 ( )
( )

2


 DC PCC

Cv t
V v t  (3.66) 

If a CM voltage component (𝑣஼ெ(𝑡)) is superimposed on the two filter capacitors by the 

CM modulation index as (3.67) and (3.68) such that the instantaneous power at the PCC 

loop is equal to the negative of the double line frequency power ripple as (3.69); the double 

line frequency power ripple will be successfully mitigated. 
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1 2 2( ) ( ) ( )   
oC Cp t p t p t  (3.69) 

 Accordingly, the minimum capacitance required to accomplish a DC-link with negligible 

ripple will be reduced. This injected CM voltage (𝑣஼ெ(𝑡)) into the filter capacitors can be 

estimated by finding the closed form solution of (3.69). In more details, (3.69) is rewritten 

as (3.70) in relation to the filter capacitors with the assumption that the AC filter capacitors 

are equal (i.e., 𝐶ଵ = 𝐶ଶ = 𝐶). 

1 2
1 2 2

( ) ( )
( ) ( ) ( )   
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C C
C C

t tdv dv

dt dt
C v t C v t p t  (3.70) 

Further, since each capacitor voltage is multiplied by its derivative term in (3.70); it can be 

rewritten in terms of the derivative of the square of each capacitor voltage as (3.71).  

2 2
2 2

1 ( ) ( ) 2 )(  


oC Ct t tdv dv

dt dt

p

C
 (3.71) 

Inserting (3.67) and (3.68) into (3.71) results in (3.72).  
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From (3.72), the closed form solution for the required injected CM voltage is given by, 
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CM DC PCCv t V v t Adt
C

p t
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where the term 𝑝෤ଶఠ೚
(𝑡) has an anti-derivative expressed by elementary functions; since 

𝑝෤ଶఠ೚
(𝑡) is decomposed of sinusoidal function with constant coefficient. Also, the constant 

(𝐴) is generated by the indefinite integration. Nevertheless, power balancing between the 

AC side and the DC side of the inverter can be used to achieve active 2nd order harmonic 

power ripple mitigation. The power ripple that are generated can be regarded as artificial 

voltage ripple or current ripple generated by the DC side. Then, by power balancing, the 

DC current 𝑖஽஼(𝑡) is given in (3.74). 
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(3.74) 

In (3.74) the AC component 𝚤ሚ̇஽஼(𝑡) flows in the DC link capacitor. Therefore, this DC 

current ripple in (3.74) is related to the DC bus voltage ripple as (3.75).  

Table 7. Differential buck converter with PLL-less grid-following current control ratings 

Parameter Symbol     Value 

Rated Power PRated 5 kW 
Switching Frequency fsw 10 kHz 

Nominal Grid Frequency   376.8 rad/sec 
Grid Voltage Peak Vg 120√2 V 
DC-Bus Voltage VDC 450-600 V 

DC-link Capacitor CDC 50 μF 
Filter Inductor L= L1+L2 2 mH 

Filter Capacitor C=C1= C1 50 μF 
Filter Inductor Resistance R=R1+R2 0.05 Ω 

Weak Grid Resistor Rg= Rg1+Rg2 0.5 Ω 
Weak Grid Inductor Lg= Lg1+Lg2 0.1 mH 

DC load RDC 125 Ω 
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Figure 3.16: Performance of the proposed controller for the differential buck converter: Duration (1) active 
CM control with 2 kW absorption at unity power factor operation, duration (2) active CM control with 4 kW 
absorption at unity power factor operation, duration (3) active CM control with 4 kW absorption and 2 kVar 
injection, and duration (4) deactivated CM control (i.e. no active power decoupling control) with 4 kW 
absorption and 2 kVar injection 
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Hence, instead of controlling the CM voltage that needs to be injected into the filter 

capacitors to achieve power ripple decoupling; considering the DC bus voltage ripple as 

the controller feedback achieves similar purpose. The control transfer function for the CM 

power decoupling loop is as (3.76); the procedure to obtain this transfer function is obtained 

following conventional average modelling that is found in the section 1 of this chapter [70].  
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The overall controller structure of the proposed PLL-less decoupled active and reactive 

power control for the differential buck converter is depicted in Figure 3.15. 

The theory developed is verified by implementing a 5 kW grid-connected differential 

buck converter in PSIM software. This converter is operating in rectifier mode and 

connected to a weak grid. The system rating is depicted in Table 7. Notice that, the DC-
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link capacitor is undersize to only 50 μF; such a small DC decoupling capacitor means that 

without any power decoupling control the DC-link voltage ripple is around 200 Vpp. The 

classical solution to buffer this voltage ripple is to increase the size of the DC link capacitor. 

However, large decoupling capacitors are often available commercially as unreliable 

electrolytic type capacitors, which is not desirable. 

 Firstly, to assess the performance of the proposed control; key waveforms are observed. 

These key waveforms are 𝑃ோ௘௙, 𝑄ோ௘௙, 𝑃 , 𝑄 ,𝑣௖భ
,𝑣௖మ

,𝑖௉஼஼, 𝑣௉஼஼, and 𝑣஽஼. The methodology 

of measuring these waveforms is depicted in Figure 3.15. The proposed PLL-less control 

for the differential buck converter is tracking accurately the commanded active and reactive 

set-points as evident in Figure 3.16. Specifically, it is obvious from the different operation 

set-points in Figure 3.16, always the error between the commanded active and reactive 

power references and the measurements are zero. Also, the CM power decoupling control 

is absorbing the double line frequency power ripples successful; as there is no DC-link 

voltage ripple at twice the grid frequency (see durations (1), (2) and (3) in Figure 3.16). 

This is achieved with a 50 μF decoupling capacitor. The ripple is absorbed by the CM 

voltage injected into the filter capacitors voltages 𝑣௖భ
and 𝑣௖మ

 (see durations (1), (2) and (3) 

in Figure 3.16). The impact of deactivating the active double line frequency power ripple 
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Figure 3.17. Variable frequency proportional resonance controller (VF-PR). 
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mitigation control is evident in duration (4) in Figure 3.16. Specifically, the ripple on the 

DC-link bus are around 200 Vpp without CM control. The results show that the control 

 
Figure. 3.18. Active rectifier for variable frequency operation with active power decoupling capability. 
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Figure 3.19. (a) Variable frequency decoupled direct active and reactive power control, (b) variable 
frequency active power decoupling control, and (c) variable frequency control modulation indices. (VF-
SOGI: variable frequency second order generalized integrator, VF-PR: variable frequency proportional 
resonance controller) 

PIP 2LPRef

uP

mα

2L 

PIQ 2L
uQ

2L

vP

vQ

vDC

vDC

vPCC
VF-SOGI

iPCC

QRef

uP
uQ

mβ 

m

PCCv

PCCv

v

i P
Q

PCCv

PCCv

PCCv

PCCv

Q

P

2

2
x

VF-SOGI






vDC HPF
0 VF-PR

vDC

mAPD

2

mAPD

m

mAPD

mm12 m34



92 
 

proposed achieves active and reactive power control without PLL requirement and reduce 

the DC link capacitor 50 times. 

3.3. PLL-less Grid-Following Control with Active Power Decoupling 

Control with Variable Frequency Operation 

The conventional fixed frequency SOGI can be extended to variable frequency 

operation by considering the estimation of the AC bus frequency (𝜔ෝ) as depicted for 

adaptation to frequency in Figure 2.18.  Here, the concept used in developing the variable 

frequency SOGI is used to construct the variable frequency proportional resonance 

controller as depicted in Figure 3.17. This variable frequency proportional resonance (PR) 

controller is used for the active power decoupling control. The state-space of the variable 

frequency PR controller is given in (3.77). 

 

2 2X2 2X1 1X2

2

 ,  

, , , , , ,

0 1 0
, , 0 ,

0 1

   

      

   
         

 R P

dx
Ax Bu y Cx Du

dt

x u y A B C D

A B C K D K

        (3.77) 

where 𝐾ோ is the resonance gain of the variable frequency proportional resonance controller, 

and 𝐾௣ is the proportional gain of the variable frequency proportional resonance controller. 

Without loss of generality, at any specific frequency, P(ω) and Q(ω) at the point of 

common coupling of the converter shown in Figure. 3.18 can be obtained with the variable 

frequency SOGI developed in Figure 2.18 as (3.78) and (3.79). 

 
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Q  (3.79) 
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The same modeling logic yields similar PQ state-space with direct control capability on 

the DM current as Chapter 2 derivations but considering variable frequency operation. Note 

that, the measurements are defined as (3.80) (see Figure 3.19(a)). 

1 2 1 21 2 1 2 , , ,
2 2 2 2

      
     

   C C C CL L L L
PCC PCC PCC PCC

v v v vi i i i
i i v v  (3.80) 

Furthermore, the variable frequency state-space model that includes P(ω) and Q(ω) as state 

variables is obtained as follows, 

  
              2

2

ˆ 1
ˆ ˆ ˆ ˆ ˆ ˆ ˆ

2
 

 


           DC PCC DC PCC PCC

dP R
P Q m v v m v v v

dt L L
 (3.81) 

 ˆ( ) 1
ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )

2
 

 
           DC PCC DC PCC

dQ R
Q P m v v m v v

dt L L
 (3.82) 

This state-space states can be controlled through the current controller depicted in Figure 

3.19. The concept of the variable frequency active power decoupling capability is based on 

controlling the common mode voltage (𝑣஼಴ಾ
) of the filter capacitors C1 and C2 in (3.83) 

and (3.84). 

1 1 1
2 2 21( , ) , ,ˆ ˆ ˆ( ) ( )    

CMC DC PCC Ctv V v t v t  (3.83) 
1 1 1

2 2 22 ( , ) , ,ˆ ˆ ˆ( ) ( )    
CMC DC PCC Ctv V v t v t  (3.84) 

This common mode voltage is utilized as an additional degree of freedom to control the 

instantaneous power of the filter capacitors 𝑃஼ଵ and 𝑃஼ଶ as (3.85).  

Table 8. Variable frequency active rectifier ratings 
Parameter Symbol Value 
Rated Power SRated 20 kVA 

Switching Frequency fsw 10 kHz 
AC Bus Voltage Vg 120V 

Maximum Frequency 𝜔Max 1884 rad/s 
DC Bus Voltage VDC 500 V 

DC link Capacitor CDC 50 µF 
Filter Inductor L 0.25 mH 

Filter Inductor Resistance R 0.05 Ω 

Filter Capacitor C 60 µF 
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1
1 2 2( , ) ( , )ˆ ˆ ˆcos(2 )     PC CC PCCCt tp V I tp  (3.85) 

where 𝑉௉஼஼ is the peak of the point of common coupling voltage, 𝐼௉஼஼ is the peak of the 

point of common coupling current, and 𝜑 is the power factor angle. The solution of (3.85) 

is obtained in (3.86) for C1 = C2 = C. 

2 2ˆ ˆsin(2 ) (2 )
( , )

ˆ 2 2

cos
ˆ

  





     
CM

PCC PCC PCC PCC
C DC

V I t V t V
v t V A

C
 (3.86) 

This voltage solution (3.86) can be induced indirectly by controlling the ripple of the 

rectifier load (𝑣஽஼ೃ೔೛೛೗೐
) as (3.87).  

( , )ˆ ˆsin(2 )
ˆ4

  



 

Ripple

PCC PC

C
D

DC
C

C

D

tv
V I

t
C V

 (3.87) 

Equation (3.87) shows that the ripple of the variable frequency power exchanged at the 

point of common coupling is also reflected in the rectifier load voltage ripple. Therefore, 

regulating the rectifier load ripple to zero through a variable frequency proportional 

resonance controller at 2𝜔ෝ shown in Figure 3.19(b) would result in imposing the common 

mode voltage (3.86). Then using standard small-signal modeling methodology on Figure. 

3.18 active rectifier, it is straightforward to reach to the control transfer function (3.89) 

when C1 = C2 = C, L1 = L2 = L, and R1 = R2 = R. 

 
2

2 1 ( )

1

  
       




RippleDC DC APD
CM

APD DC

v sCV M HPF s
I

m sCs LC sCR
 (3.89) 

Where 𝑚ෝ஺௉஽ is the active power decoupling control modulation index, CDC is the virtual 

 DC decoupling capacitor, 𝐼஼ெ is the average inductor common mode current, 𝑀஺௉஽ is the 

average modulation index of the active power decoupling control, and 𝐻𝑃𝐹(𝑠) is the high 

pass filter that extracts the ripple. Regarding the stability of the variable frequency active 

power decoupling control, the open loop transfer function shows that the stability is 

guaranteed with a finite resistance existence in the filter elements. This finite resistance will  
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(a) (b) 

Figure 3.20. Scenario I: (a) without variable frequency active power decoupling control, and (b) with variable 
frequency active power decoupling control. 
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Figure 3.21. Scenario II: (a) without variable frequency active power decoupling control, and (b) with variable 
frequency active power decoupling control. 
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produce sufficient damping to the pair of the common mode resonance poles.  Finally, the 

two mode modulation indices are merged as shown in Figure 3.19(c) to control the active 

rectifier switches.  

The theoretical analysis is verified by simulation of a variable frequency single-phase 

active rectifier with the ratings depicted in Table 8. Three scenarios are simulated with a 

low DC link capacitor of 50 µF. The first scenario is validating the performance of the 

variable frequency active power decoupling control during sudden changes in the AC 

supply frequency. The second scenario is validating the operation of the variable frequency 

rectifier with active power set-points and frequency variations under unity power factor 

operation. The third scenario is validating the performance of the variable frequency 

 
(a) (b) 

Figure 3.22. Scenario III: (a) without variable frequency active power decoupling control, and (b) with 
variable frequency active power decoupling control. 
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decoupled active and reactive power control with frequency variations, and active and 

reactive set-points variations. 

Scenario I is depicted in Figure 3.20. Particularly, in this scenario a comparison is shown 

with a dynamic variation in the frequency of the AC supply at time instant 1 s in Figure 

3.20 (a) and (b). This comparison is depicting the importance of the variable frequency 

active power decoupling control in suppressing the rectifier load ripple. Initially, in both 

Figure 3.20(a) and (b) the AC supply operating frequency is 80 Hz with the active power 

exchange of 10 kW at unity power factor. It is noticeable that the voltage ripple of the 

rectifier load voltage (𝑣஽஼) is suppressed with activating the active power decoupling 

control in Figure 3.20(b). The 160 Hz voltage ripple is suppressed by the common mode 

voltage injected into the two filter capacitors 𝑣஼ଵ and 𝑣஼ଶ in Figure 3.20(b) before time 

instant 1 s. After time instant 1 s, the AC supply frequency is changed to 180 Hz in both 

Figure 3.20(a) and Figure 3.20(b). In this case, the rectifier load ripple frequency is 360 

Hz. The active power decoupling control can suppress the rectifier load ripple even with 

AC supply frequency variations (see Figure 3.20(b) after time instant 1 sec). 

Scenario II is validating the performance of the variable frequency rectifier operation 

with active power set-points dynamic changes at unity power factor operation (see Figure 

3.21). Figure 3.21(a) and (b) are identical scenarios the only difference is the activation of 

the variable frequency active power decoupling capability in Figure 3.21(b). Moreover, 

initially the active rectifier is operating with 80 Hz, 8 kW at unity power factor (see Figure 

3.21 before 0.8 s). Then, at 0.8 s in Figure 3.21(a) and (b) the AC supply frequency is 

increased to 100 Hz. After that, at 0.85 s the active power set-point is increased to 10 kW 
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in Figure 3.21(a) and (b). At time instant 1 s in Figure 3.21 the frequency is increase to 120 

Hz and after 1.05 s the active power set-point is decreased to 6 kW. Then, at 1.2 s the 

frequency is decreased to 50 Hz. Finally, the active power set-point is moved to 4 kW. In 

this scenario that the variable frequency current control mode is capability of operating the 

rectifier in unity power factor with tracking the commanded active power set-point 

reference. As well as, comparing Figure 3.21(a) to Figure 3.21 (b) the rectifier load voltage 

ripple is suppressed with activating the variable frequency active power decoupling 

control.  

The scenario III, which is depicted in Figure 3.22, is validation of operating the variable 

frequency active rectifier with active power decoupling capability under variations in the 

AC supply frequency, active power set-point reference, and reactive power set-point 

reference. Evidently, in scenario III in Figure 3.22, the variable frequency active rectifier 

is capability of operating the rectifier with tracking the active and reactive power set-point 

references accurately. As well as, comparing Figure 3.22(a) to Figure 3.22(b) the rectifier 

load voltage ripple is suppressed with activating the variable frequency active power 

decoupling control.  

3.4. Conclusion 

The first section of this chapter provided a detailed mathematical explanation of how 

the 2nd order power ripples are generated in single-phase nanogrids. Then, a solution based 

on conventional grid-following control was provided to mitigate the power ripples with 

detailed controller designs and stabilization scheme development. The second section of 

this chapter is introduction of utilizing the grid-following inverter control without PLL 
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requirement for different type of converters that can accommodate 2nd order power ripple 

mitigations. Therefore, generalizing the developed control in Chapter 2 to different 

converter. Lastly, the third section is including the adaptation to the frequency of the 

network to a converter that performs current control and 2nd order power ripple mitigation 

for a variable frequency operation. The linkage of this work to the future power electronics-

dominated grid is that these solutions provide a mean to improve the stability regarding 

DC link failures that inject a 2nd order harmonics voltage that might trigger loss of 

generation assets. In addition, these solutions are adopted with no PLL requirement and 

adaptation to the frequency of the network. The adaptation to frequency variations is a 

futuristic notion in the power electronics-dominated grid paradigm. Explicitly, the 

frequency band limits might be relaxed compared to conventional power grid. As 

conventional synchronous machines will be absent in the 100% renewable based power 

grid.  
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Chapter 4 

4. Stability Bound Identification 

Part of this chapter, including figures and text are based on my following papers: 

© 2018-2023 IEEE 

- A. Khan, M. Hosseinzadehtaher, M. B. Shadmand and S. K. Mazumder, "Cybersecurity 

Analytics for Virtual Power Plants," 2021 IEEE 12th International Symposium on Power 

Electronics for Distributed Generation Systems (PEDG), pp. 1-5, 2021 

- A. Khan and M. B. Shadmand, "Real-Time Stability Boundary Identification of Prosumers 

PCC in a Virtual Power Plant," 2021 IEEE 22nd Workshop on Control and Modelling of 

Power Electronics (COMPEL), pp. 1-6, 2021 

- A. Khan, M. B. Shadmand and S. K. Mazumder, "On The Voltage Stability of the Power 

Electronics-Dominated Grid: Mathematical Derivation of The Stability Margin,” 2023 

IEEE Power & Energy Society General Meeting (PESGM), pp. 1-5, 2023 
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4.1. Voltage Stability in the Power Electronics-Dominated Grid 

4.1.1. New Energy Paradigm Voltage Stability 

 The energy paradigm has brought both prospects and challenges to the power grid [130, 

131]. Especially, the elevated penetration of renewables that is aligned with the energy 

paradigm realization necessitates sophisticated system level coordination and management 

[132]. This sophisticated system level coordination and management is essential to 

reinforce the flexibility, and reliability, and operational security of the power grid [133, 

134]. Accordingly, latest investments are emphasizing on realizing the power electronics-

dominated grid (PEDG) to facilitate superior observability and controllability over 

consumers owned grid-feeding inverters [135]. This futuristic PEDG is best described as a 

bundle of multiple small scale grid-feeding inverters situated at the grid-edge representing 

a coherent grid cluster that is capable of operating independently [136]. 

The futuristic PEDG characteristics are summarized in following bullet points: (1) low 

inertia, (2) stochastic generation, (3) generation at the point of load, (4) low 𝑋/𝑅 ratio, (5) 

short feeders, (6) generation and load proximity, and (7) low short circuit capacity [131]. 

These characteristics enforce the PEDG behavior in the context of voltage and frequency 

dynamics to be completely distinct compared to the conventional power system dynamics. 

Thus, this chapter tries to clear some misconception that has been witnessed in the literature 

due to employing conventional bulk power system theories on networks such as the 

futuristic PEDG. In particular, the authors noticed a variety of recent articles developing 

coordinated controls for improve voltage quality in grid-edge networks through reactive 

power set-point control. These authors assume that the network is inductive (i.e., the 
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network has high 𝑋/𝑅 ratio as in transmission level), and hence believe that the reactive 

power variation will provide a control degree of freedom over the bus voltage. In fact, 

reactive power flow in resistive networks of low 𝑋/𝑅 ratio is a challenge since it influences 

the frequency of the network. The authors took a random search about coordinate controls 

as a sample to show the misconception spread in the literature about reactive power control 

importance for the future power grid voltage quality. For instance, these publications are 

focused on voltage quality enhancement by coordinating reactive power as a function of 

the measured voltage [137-139]. In [137] reactive power injection is initiated when there 

is a short-term power variations is observed to mitigate voltage fluctuations. Similarly, 

reactive power control is proposed by [138] through port-Hamiltonian theory to assure 

optimal voltage profile in the network. Another paper is also focused on reactive power 

control by developing automatic voltage control based on Lyapunov based sliding mode 

controller [139]. These articles assume inductive network, which is not realistic for the 

futuristic PEDG that is located at the grid-edge. As the prosumers local point of common 

coupling (PCC) bus voltages will be strongly coupled to the active power set-point.  

This chapter provides insights into voltage stability problem in the futuristic PEDG. The 

active power control will be significant for accomplishing voltage stability in the futuristic 

 

Figure 4.1. Futuristic PEDG illustrating the ith PCC bus equivalent: original network. 
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PEDG. This is due to its anticipated resistive nature as being a network situated at the grid-

edge having a low 𝑋/𝑅 ratio. This resistive nature creates strong coupling between active 

power and voltage. Reactive power control will be irrelevant for resolving voltage stability 

problem in the futuristic PEDG. As the reactive power will be decoupled from the voltage. 

As well, this chapter revisits the mathematical derivation of how the voltage stability bound 

at PCC bus i is impacted by its self-set-point change. Then, it extends this derivation to 

how an adjacent PCC bus j set-point change impacts the voltage stability bound at PCC 

bus i. This chapter clear misconception witnessed in the literature about reactive power 

control importance in grid-edge networks such as the futuristic PEDG.  

 

 
Figure 4.2. Futuristic PEDG illustrating the ith PCC bus equivalent: switch level equivalent. 
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4.1.2. Impact of Prosumers Grid-Feeding Inverter’s Active Power Set-Point Change 

on the Local PCC Voltage 

The network in Figure 4.1 is reduced to two buses at the perception of the ith PCC bus, 

where the ith PCC bus perceives the rest of the network from its PCC bus terminals as a 

Thevenin impedance in-series with a Thevenin voltage source as Figure 4.2 and Figure 4.3. 

This Thevenin voltage source (𝑣்⃗௛௜) is a function of the rest of the network prosumers’ set-

points excluding the ith PCC bus prosumer set-point. The relation between the Thevenin 

voltage (𝑣்⃗௛௜) and the PCC bus voltage for the ith bus (𝑣⃗௉஼஼௜) (see Figure 4.2 and Figure 

4.3) is given by,  

 
 

PCCi Thi PCCi Thiv R i v  (4.1) 

where 𝑅்௛௜ is the Thevenin resistance, 𝜔 is the angular frequency of the network, and 𝚤̇⃗௉஼஼௜ 

is the current injected at the ith PCC bus. The imaginary-part of the Thevenin impedance 

(𝑍்௛௜) in Figure 4.3 is ignore because the network is resistive. Furthermore, in (4.1) the ith 

PCC bus voltage is given by, 

   


PCCi PCCi PCCi i iv V A jB  (4.2) 
Likewise, the rest of the network voltage is given by,  

   cos sin     


Thi Thi Thi Thi Thi Thi Thiv V V j V  (4.3) 

To relate the PCC bus voltage (𝑣⃗௉஼஼௜) to the set-points; the current (𝚤̇⃗௉஼஼௜) can be 

determined by, 

  * 1 * 1   
  Ref

LiPCCi i PCCi PCCi PCCii P P v P v  (4.4) 

Where 𝑣⃗௉஼஼௜
∗  is the complex conjugate of 𝑣⃗௉஼஼௜, 𝑃௜

ோ௘௙is the active power set-point of the ith 

inverter, 𝑃௅௜ is the active power load at the ith PCC bus, and 𝑃௉஼஼௜ is the net injected active 

power at the ith PCC bus. Merging (4.4) and (4.1) results in, 
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* 1 
  

PCCi Thi PCCi PCCi Thiv R P v v  (4.5) 
Then, multiplying (4.5) by the complex conjugate of 𝑣⃗௉஼஼௜ results in, 

          2 2

* *

cos sin sin cos       

 
   
 

i i Thi PCCi Thi i Thi i Thi Thi i Thi i Thi

PCCi PCCi Thi PCCi Thi PCCi

A B R P V A B j V A B

v v R P v v  
(4.6) 

Then, from (4.6) the solution for Ai and Bi are given in (4.7) and (4.8), 

   1
1 1 4 cos

2

 


Thi Thi Thi PCCi Thi

i

V V R P
A  (4.7) 

   1
1 1 4 sin

2

 


Thi Thi Thi PCCi Thi

i

V V R P
B  (4.8) 

now, 
2 2

PCCi i iv A B 


describes the impact of the ith of grid-feeding inverter set-point of the 

local ith target PCC bus for a given Thevenin representation of the rest of network in (4.9). 

2

2 4
  

 Thi Thi
PCCi Thi PCCi

V V
v R P  (4.9) 

Active power set-points in (4.9) that satisfies the range 0.9𝑉௚ ≤ |𝑣⃗௉஼஼௜| ≤ 1.1𝑉௚ are 

defined as the allowable operation set- points. Note that, the assumption of narrow-band 

phasor withholds in this analysis as there is a timescale separation between the primary 

control in Figure 4.4 and the change in dispatched set-points [140]. The crucial deduction 

from (4.9) is that active power reversal at local PCC buses in grid-edge networks results in 

overvoltage and vice versa (see the graphical example in Figure 4.5). Therefore, an   

 

 
Figure 4.3. Futuristic PEDG illustrating the ith PCC bus equivalent: reduced circuit representation. 
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alternative active power cooperative control must be utilized to improve the network 

voltage quality and stability instead of a reactive power cooperative control. However, 

regarding the active power availability in the network, in the futuristic PEDG active power 

availability will not be a problem as in the future it is anticipated the battery technology 

will be mature enough enabling rich deployment of batteries by prosumers at the grid-edge 

[141]. 

4.1.3. Voltage Stability Bound Derivations  

4.1.3.1. Voltage stability bound at PCC bus i with respect to change in self-set-point 

The stability bound found from a 𝑃(𝑉) curve at PCC bus i by change in it self-set-point 

is described here for a given Thevenin representation. Consider (4.10), 

2

2 4
  

 Thi Thi
PCCi Thi PCCi

V V
v R P  (4.10) 

 

 
Figure 4.4. Futuristic PEDG illustrating the ith PCC bus equivalent: controller representation for the ith local 
PCC bus. 
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the stability bound is found at a specific self-set-point (𝑃௉஼஼௜) when the condition (4.11) 

happens. 


 




PCCi

PCCi

v

P
 (4.11) 

Then, (4.11) is expanded to (4.12). 

2

2
4


  





PCCi Thi

PCCi
Thi

Thi PCCi

v R

P V
R P

 
(4.12) 

 

  
(a) (b) 

 
(c) 

Figure 4.5. Impact of active power reversal on grid-edge network voltage: (a) internal PCC bus 2, internal 
PCC bus 3, PEDG network example. 
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This means that the stability bound at bus i due to change at it self-set-point (𝑃௉஼஼௜) is 

according to the following inequality shown in (4.13). 

2 2

,
4 4

    Thi Thi
PCCi Stability Bound

Thi Thi

V V
P P

R R
 (4.13) 

Now, the stability bound of PCC bus i with respect to variation of the active power set-

point at an adjacent bus j (𝑃௉஼஼௝) can be deduced by the same reasoning in the next 

subsection. 

4.1.3.2. Voltage stability bound at PCC bus i with respect to change in jth PCC bus set-

point  

Following the analogy of the previous subsection, the stability bound of PCC bus i with 

respect to change of the active power set-point at adjacent bus j (𝑃௉஼஼௝) is direct resultant 

form (4.14). 

  or   0


  
 


PCCjPCCi

PCCj PCCi

Pv

P v
 (4.14) 

Equation (4.14) is expanded into (4.15).  

2

1

2
4

4


 

   
 



 Thi
Thi

PCCjPCCi Thi

PCCj PCCj
Thi

Thi PCCi

V
V

Pv V

P P V
R P

 (4.15) 

Solving (4.15) is not trivial with methodologies that have been discussed previously in the 

literature so far. This is because there is no closed-form solution for Thevenin voltage and 

thereby there is no way to express the derivative of the ith PCC bus voltage with respect to 

the jth PCC bus active power set-point. Nevertheless, in this chapter for a given network 

that is shown in Figure 4.5 for instance, a derivation concept is provided for the Thevenin 

voltage expression as function of nearby buses excluding self-set point. This method of  
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derivation is presented by the authors of this dissertation in the previous publication [142]. 

The internal PCC buses in Figure 4.5(c) are described by the manifolds (4.16) plotted in 

Figure 4.5(a) and (4.17) plotted in Figure 4.5(b). 

3 2 3

2

2 2
2 2 2

2

1
2 3

2 4

where 
4 2



  

 
     
 
 

 Th Th
PCC Th PCC

g g

Th Th PCC Th Th g

V V
v R P

V V
V R P R R V

 (4.16) 

2

2

3 3
3 3 3

2

3 2

2 4

where 
4 2

  

  

 Th Th
PCC Th PCC

g g

Th Th PCC

V V
v R P

V V
V R P

 (4.17) 

Hence, the voltage stability bound can be found in closed-form as in (4.18) for bus 3 with 

respect to bus 2 of Figure 4.5(c) network. 

 

 
Figure 4.6. Stability bound prediction by observing the value of ∂PPCC2/∂llvPCC3ll. 
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where ,
4 2

2
4

 
 

           
 


   





PCC Th Th

PCC PCC
Th

Th PCC

g g ThTh
Th Th PCC

PCC
g

Th PCC

v V V

P P V
R P

V V RV
V R P

P V
R P

 (4.18) 

The closed-form solution of (4.18) is expressed in simplified form as (4.19), 

3

2

where

 


 


PCC

PCC

v

P  (4.19) 
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now, 𝑃௉஼஼ଶ value that makes 𝜕𝑃௉஼஼ଶ 𝜕𝑣⃗௉஼େଷ⁄  equal to zero in (4.19) is the voltage stability 

bound for bus 3 with respect to active power change at bus 2 of Figure 4.5(c) network. 

Unfortunately, this involves polynomial with an order higher than 5, finding the 

deterministic roots of this polynomial is not feasible. This is proved by the fundamental 

theorem of Galois [143]. Galois theory provides a connection between field theory and 

group theory. This connection allows reducing certain problems (i.e., polynomial roots 

finding) in field theory to group theory such as permutation group of their roots. By Galois 

theory, it was proven that for a polynomial roots’ to be solvable by radicals and the main 
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operations addition, subtraction, division, and multiplications; the order of the polynomial 

must be less than 5 because its group of symmetries is solvable. Alternatively, instead of 

seeking for 𝑃௉஼஼ଶ that makes the 𝜕𝑃௉஼஼ଶ 𝜕𝑣⃗௉஼େଷ⁄  equal to zero, the imaginary part of this 

derivative can be plotted by spanning the active power set-point (𝑃௉஼஼ଶ). The voltage 

stability bound can be predicted by observing a non-zero imaginary part existence. The 

initial active power set-point where the imaginary value observed in 𝜕𝑃௉஼஼ଶ 𝜕𝑣⃗௉஼େଷ⁄  is 

thevoltage stability bound. This can be seen in Figure 4.6 and Figure 4.7 for the network 

example Figure 4.5(c). In more details, when 𝑃௉஼஼ଷ= -7 kW, the voltage stability bound of 

PCC bus 3 is – 7.5 kW. Meaning that, PCC bus 2 can sink maximumly 7.5 kW before PCC 

bus 3 reaches to instability. Note that, observing the imaginary part in Figure 4.7 shows 

that after the voltage stability bound the function has a non-zero value but before hitting 

the voltage stability bound the imaginary part was always zero. This gives an advantage to 

check whether the set-point will produce an instable voltage situation just by looking at the 

imaginary part of this derivative.    

The same concept is applied to study PCC bus 2 with respect to set-point change at PCC 

bus 3 as in (4.20). 

2
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 (4.20) 

The closed-form solution of (4.20) is expressed in (4.21). 
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now, 𝑃௉஼஼ଷ value that makes 𝜕𝑃௉஼஼ଷ 𝜕𝑣⃗௉஼େଶ⁄  equal to zero in (4.21) is the voltage stability 

bound for bus 2 with respect to active power change at bus 3 in Figure 4.5(c) network. 

Unfortunately, this involves polynomial with an order higher than 5. Therefore, no closed-

form solution by radicals can be determined according to the fundamental theorem of 

Galois [143]. As a substitute of seeking for  𝑃௉஼஼ଷ value that makes the 

𝜕𝑃௉஼஼ଷ 𝜕𝑣⃗௉஼େଶ⁄  equal to zero, the imaginary part of this derivative can be plotted by 

spanning the active power set-point (𝑃௉஼஼ଷ). The stability bound can be predicted by 



113 
 

observing a non-zero imaginary part existence. The initial set-point where the imaginary 

value observed in 𝜕𝑃௉஼஼ଷ 𝜕𝑣⃗௉஼େଶ⁄  is the voltage stability bound. 

  

 

Table 9. Individual grid-feeding inverter ratings 

Parameter Symbol Value 

Rated Power SRated 20 kVA 

Switching Frequency fsw 10 kHz 

Nominal Grid Frequency 𝜔 376.8 rad/s 

Voltage Peak Vg 171 V 

DC-Bus Voltage VDCi 420 V 

DC-link Capacitor CDCi 2 mF 

Filter Inductor Linv =LL 0.5 mH 

Filter Inductor Resistance Rinv =RL 0.05 Ω 

Thevenin Resistance PCC bus 1 RTh1 0.25 Ω 

Thevenin Resistance PCC bus 2 RTh2 0.5 Ω 

Thevenin Resistance PCC bus 3 RTh3 0.75 Ω 

Line Impedances Zij 0.25 Ω 

 

 

 

Figure 4.7. Stability bound prediction by observing the imaginary part of ∂PPCC2/∂llvPCC3ll. 
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4.1.4. Voltage Stability Bound Validation 

The mathematical derivations provided in this chapter are verified by the simulation 

scenario that is depicted in Figure 4.8. The grid-feeding inverters of this scenario are 

according to Table 9 ratings. Specifically, Figure 4.8 scenario is representing how active 

power set-point change impacts the local PCC bus voltages stability. In this scenario, 

initially PPCC2 is at 2 kW and PPCC3 is at -1 kW. These initial set-points are within the 

voltage limit specified by the standard (see Figure 4.8 before time instant 0.4 s). Then, after 

time instant 0.4 s the consumer at PCC3 altered their set-points to 4 kW (see Figure 4.8 

after time instant 0.4 s). This new set-point causes overvoltage in the network. After that, 

the consumer at PCC2 cause further overvoltage in the network by increasing the set-point 

to 5 kW (see Figure 4.8 after time instant 0.8 s). Finally, the consumers cause more sever 

voltage violations by inducing voltage instability at PCC2 and PCC3 through requesting the 

set-point -5 kW at PCC2 and -8 kW at PCC3 (see Figure 4.8 after time instant 1.3 s). This  

 

Figure 4.8. Validation of the derived mathematical voltage stability bounds 
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verifies the voltage stability bound predicted theoretically in Figure 4.7. Particularly, 

evidence on the PCC bus 3 voltage stability bound at - 8 kW that is - 4.9 kW from PCC 

bus 2 (see in Figure 4.7 the purple curve initial crossing of the x-axis). Additionally, this 

scenario shows the strong coupling between voltage and active power in the futuristic 

PEDG and not with reactive power as assumed in most of the recent articles. 

4.2. Online Voltage Stability Identification from Local PCC terminals 

4.2.1. Online Voltage Stability Linkage to Cyber Security 

To cope up with the energy transition paradigm, more power electronics driven 

renewable power generation are anticipated to be integrated at the low voltage side of the 

grid [131, 144]. The grid-following inverters are one of these power electronics driven 

 

 
Figure 4.9. Virtual power plant concept as a power electronics-dominated grid.  
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technologies that will be adopted extensively for interfacing photovoltaic, wind, and energy 

storage [15]. Furthermore, the grid-following inverter is perceived by the upstream network 

cyber-layer’s slow time scale as a current source [145, 146]. Its capability is limited to 

supplying/absorbing current into/from their point of common coupling bus without 

considering upstream network constrains and requirements [147]. Hence, the upstream 

network operators are unobservable to grid-following inverter and vice-versa. To improve 

the observability for upstream network operators, the concept of the virtual power plant 

was introduced. The virtual power plant is a collection of different size and type distributed 

energy resources that are aggregated into a single entity. This is to facilitate more 

sophisticated interconnection and integration between transmission and distribution system 

operators [133]. The virtual power plant concept is exemplified graphically in Figure 4.9.  

Nevertheless, this futuristic power grid layout is anticipated to be susceptible to cyber-

attacks [148-151]. As more portion of the total generation will rely on power electronics 

driven entities that are functioning outside the realm of the conventional power plant 

authority. For example, cyber-attackers might take control over the virtual power plant 

cyber-layer. Meaning that, the operation set-points that are requested from the individual 

 

 
 

Figure 4.10. Virtual power plant cyber-layer from the perspective of ith prosumer point of common coupling 
bus.  
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prosumers in the virtual power plant network are compromised. Consequently, it is 

conceivable that the cyber-attacker intends to violate the stability boundary of the network 

with set-points manipulation. So, this chapter is proposing a technique to enable prosumer 

to perform real-time stability boundary identification from their point of common coupling 

bus. In other words, each prosumer is able observe the virtual power plant cyber-layer. This 

is crucial to improve the cybersecurity aspect of the virtual power plant. As this provides a 

secure alternative of the stability boundary that are communicated to the prosumers by the 

virtual power plant cyber-layer. This stability boundary is identified conventionally by  

performing power flow and time domain simulations at the virtual power plant cyber-layer. 

Which might be compromised in case of a cyber-attacker taking over the virtual power 

plant cyber-layer. In this chapter, a technique is presented that any specific prosumer can 

observe the grid voltage seen at its point of common coupling. Then, this observation is 

utilized in real-time in constructing the 𝑃 − 𝑉 curve or 𝑃 − 𝑄 − 𝑉 surface to determine the 

stability boundary and the impact of their active and reactive power injection/absorption. 

Moreover, the proposed observation method is based on correlating the variation in the 

active and reactive power measurements at the prosumer point of common coupling bus to 

the grid voltage seen at this bus. Specifically, through solving two simultaneous differential 

equations.   

4.2.2. Nearby Prosumers’ Set-Points Variation Impact on a Specific Targeted ith 

Prosumer Point of Common Coupling Bus Voltage  

From the perspective of an ith specific targeted prosumer point of common coupling bus 

in the virtual power plant depicted in Figure 4.9, the remaining nearby prosumers 
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information are embedded in the voltage source (𝑣⃗௚௜). Similarly, the network topology and 

connection matrix information are embedded in the impedance 𝑍௚௜ = 𝑅௚௜ + 𝑗𝜔𝐿௚௜ (see 

Figure 4.10). Therefore, the targeted prosumer point of common coupling bus voltage 

(𝑣⃗௉஼஼௜) is denoted by (4.22).   

 
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 (4.22) 

where 𝚤̇⃗௉஼஼௜ is the net current at the ith prosumer point of common coupling bus. 𝑣⃗௉஼஼௜ is 

correlated to the targeted prosumer operation set-points through the point of common 

coupling current (𝚤̇⃗௉஼஼௜) as in (4.23) 

  * 1 
 
PCCi PCCi PCCi PCCii P jQ v  (4.23) 

where 𝑃௉஼஼௜ is the net active power at the ith prosumer point of common coupling bus, and 

𝑄௉஼஼௜ is the net reactive power at the ith prosumer point of common coupling bus. Merging 

(4.22) and (4.23) consequences in (4.24). 

   * 1    
  

PCCi gi gi PCCi PCCi PCCi giv R j L P jQ v v   (4.24) 
Equation (3) is rearranged to (4) considering (1). 
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It is straightforward to obtain a closed form solution for the parameters µi and ηi from (4.25) 

in (4.26) and (4.27). 
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(4.26) 
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(4.27) 

This derivation concludes that the ith prosumer point of common coupling bus voltage is 

not only impacted by the set-point of the ith
  prosumer set-points, but the nearby prosumers 

also impact the ith prosumer point of common coupling bus voltage. The information of the 

nearby prosumers is embedded in the grid voltage (𝑣⃗௚௜) that is seen from this specific 

targeted prosumer point of common coupling bus. Furthermore, for a given constant value 

of the grid voltage (𝑣⃗௚௜) the stability boundary is identified by either through 𝑃 − 𝑉 curve 

or a 𝑃 − 𝑄 − 𝑉 surface (i.e., ‖𝑣⃗௉஼஼௜‖ଶ which is the modulus constructed from (4.26) and 

(4.27) when 𝜕‖𝑣⃗𝑃𝐶𝐶𝑖‖2 𝜕𝑃௉஼஼௜ = ∞⁄  ). In the virtual power plant, the information of this grid 

voltage seen from each prosumer point of common coupling bus is communicated after 

performing power flow and time domain simulations for equivalent circuit estimation at 

the cyber-layer. Which might be compromised in case of a cyber-attacker taking over the 

virtual power plant cyber-layer. In other words, the stability boundary that is verified and 

communicated by the virtual power plant cyber-layer is compromised. Therefore, the next 

section describes a method to estimate this grid voltage 𝑣⃗௚௜ that is seen by a targeted 

prosumer point of common coupling bus in real-time for the identification of the stability 

boundary in real-time.  
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4.2.3. Real-Time Observation of Nearby Prosumers’ Set-Points Variation at a 

Targeted ith Prosumer Point of Common Coupling Bus  

The active and reactive power measured at the point of common coupling by a specific 

targeted ith prosumer in a network is given in (4.28) and (4.29) [140]. 

1 1

2 2
    PCCi PCCi PCCi PCCi PCCiP i v i v  (4.28) 

1 1

2 2
    PCCi PCCi PCCi PCCi PCCiQ i v i v  (4.29) 

The gradients of the active and reactive power with respect to time vector is expressed in 

(4.30) and (4.31). 

1 1 1 1

2 2 2 2

   
      PCCi PCCi PCCi PCCi PCCi
PCCi PCCi PCCi PCCi

dP di dv di dv
v i v i

dt dt dt dt dt
 (4.30) 

1 1 1 1

2 2 2 2

   
      PCCi PCCi PCCi PCCi PCCi
PCCi PCCi PCCi PCCi

dQ di dv di dv
v i v i

dt dt dt dt dt
 (4.31) 

Then, the chain rule is used to further simplify the gradients of the active and reactive 

power using the expression of the point of common coupling currents and voltages 

gradients with respect to time vector (i.e., the derivatives of 𝑖௉஼஼௜
ఈ , 𝑖௉஼஼௜

ఉ  𝑣௉஼஼௜
ఈ , and 𝑣௉஼஼௜

ఉ  

that are given in (4.32)-(4.35))   
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 (4.34) 


PCCi
PCCi

dv
v

dt
 (4.35) 

where 𝐿௚௜ is the inductance seen by the ith prosumer from its point of common coupling, 

and 𝑅௚௜ is the resistance seen by the ith prosumer from its point of common coupling, ω is 

the angular frequency of the network, and 𝑣௚௜
ఈ , and 𝑣௚௜

ఉ  are the voltages that embed the 
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information related to prosumers set-points. Furthermore, with combining (4.32)-(4.35) 

with (4.28) and (4.32)-(4.35) with (4.29), these two simultaneous ordinary differential 

equations are obtained (4.36) and (4.37).  
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These pair of differential equations are solvable by each prosumer in the virtual power 

plant to obtain a real-time solution for 𝑣௚௜
ఈ  and 𝑣௚௜

ఉ , which embeds information related to 

real-time variation in other nearby prosumers set-points requested from the virtual power 

plant cyber-layer. Explicitly, the solution for 𝑣௚௜
ఈ  and 𝑣௚௜

ఉ  is in (4.38). This is shown 

graphically in Figure 4.11. 
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 (4.38) 

 

Figure 4.11. Online observation of the grid voltage (𝑣௚௜) seen at ith prosumers point of common coupling 
bus for online real-time stability boundary identification.  
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Then, to construct the 𝑃 − 𝑉 curve or the 𝑃 − 𝑄 − 𝑉 surface with (4.26) and (4.27) for the 

targeted ith prosumer point of common coupling bus the instantaneous voltage (𝑣௚௜
 ) and 

the angle (𝛿௚௜) are given in (4.39). 

 2 1

2
  2 , tan         gi gi gi gi gi gi gi giv v v v v v v   (4.39) 

4.2.4. On-Line Voltage Stability Bound Identification Validations   

The theoretical analyses are verified by three scenarios. The first scenario is validating the 

proposed observation of the grid voltage (𝑣⃗௚௜) for a single prosumer grid-following inverter 

that is connected to a weak grid. This scenario includes grid voltage sag and the targeted 

prosumer point of common coupling bus set-points variations. In this scenario Ithe stability 

boundary is identified in real-time with every variation estimated in the grid voltage (𝑣⃗௚௜). 

The main purpose of the scenario I is to verify the accuracy of the observation. Scenario II 

is addressing the online real-time stability boundary identification with nearby prosumer 

point of common coupling bus set-points variations. Then, scenario III is a thirteen 

 

Figure 4.12. Scenario I: duration (1) 5 kW with 0 kVar, duration (2) grid voltage sag, duration (3) 2.5 kW 
with 0 kVar, duration (4) 8 kW with 0 kVar, duration (5) 8 kW with 2.5 kVar, and (6) 8 kW with -2.5 kVar.
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prosumers point of common coupling bus virtual power plant. In this scenario, the targeted 

prosumer bus grid voltage is estimated for various random variation in the network 

operation set-points. 

4.2.4.1. Scenario I: Targeted Prosumer Point of Common Coupling Bus Set-Point 

Variation and Grid Voltage Sag 

The scenario I shown in Figure 4.12 validates the performance of the proposed real-time 

observation of the voltage 𝑣௚
  seen by a specific prosumer grid-following inverter with 

voltage sag and set-points variations. In this scenario, a single grid-following inverter is 

connected to a weak grid. Initially, the grid-following inverter before time instant 1 sec is 

 

 

 

   
(a) (b) (c) 

Figure 4.13. Scenario I online stability boundary identification: (a) stability boundary for duration (1), (b) 
stability boundary for durations (2), (3), (4), and (c) stability boundary for durations (5) and (6). 
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Figure 4.14. Scenario I real-time stability boundary identification, the simulation set-up showing the 
targeted prosumer point of common coupling bus. 
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operating with 5 kW at unity power factor (see Figure 4.12). At this duration, the proposed 

voltage observation is matching the measured voltage (see 𝑣௚
  vs. 𝑣௚ாௌ்

  in Figure 4.12). In 

addition, the real-time stability boundary is identified in Figure 4.13(a) using the proposed 

observation and spanning the range of active power set-points. Then after time instant 1 

sec, a voltage sag occurs in 𝑣௚
 , The proposed real-time observation is able to predict this 

in less than one cycle of the grid voltage (see Figure 4.12 after time instant 1 sec). The 

consecutive durations (3), (4), (5), and (6) highlighted at Figure 4.12 are for testing the 

performance of the proposed real-time observation with active and reactive power set-point 

 

 

 
 

Figure 4.15. Scenario II targeted prosumer point of common coupling bus at 2.5 kW with 0 kVar: duration 
(1) nearby inverter 10 kW with 0 kVAR, duration (2) nearby inverter 5 kW with 0 kVAR, and duration (3) 
nearby inverter -5 kW with 0 kVar 
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dynamic change. As predicted theoretically that the voltage 𝑣௚
  is independent from the 

variation that occurs at the specific targeted prosumer point of common coupling bus itself. 

In fact, this observed voltage is function of other nearby prosumers’ set-points. The real-

time stability boundary identified after the voltage sag is depicted in Figure 4.13(b) and 

Figure 4.13(c). However, Figure 4.13(c) is considering the variation in the reactive power 

impact on the stability boundary. As seen in Figure 4.13(c) with reactive power inclusion 

the stability boundary identified is no longer a single point, it is a line in the three-  

 

 

 

   
(a) (b) (c) 

Figure 4.16. Scenario II real-time stability boundary identification: (a) stability boundary for duration (1), 
(b) stability boundary for duration (2), and (c) stability boundary for duration (3). 
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(a) (b) 

Figure 4.17. Scenario II real-time stability boundary identification: (a) simulation set-up showing the 
targeted prosumer point of common coupling bus, and (b) alternative simulation to validate the estimated 
value of vg1. 
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dimensional space of the 𝑃 − 𝑄 − 𝑉 surface. The simulation set-up and scenario are shown 

in Figure 4.14.   

4.2.4.2. Scenario II: Nearby Prosumers Set-Point Variations Impact on a Targeted 

Prosumer Point of Common Coupling Bus. 

Scenario II depicted in Figure 4.15 validates the proposed real-time observation of the 

voltage 𝑣௚ଵ
  by dynamic variation due to a nearby prosumer grid-following inverter at point 

 

 

 
Figure 4.18. Scenario III real-time stability boundary identification 13 prosumers point of common coupling 
bus virtual power plant. 

 

Time (s)
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of common coupling bus  𝑣௉஼஼ଶ
 . The targeted bus is operating with constant 2.5 kW at 

unity power factor for the whole scenario duration shown in Figure 4.15. At duration (1) 

in Figure 4.15, the nearby grid-following inverter is operating at 10 kW. Then, at duration 

(2) in Figure 4.15, the active power set-point changed to 4 kW. Notice that, the proposed 

observation is consistent with the actual measurement (i.e., see 𝑣௚ଵ
  vs. 𝑣௚ாௌ்ଵ

  in Figure 

4.15). Furthermore, at duration (3) in Figure 4.15, the nearby grid-following inverter 

operation set-point is changed to sinking 4 kW. Similarly, the observation of 𝑣௚ଵ
  is 

consistent with the actual measurement 𝑣௚ா
 . The stability boundary is shown in Figure 

4.16(a) –(c) for the highlighted durations (1), (2), and (3) in Figure 4.15. The simulation 

set-up is shown in Figure 4.17(a). Note that, in these scenarios the actual measurement is 

not possible in a real system. It was provided in this chapter by an alternative simulation 

where the targeted prosumer point of common coupling bus is omitted (see Figure 4.17(b)). 

This shows the importance of the proposed real-time observation. 

4.2.4.3. Scenario III: Targeted Prosumer Point of Common Coupling Bus Real-Time 

Stability Boundary in Thirteen Bus Virtual Power Point 

In scenario III that is shown in Figure 4.18, the virtual power plant network consists of 

thirteen prosumers point of common coupling busses in radial network. The network layout 

is extension of the layout of Figure 4.17(a). Specifically, each two consecutive prosumers 

point of common coupling bus’s impedance composed of a 0.25 Ω resistance with 100 µH 

inductance (see Figure 4.19 for the network detailed layout). Furthermore, in scenario III 

the targeted point of common coupling bus (𝑣௉஼஼భ
) is examined with the proposed method 
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to estimate the stability bound in real-time. Also, in this scenario the remaining prosumers 

point of common coupling bus set-points are changing randomly (see Figure 4.18). 

 

 
Figure 4.19. Scenario III real-time stability boundary identification, simulation set-up showing the targeted 
prosumer point of common coupling bus. 
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However, the proposed method will construct a 𝑃 − 𝑉 curve for stability prediction online 

in real-time (see Figure 4.20). 

4.3. Cybersecurity Linkage to Stability Bounds 

4.3.1. Cybersecurity in the New Energy Paradigm 

The envisioned energy paradigm will implicate high deployment of renewable based 

generation through the utilization of distributed energy generators (DEGs) [144, 152]. At 

the low voltage side of the grid, grid-connected inverters are the dominant type of DEGs. 

Grid-connected inverters are following the inertial response of the network through their 

internal point of common coupling (PCC). In addition, these DEGs’ capabilities are 

narrowed down to supplying current into the internal PCC terminals without considering 

upstream network prerequisites [147]. In other words, DEGs at the low voltage side are 

  

 

Figure 4.21. VPP concept illustration as a power electronics-dominated grid 
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unobservable to utility operators and vice versa. Thereby, it is essential to execute real-

time system level coordination and management to enable optimal utilization of these 

unobservable DEGs that are deployed at the low voltage side [133]. 

The virtual power plant (VPP) concept is exemplifying to be an inspiring exemplar that 

will expedite DEGs efficient integration with the utility grid. According to [153],  VPP is 

a collection of numerous size of DEGs that are aggregated into a single consortium. 

Thereby, the VPP is an intermediate operator that facilitate the effective interconnection 

between transmission and distribution system operators. In fact, VPP perception 

introduction runs higher observability and controllability on DEGs and enables the optimal 

utilization of inverter based generation features. Several practical VPPs are reported around 

the world such as the European VPPs detailed implementations in [154] and [155].  

 

 
Figure 4.22. Primary control layout considered for DEGs detailing the cybersecurity analytics and switch 
level depiction. 
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Nevertheless, this futuristic grid layout is anticipated to be vulnerable to malicious 

cyber-attacks [148, 149, 151, 156]. As more generation portion and intelligent devices will 

function outside the conventional power plant administrative layout [150, 157]. For 

instance, cyber-attackers might take advantage of the VPP infrastructure to initiate 

catastrophic events disrupting the utility grid operation and create serious damages [158, 

 

 
(a) 

 
(b) 

Figure 4.23. (a) VPP general network, (b) illustrating the ith local PCC bus equivalent circuit at the secondary 
control layer time scale. 
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159]. The detection of such type of cyber-attack is extremely difficult at early stages. 

Thereby, this chapter improves the cybersecurity aspects of a VPP (see Figure 4.21). 

Explicitly, by detection of a cyber-attacker manipulating the VPP cyber layer operation 

set-points gradually to violate network stability bound. Furthermore, the cybersecurity 

analytics proposed is based on a developed normal operation region identification 

framework. This normal operation region provides a one-to-one mapping between the 

network internal PCC bus voltage and the VPP cyber-layer generated set-points. This 

derived mapping is compared with an inverse mapping through internal PCC bus voltage 

monitoring for anomalies. Once, an inconsistency is witnessed by the cybersecurity 

analytics between the one-to-one mapping and the inverse mapping, the voltage anomaly 

is due to a cyber-attack. Then, after cyber-attack detection, the VPP control system is 

alerted. Network stability bounds identification is an offline process. For instance, 

conventional generator stability bounds are assessed with capability curve concept [160]. 

This curve provides the range of the dispatchable active and reactive power set-point 

that guaranties the generator stable operation. The idea of the capability curve is extended 

to VPP perception with exploiting upstream network constrains in  [161]. Universally, the 

capability curve is acquired by repetitive power flow solutions for several operational 

  

 

 
Figure 4.24. Example of N DEGs VPP for Thèvenin voltage closed form derivation  
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scenarios that are chosen arbitrarily. Then, the realistic solution scenarios are mapped to 

points in the capability curve. Thereby, up to the authors’ knowledge, exploiting the 

existing body of knowledge of the capability curves for rapid cyber-attack detection against 

operational set-points manipulation and breaches is not feasible. 

4.3.2. Cyber-Attack Hypothesis, Normal Operation Region Derivation, and 

Cybersecurity Analytics  

4.3.2.1. Cyber-Attack Hypothesis and Malicious Set-Points Impact 

Based on the time scale separation principle in Figure 4.22 DEG layout, the VPP in 

Figure 4.21 from the perspective of the slow time scale cyber-layer is represented as Figure 

4.23(a). Now, consider that a cyber-attacker is manipulating the operation set-points of the 

ith concerned internal PCC bus that are assigned by the cyber-layer to the primary control 

of the DEG. From this cyber-attacker perspective, the impact of his manipulation can only 

be comprehended from the measurements. This is because the cyber-attacker lacks  

  

 

  

Figure 4.25. Normal operation region of the whole network 
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Algorithm 1: Cybersecurity Analytics System  
Function [Intrusion] = IDS [𝒗𝑷𝑪𝑪𝒊, 𝑷𝑷𝑪𝑪𝟏 , 𝑸𝑷𝑪𝑪𝟏, … , 𝑷𝑷𝑪𝑪𝑵, 𝑸𝑷𝑪𝑪𝑵] 
1: Continuously monitor the internal PCC bus voltages  

‖𝒗ሬሬ⃗ 𝑷𝑪𝑪𝒊‖𝟐 → 〈𝑷𝑷𝑪𝑪𝟏 , 𝑸𝑷𝑪𝑪𝟏, … , 𝑷𝑷𝑪𝑪𝑵, 𝑸𝑷𝑪𝑪𝑵〉  
If (‖𝒗ሬሬ⃗ 𝑷𝑪𝑪𝒊‖𝟐 → 〈𝑷𝑷𝑪𝑪𝟏 , 𝑸𝑷𝑪𝑪𝟏, … , 𝑷𝑷𝑪𝑪𝑵, 𝑸𝑷𝑪𝑪𝑵 〉 ! =  ℝ → ℝ𝟐𝑵) 
Internal PCC bus voltage is anomalous 
2: Utilize the normal operation region one-to-one mapping  

〈𝑷𝑷𝑪𝑪𝟏 , 𝑸𝑷𝑪𝑪𝟏, … , 𝑷𝑷𝑪𝑪𝑵, 𝑸𝑷𝑪𝑪𝑵〉 → ‖𝒗ሬሬ⃗ 𝑷𝑪𝑪𝒊‖𝟐  
If (〈𝑷𝑷𝑪𝑪𝟏 , 𝑸𝑷𝑪𝑪𝟏, … , 𝑷𝑷𝑪𝑪𝑵, 𝑸𝑷𝑪𝑪𝑵〉 → ‖𝒗ሬሬ⃗ 𝑷𝑪𝑪𝒊‖𝟐 ! = ℝ𝟐𝑵 → ℝ)  
The anomaly detect is due to an intruder. Then, Intrusion = 1  
Else  
Intrusion = 0 

Else 
Intrusion = 0 

knowledge associated with the network topology or nearby DEGs. Given this absence of 

this knowledge by the cyber--attacker could induce catastrophic effect by pushing the ith 

concerned internal PCC bus to operate outside its stability bound by slowly and randomly 

changing the operation set-points. 

4.3.2.2. Developed One-To-One Mapping Between Internal PCC Bus Voltages and the 

Cyber-Layer Operation Set-Points 

From the perspective of an ith specific DEG in the network, the remaining VPP network 

elements are seen as a Thèvenin voltage source (𝑣்⃗௛௜) with a series Thèvenin impedance 

(𝑍்௛௜ = 𝑅்௛௜ + 𝑗𝑋்௛௜) after the ith internal PCC bus terminal (see Figure 4.23(b)). 

Therefore, mathematically the internal PCC voltage (𝑣⃗௉஼஼௜) is represented by (4.40).   
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 (4.40) 

where 𝚤̇⃗௉஼஼௜ is the net current supplied at the ith internal PCC bus. 𝑣⃗௉஼஼௜ is correlated to the 

set-points of the cyber-layer through the internal PCC current (𝚤̇⃗௉஼஼௜) as in (4.41) 

  * 1 
 
PCCi PCCi PCCi PCCii P jQ v  (4.41) 
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where 𝑣⃗௉஼஼௜
∗  is the complex conjugate of 𝑣⃗௉஼஼௜, 𝑃௉஼஼௜ is the total supplied active power at 

the ith concerned internal PCC bus, and 𝑄௉஼஼௜ is the total supplied reactive power at the ith 

concerned internal PCC bus. Unifying (4.41) and (4.40) results in (4.42). 

    * 1   
  

PCCi Thi Thi PCCi PCCi PCCi Thiv R jX P jQ v v  (4.42) 
Equation (4.42) is rearranged to (4.43) considering (4.40). 
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It is fairly straightforward to obtain a closed form solution for the parameters ξi and Ψi from 

(4.43) for a particular Thèvenin depiction of the other elements in the network. 
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(4.45) 

‖𝑣⃗௉஼஼௜‖ଶ = ට𝜉௜
ଶ + 𝛹௜

ଶ describes the stability bound of the ith concerned internal PCC bus 

for a particular Thèvenin depiction of the rest of network. The normal operation region 

of the concerned ith PCC bus is the projection of ‖𝑣⃗௉஼஼௜‖ଶ on the PPCCi and QPCCi plane 

(i.e., the domain when ‖𝑣⃗௉஼஼௜‖ଶ ∈ ℝ). Yet, this normal operation region cannot be 

exploited for rapid analysis. This is because the Thèvenin source representing the 

remaining elements in the network is obtained numerically with power flow. To extend 
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this analysis, the insertion of adjacent PCC buses set-points on the ith concerned PCC bus 

is described by obtaining the expression of the Thèvenin source in (4.40) as a function of 

all the other grid-connected DEGs set-points. This results in generalizing the concerned 

internal PCC bus voltage to a manifold. This process is repetitive for every individual 

internal PCC bus in the network and then the intersection of all PCC buses normal 

operation regions is considered as the whole network normal operation region. The whole 

network normal operation region is the developed one-to-one mapping between the 

network internal point of common coupling PCC bus voltages and the cyber-layer 

generated set-points. Furthermore, to understand the Thèvenin closed form, the network 

with N DEGs shown in Figure 4.24 is taken as an example. The aim is to find the manifold 

of the DEG at the Nth internal PCC bus in Figure 4.24. The Nth internal PCC bus manifold 

is given in (4.46).  
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The, normal operation region (Ω୒୓ୖొ
) of this DEGs at Nth internal PCC bus is defined as 

(4.47).  

 N 2 2 3 3NOR , , , ,..., , 2 2

2 2 3 3

Proj    

               For  , , , ,..., ,

  

 

 
N N N NP Q P Q P Q PCC PCC

N N

v v

P Q P Q P Q




 (4.47) 

Similar conclusions for the normal operation region are deducible to all other internal PCC 

buses in the network. Thereby, the whole network normal operation region (Ω୒୓ୖ) is 

described by (4.48).   
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1 2 3 N-1 NNOR NOR NOR NOR NOR NOR.....          (4.48) 

A four bus VPP example is considered, the network normal operation region depicted in 

Figure 4.25. 

4.3.2.3. Cybersecurity Analytics Framework 

The cybersecurity analytics system is depicted in Algorithm 1. As aforementioned 

earlier that this cybersecurity analytics system is mainly founded on the normal operation 

region deduced in the previous subsection in (4.40)-(4.48). Particularly, the normal 

operation region is the derived one-to-one mapping between the network internal PCC bus 

voltages and the cyber-layer generated set-points. This derived mapping is compared with 

an inverse mapping through internal PCC bus voltage monitoring for anomalies. Once, an 

inconsistency is witnessed by the cybersecurity analytics system between the one-to-one 

mapping and the inverse mapping, the voltage anomaly is due to an intrusion. Then, the 

VPP is alerted.  

4.3.3. Validation of the Derived Operation Regions 

The cybersecurity analytics system performance is validated through simulation of two 

cyber intrusion scenarios. The grid-connected inverter DEGs in the VPP are rated to 20 

kVA apparent power, 10 kHz switching frequency, 420 V DC bus voltage, 0.5 mH filter 

inductor with equivalent series resistance of 50 mΩ , and 2 mF decoupling capacitor. The 

utility grid is 120 VRMS at 60 Hz. Moreover, the two scenarios of Figure 4.26 and Figure 

4.27 are identical regarding set-points gradual manipulation by the cyber-attacker seeking 

for network stability boundary violation. However, in scenario II the DEGs are equipped 

with the developed cybersecurity analytics system.  
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Figure 4.26. Cyber-attack scenario I without activating the proposed cybersecurity analytics system  
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 Figure 4.27. Cyber-attack scenario II with activating the proposed cybersecurity analytics system  
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4.3.3.1. Scenario I  

In the scenario I that is depicted in Figure 4.26, the cyber-attacker is seeking for 

violating the network stability boundary. Initially, 𝑣௉஼஼ଶ is operating at 2 kW and 𝑣௉஼஼ଷ is 

sinking 1 kW. These initial operating points belong to the normal operation region. Then, 

after time instant 0.2 sec in Figure 4.26, the cyber-attacker increases the operation set-point 

passing to the primary control layer from the VPP cyber-layer to 4 kW at 𝑣௉஼஼ଷ. This new 

manipulated set-point assignment by the cyber-attacker fails to violate the stability 

boundary of network. After that, the cyber-attacker further pushes the operation set-point 

at 𝑣௉஼஼ଶ to 5 kW after time instant 0.3 sec in Figure 4.26. Again, the cyber-attacker fails to 

jeopardize the operation of the network as this set-point falls within the normal operation 

region boundary. Therefore, the cyber-attacker once again changes the set-point of 𝑣௉஼஼ଷ 

to 7 kW after time instant 0.4 sec in Figure 4.26. However, still he is incapable of 

jeopardizing the network stability. Hence, the cyber-attacker decides to moves 𝑣௉஼஼ଶ and 

𝑣௉஼஼ଷ to sinking 5 kW after time instant 0.5 sec. In this situation, the cyber-attacker 

successfully jeopardizes the network operation as this set-point is outside the normal 

operation region boundary (see Figure 4.25)). In fact, it is obvious that the network enters 

voltage collapse situation after time instant 0.5 sec in Figure 4.26. 

4.3.3.2. Scenario II 

In scenario II, the exact same operation set-point variation with respect to time evolution 

of scenario I is occurring (see Figure 4.27). However, in scenario II the DEGs are equipped 

with the proposed cybersecurity analytics. Therefore, once the cyber-attacker breaches the 

network stability bounder after 0.5 sec in Figure 4.27, the DEGs are moved to internal PCC 
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voltage control mode to regain internal PCC bus voltage normal operation (see Figure 4.27 

after 0.5 sec). In other words, the cyber-layer set-points are ignored. Note that, the network 

is no longer operating in optimal operation, but the cybersecurity analytics system avoids 

catastrophic impacts on the network due to early intrusion detection and alerting the VPP 

owner for further diagnoses. 

4.4. Conclusion 

In conclusion, the first section in this chapter provided insights into voltage stability 

bound identification in the power electronics-dominated grid (PEDG). Specifically, 

revisiting the mathematical derivation of how the voltage stability bound at PCC bus i is 

affected by its self-set-point change. Then, extending this derivation to how an adjacent 

PCC bus j set-point change influences the voltage stability bound at PCC bus i. These 

derivations give a hint using the structure of the 𝑃 − 𝑉 curves to identify the voltage 

stability bounds instead of the function values. Then, in the second section of this chapter, 

an online voltage stability bound identification method is derived from the perspective of 

consumer local point of common coupling point (PCC) bus. This online stability bounds 

identification is inspired by the feedback linearization theories used in Chapter 2. These 

bounds are utilized to improve the cybersecurity to grid edge consumers. Lastly, the third 

section of this chapter, provided a method to derive the operation regions for multiple 𝑃 −

𝑉 curves at different local PCC buses to improve the cybersecurity of the PEDG against 

malicious set-points induced on the upper secondary control layer. This chapter facilitates 

an introduction of the mathematical background and theory that will be utilized in the next 

chapter to design an intrusion detection system.  
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Chapter 5 

5. Intrusion Detection System 

Part of this chapter, including figures and text are based on my following papers: 

© 2018-2022 IEEE 

- A. Khan, M. B. Shadmand and S. K. Mazumder, "Intrusion Detection System for 

Multilayer-Controlled Power Electronics-Dominated Grid," IEEE Access, vol. 10, pp. 

98329-98347, 2022 

- A. Khan, M. Hosseinzadehtaher, M. B. Shadmand, D. Saleem and H. Abu-Rub, "Intrusion 

Detection for Cybersecurity of Power Electronics Dominated Grids: Inverters PQ Set-

Points Manipulation," 2020 IEEE CyberPELS (CyberPELS), pp. 1-8, 2020 
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5.1. Future Power Grid and Cyber Threats 

The futuristic energy paradigm implicates high penetration of nonsynchronous 

generation at the grid edge through embracing dispersed energy generators (DEGs)  [162]. 

At the grid edge, grid-feeding inverters are projected to be the prevailing type of DEGs. In 

this mode of operation, the DEGs are following the inertial response of the network and 

their capabilities are confined in injecting/absorbing current into/from their local point of 

common coupling (PCC) without considering upstream network constrains and 

requirements [147]. Accordingly, these DEGs are typically unobservable to the upstream 

network and vice versa. Henceforth, real-time system level coordination and management 

is crucial to ensure the optimal utilization of unobservable DEGs that are installed behind 

the meters and offer an additive  situational awareness to the system [133, 163].  

The multi-layer-controlled power electronics-dominated grid (PEDG) is demonstrating 

to be an effective example that is enabling DEGs to achieve the U.S. Department of 

Energy’s 100% nonsynchronous generation based U.S. power grid [164]. The PEDG is a 

cluster of distinct scale DEGs that can be aggregated into a single coherent entity. The 

multi-layer-controlled PEDG is able to function as an intermediate interface between 

transmission and distribution system operators [153]. Consequently, offering superior 

observability and controllability on DEGs and permits optimal utilization of inverters-

based resources features. Various multi-layer controlled PEDG deployments exist around 

the world such as the ones reported in documents in [154] and [155].  

The futuristic 100% nonsynchronous generation-based power grid targeted in 2050 by 

the U.S. Department of Energy is anticipated to be vulnerable to malicious cyber-attacks. 
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This is because of the more dispersed generation that will operate outside the realm of old-

fashioned power-plant administrative domain through employing more DEGs at the grid 

edge [150, 165-167]. The attack might be introduced into the PEDG infrastructure through 

the communication medium that enables its harmonious operation. Security breach in the 

cyber-layer of a PEDG has a direct influence on its physical layer, which disrupts its 

nominal operation. A severe stealthy cyber-attack typically spreads throughout the grid 

steadily compromising the cyber layer. This makes the detection of such a stealthy attack 

extremely challenging at early stages using conventional protection and intrusion detection 

schemes [134, 158, 168].  

This chapter is enhancing the situational awareness against malicious PQ set-points 

requests from a compromised secondary and cyber layer. These malicious set-points are 

assigned by a stealthy intruder breaching undetectably into the secondary control and cyber 

layer of the PEDG depicted in Figure 5.1. Furthermore, this situational awareness 

improvement impacts positively the cybersecurity of the PEDG. In fact, according  [169], 

situational awareness feature offers a direct improvement of the system cyber-security 

aspects. As situational awareness does not only provide accurate observation, but also 

ensures availability of necessary functions that support predicting operation projections 

and identifying potential risks [170]. Moreover, a mathematical theory is developed for 

deriving a safe operation region (SOR). This mathematical theory extends the stability 

margins inferred from 𝑃 − 𝑉 curves to the abstract concept of morphisms (see 5.6.3 for 

Morphism theoretical background). Particularly, there are two morphisms for each PCC 

bus when operating in the SOR: (Morphism 1) PCC bus voltage mapped to network set-



144 
 

points that is structured as ℝ to ℝ2N mapping, and (Morphism 2) network set-points mapped 

to the PCC bus voltage that is structured as ℝ2N to ℝ mapping. Where N is the number of 

PCC buses. Morphism 1 is used for anomaly detection originating from the secondary layer 

dispatched set-points manipulation. Explicitly, observation of a non-zero imaginary-part in 

the PCC voltage L2 norm is evidence of an anomaly. Note that, L2 norm properties are: 

nonnegativity, definiteness, triangle inequality, and homogeneity must be satisfied in SOR 

for PCC voltage as this preserves the ℝ to ℝ2N mapping structure. Inspecting an imaginary-

part invalidates nonnegativity property of the PCC voltage L2 norm (i.e., ℝ to ℝ2N is not 

preserved see 5.6.4 for theoretical proof). Morphism 2 is utilized for independent decision 

making at the primary layer of the DEG during cyber intrusion scenarios. In other words, 

Morphism 2 is an alternative for the secondary layer when the dispatched set-points are not 

trusted. 

In the literature, the capability of synchronous generator is estimated through the 

concept of capability chart. This chart provides the range of dispatchable PQ set-points 

without jeopardizing the stability of the synchronous generator [160]. The notion of 

capability chart was first time utilized for multi-layer-controlled renewable based grid in 

[161]. This capability chart was used as conventional generators capability charts that are 

employed in scheduling and dispatching optimization. In other words, set-points that 

belong to the capability chart are guaranteed to be executable when requested by the 

upstream network. Though, the capability charts for renewable based grids are more 

complex compared to conventional generators. This is because renewable based grid 

capability charts are representing aggregation of various DEGs. An example of such 
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capability charts is used to estimate the reactive power injection capability at different 

active power levels in [171]. Another work is suggesting a methodology for approximating 

capability chart numerically using repeated time domain simulations in [172]. In general, 

the capability chart is obtained by repeated load flow solutions for various scenarios that 

often are selected randomly. After that, the realistic load flow solutions consequence to 

points that are constructing the capability chart. Another approaches that are reported in 

the literature for approximating the capability charts are employing geometrical hypothesis 

such as polyhedron, ellipse, and so on [173]. Furthermore, capability charts estimation with 

incorporation of randomness is reported in [135]. Yet, these methods extensively rely on 

repetitive load flow solutions that needs to be executed in secondary or tertiary layers, 

which even turns out to be challenging to utilize fast load flow algorithms due to the 

dominate resistive nature for the distribution network [174]. Furthermore, the considered 

potential attack model, in which the intruder is compromising the secondary layer 

controller and existing load flow algorithms, mandates another sanity checkpoint at the 

primary layer for realizing an effective intrusion detection. Hence, to our knowledge, 

utilizing the existing capability charts for intrusion detection against operational PQ set-

points manipulation is not viable from the perspective of the primary layer. The 

contributions of chapter are summarized in the following bullet points: 

 A mathematical theory extends the stability margins inferred from 𝑃 − 𝑉 curves to the 

abstract concept of morphism. This morphism simplifies understanding the operation 

limits of the unobservable DEGs without relying on repeated load flow solution at 
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secondary/tertiary control layers, thus creating an independent framework for decisions 

making at the primary layer. 

 Intrusion detection by utilizing the SOR as a sanity checkpoint for PQ set-points 

assignments by potentially compromised secondary layer; thus, detecting and 

preventing a cyber intruder that is requesting malicious set-points from the DEGs.  

5.2. Multi-Layer Controlled PEDG Network Understudy 

5.2.1. List of Symbols Used in this Chapter 

𝑡 Time 

𝜏 Dummy intermediate variable for integrals 

𝐶஽஼೔
 DC-link capacitor of the ith grid-feeding inverter 

𝐿௜ Filter inductor of the ith grid-feeding inverter 

𝑅௜ Filter inductor resistance of the ith grid-feeding inverter 

𝜔 Nominal angular frequency of the network 

𝑃௜  Active power of the ith grid-feeding inverter 

𝑃௅௜  Active power of the ith grid-feeding inverter load 

𝑃௉஼஼௜  Active power of the ith local PCC bus 

𝑄௜  Reactive power of the ith grid-feeding inverter 

𝑄௅௜  Reactive power of the ith grid-feeding inverter load 

𝑄௉஼஼௜  Reactive power of the ith local PCC bus 

𝑆ோ௔௧௘ௗ Rated appeared power of the ith grid-feeding inverter 

𝑓ௌௐ Switching frequency of the ith grid-feeding inverter 

𝑃ோ௘௙௜  Active power reference of the ith grid-feeding inverter 

𝑄ோ௘௙௜  Reactive power reference of the ith grid-feeding inverter 

𝑍௜௝ Line impedance between PCC bus i and j 

𝑅௜௝ Line resistance between PCC bus i and j 
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𝐿௜௝  Line inductance between PCC bus i and j 

𝑗 Square root of -1 

ℝ Real number set symbol 

ℂ Complex number set symbol 

𝑁 Number of DEGs 

‖𝑋‖ଶ L2 norm of X 

𝑋∗ Complex conjugate of X 

𝑋் Transposition of X 

𝑋
→

 Phasor quantity of X 

𝑅𝑒{𝑋} Real part of X 

𝐼𝑚{𝑋} Imaginary part of X 

𝑢௉௜ LTI MIMO open loop state space active power dynamics input 

𝑢ொ௜ LTI MIMO open loop state space reactive power dynamics input 

𝑣஽஼௜  DC link voltage of the ith grid-feeding inverter 

𝑣௉஼஼௜  ith local PCC voltage 

𝑣௉஼஼௜
ఈ  Alpha component of the ith local PCC voltage 

𝑣௉஼஼௜
ఉ  Beta component of the ith local PCC voltage 

𝑖௉஼஼௜  ith local PCC current 

𝑖௉஼஼௜
ఈ  Alpha component of the ith local PCC current 

𝑖௉஼஼௜
ఉ  Beta component of the ith local PCC current 

𝑚௜ ith grid-feeding inverter modulation index 

𝑚௜
ఈ Alpha component of the ith grid-feeding inverter modulation index 

𝑚௜
ఉ  Beta component of the ith grid-feeding inverter modulation index 

𝛺SOR೔
 Projection function for safe operation region of the ith local PCC bus 

𝛺SNOR೔
 Projection function for stable/normal operation region of the ith local PCC bus 

𝑒௉௜  Error on active power of the ith grid-feeding inverter 

𝑒ொ௜  Error on reactive power of the ith grid-feeding inverter 

𝑣௉௜  Active power control output of the ith grid-feeding inverter 
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𝑣ொ௜  Reactive power control output of the ith grid-feeding inverter 

𝐾௉௣௜  Active power control proportional gain of the ith grid-feeding inverter 

𝐾ொ௣௜ Reactive power control proportional gain of the ith grid-feeding inverter 

𝐾௉௜௜  Active power control integral gain of the ith grid-feeding inverter 

𝐾ொ௜௜  Reactive power control integral gain of the ith grid-feeding inverter 

𝑣்⃗௛௜ Thevenin voltage phasor seen at the ith local PCC bus 

𝛿்௛௜ Thevenin voltage angle seen at the ith local PCC bus 

𝛿௉஼஼௜  ith local PCC bus voltage phasor angle 

𝑉௚ Grid voltage peak 

𝐴௜ Real part of the ith local PCC bus phasor voltage 

𝐵௜  Imaginary part of the ith local PCC bus phasor voltage 

𝑅்௛௜ Thevenin resistance seen at the ith local PCC bus 

𝐿்௛௜ Thevenin inductance seen at the ith local PCC bus 

   f Developed Morphism 1: Generalization of the inverse of the 𝑷 − 𝑽 curve 

   g Developed Morphism 2: Generalization of the 𝑷 − 𝑽 curve 

        h Ohm’s law across linear resistor (R) as a morphism mapping current (iR) into 
voltage (vR) 

  w Ohm’s law across linear resistor (R) as a morphism mapping voltage (vR) into 
current (iR) 

𝐴஼௅೔
 Closed loop control of the ith grid-feeding inverter state matrix 

𝑥஼௅೔
 Closed loop control of the ith grid-feeding inverter states vector 

𝑃஼௅೔
 Closed loop control of the ith grid-feeding inverter linear quadratic Lyapunov 

stability theorem P matrix 
𝑄஼௅೔

 Closed loop control of the ith grid-feeding inverter linear quadratic Lyapunov 
stability theorem Q matrix 

𝑉஼௅೔
൫𝑥஼௅೔

൯ Lyapunov function of the ith grid-feeding inverter closed loop control 

5.2.2. Preliminary Considerations 

The multi-layer controlled PEDG network understudy is portrayed in Figure 5.1. In this 

PEDG, the main PCC bus voltage is the potential difference between the low side positive 

terminal of the distribution pole transformer and the ground conductor (see 𝑣௉஼஼ଵ in 
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Figure 5.1). Similarly, the internal local PCC buses are considered as each node that 

consumers at the grid edge are feeding their local loads (see 𝑣௉஼஼ଶ 𝑣௉஼஼ଷ, …, 𝑣௉஼஼ே  in 

Figure 5.1). In addition, DEGs are installed at internal local PCC buses. The grid-feeding 

inverter’s in Figure 5.2 primary control layer considered in this work for DEGs is depicted 

in Figure 5.3. The open loop system is represented by the multiple input multiple output 

(MIMO) linear time invariant (LTI) state space in (5.1).   
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2

 
   Pi i DCi PCCi i DCi PCCi PCCiu m v v m v v v  

 
  Qi i DCi PCCi i DCi PCCiu m v v m v v  

2 2

2

  PCCi PCCi PCCiv v v  

 

 
Figure 5.1. Multi-layered controlled PEDG concept extended to the grid edge with unobservable single-
phase DEGs in grid-feeding mode of operation. 

 

 

Figure 5.2. Grid-feeding primary control layer considered for DEGs in the PEDG: inverter structure. 
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  Pi Refi ie P P  

    Pi Pi Ppi Pii Piv e K K e d  

  Qi Refi ie Q Q  

    Qi Qi Qpi Qii Qiv e K K e d  

 
2

1

2

   Pi Pi
Ppi i i Pii Pi

d e de
K R L K e

dtdt
 

 
2

1
2

   Qi Qi
Qpi i i Qii Qi

d e de
K R L K e

dtdt
 

This control is guaranteeing that primary control layer stability. The proof for the stability 

of the primary control layer equilibrium is detailed in 5.6.1 with linear quadratic Lyapunov 

stability theorem. Similarly, 5.6.2 details potential instabilities that might originate from a 

cyber-attacker at the secondary control layer manipulating the dispatched PQ set-points. 

5.3.  Safe Operation Region Derivations and Intrusion Scenario 

5.3.1. Intrusion and Malicious PQ Set-Points Impact 

Consider the exemplification in Figure 5.4 of the multi-layer controlled PEDG 

understudy shown in Figure 5.1, if a stealthy cyber intruder took control over the cyber 

layer and he is targeting the ith local PCC bus in Figure 5.4 by manipulating the operation 

PQ set-points that are passing from the secondary layer to the primary layer of the DEG. 

From the stealthy intruder perspective, he is altering the operation set-points and observing 

the local measurement to understand the impact of his set-points manipulation. The intruder 

could initiate catastrophic effect by pushing the targeted PCC bus to operate outside its 

stable set-points domain by slowly and randomly changing the PQ set-points. Therefore, 

the hypothesis in this chapter is that the primary layer will be equipped with the SOR, as a 

sub-layer in primary. Then, if the DEG is pushed to operate outside SOR by the secondary  
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layer manipulated PQ set-points, the primary layer considers that the set-points passing 

from the secondary layer are compromised. Moreover, the methodology that is optimal to  

understand an intrusion occurred or not is by witnessing if the PQ dispatched set-points 

passing to primary control layer from the upper control layer are intended to induce an 

instability. Since rationally, the upper control must solve optimization on network level 

and thus the stability of the network is one of the crucial constrains in that optimization. 

Hence, to catch that there is stealthy intruder from the limited primary layer perspective, 

witnessing requests of PQ set-points that belongs to unstable operation region (UOR) is 

 

Figure 5.3. Grid-feeding primary control layer considered for DEGs in the PEDG: controller structure with 
measurements, nonlinear coordinate the transformation illustration, and the intrusion detection system. 

 

 
Figure 5.4. General PEDG network, illustrating the ith local PCC terminals equivalent circuit. 
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helpful in detection. The method applied does not depend on measurements for deciding 

intrusion occurred or not. The process of intrusion detection is initiated by checking the 

structural preservation of the Morphism 1 which is a sort of abstraction of the inverse of 

the generalized 𝑃 − 𝑉 curve (5.2).  

2
1 1

2
: , , , , ,  


N
PCCi PCC PCC PCCN PCCNf v P Q P Q    (5.2) 

The structure preservation is not sustained when Morphism 1 is producing a non-zero 

imaginary valued L2 norm. Then, the decision that this anomaly is due to an intrusion or 

not is based on authenticating the set-point passing for upper layer into Morphism 2 (i.e., 

the generalized 𝑃 − 𝑉 curve expressed in (5.3)). 

2
1 1

2
: , , , , ,  


N

PCCiPCC PCC PCCN PCCNg P Q P Q v    (5.3) 
 If the structure of Morphism 2 is not preserved i.e., non-zero imaginary valued L2 in 

 

 

 

 

 

Figure 5.5. Four bus single-phase PEDG considered for illustrating the operation regions graphically in 
scenario I. 
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Morphism 2, then definitely the upper network set-point are compromised. Furthermore, 

Figure 5.3 shows the details of the intrusion detection system. Specifically, the Morphism 

1 and Morphism 2 in Figure 5.3 produce a binary output 1 when their structure preservation 

are not sustained (i.e., both L2 norms produce a non-zero imaginary part). Otherwise, the 

Morphism 1 and Morphism 2 produce binary output 0. Then, these two signals pass through 

a NAND gate to ignore or consider the upper layer set-point request. If intrusion happened 

the DEGs operate in alternative control scheme that corrects the local PCC voltage terminal 

using Morphism 2.  Additionally, see 5.6.3 for Morphism background. 5.6.4 proves having 

a none-zero imaginary part in the L2 norm means that the set-points belong to UOR and 

structural preservation of Morphism 2 is no sustained. 

5.3.2. Safe Operation Region “i.e., Morphism 2” 

 

To understand how the PEDG stability is impacted by grid-feeding inverters’ set-points 

variations; in this subsection, an illustration of how a single grid-feeding inverter (i.e., 

representing an unobservable DEG at the grid edge) impacts its local PCC voltage in a 

general single-phase network is carried out. In this situation, the network is reduced to two 

buses where the ith targeted grid-feeding inverter sees the rest of the network from its local 

PCC terminals as a large synchronous impedance in series connection with a Thevenin 

voltage source (see Figure 5.4). This Thevenin voltage source (𝑣்⃗ℎ௜) is embedding the rest 

of the network PQ set-points. Then, the relation between the Thevenin voltage (𝑣்⃗ℎ௜) and 

the local PCC voltage for the ith grid-feeding inverter (𝑣⃗௉஼஼௜) is given by,  

   
 

PCCi Thi Thi PCCi Thiv R j L i v  (5.4) 
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where 𝑅்ℎ௜ is the Thevenin resistance seen by the ith grid-feeding inverter from its local 

PCC terminals to the main PCC bus terminal,  𝐿்ℎ௜ is the Thevenin inductance seen by the 

ith grid-feeding inverter from its local PCC terminals to the main PCC bus terminals, 𝜔 is 

the nominal angular frequency of the network, and 𝚤̇⃗௉஼஼௜ is the current injected by the ith 

grid-feeding inverter into its local PCC terminals. Furthermore, in equation (5.2) the local 

PCC voltage is as (5.5). 

2
   


PCCi PCCi PCCi i iv V A jB  (5.5) 

Similarly, the Thevenin voltage is given by,  

   2 2 2
cos sin     


Thi Thi Thi Thi Thi Thi Thiv V V j V  (5.6) 

To relate the local PCC voltage (𝑣⃗௉஼஼௜) to the dispatched PQ set-points of the ith targeted 

grid-feeding inverter; the local PCC current (𝚤̇⃗௉஼஼௜) can be written as (5.7). 

 

 

 
Figure 5.6. Eight bus single-phase PEDG example and the Thevenin impedance of PCC2. 
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      * 1 * 1      
  Ref Ref

Li LiPCCi i i PCCi PCCi PCCi PCCii P P j Q Q v P jQ v  (5.7) 

 Where 𝑣⃗∗
௉஼஼௜ is the complex conjugate of 𝑣⃗௉஼஼௜, 𝑃௜

ோ௘௙is the dispatched active power 

reference by the ith targeted grid-feeding inverter, 𝑄௜
ோ௘௙is the dispatched reactive power 

reference ith targeted grid-feeding inverter, 𝑃௅௜  is the active power load at the ith  targeted 

local PCC bus, 𝑄௅௜ is the reactive power load at the ith targeted local PCC bus, 𝑃௉஼஼௜ is the 

net injected active power at the ith targeted local PCC bus, and 𝑄௉஼஼௜ is the net injected 

reactive power at the ith targeted local PCC. Combining (5.7) and (5.4) results in (5.8). 

   * 1    
  

PCCi Thi Thi PCCi PCCi PCCi Thiv R j L P jQ v v  (5.8) 
Then, multiplying (6) by the complex conjugate of

P C C iv
  results in (5.9). 

  * *   
   

PCCi PCCi Thi Thi PCCi PCCi Thi PCCiv v R j L P jQ v v  (5.9) 
The key point from reaching to (5.9) is that the left-hand side (LHS) is all real valued terms. 

In other words, the imaginary part is zero. This is an obvious resultant form multiplication 

of the local PCC phasor voltage by its complex conjugate. Thereby, (5.9) can be rewritten 

as (5.10). 

 

 

Figure 5.7. Eight bus single-phase PEDG example with the correction for Thevenin voltage on superposition 
theory to obtain PCC2. 
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    
     

2 2

2

2

cos sin

sin cos

  

  

    

   

i i Thi PCCi Thi PCCi Thi i Thi i Thi

Thi PCCi Thi PCCi Thi i Thi i Thi

A B R P L Q V A B

j L P R Q V A B
 (5.10) 

Then, by equating the real parts of the LHS and right-hand side (RHS) of (5.10); (5.11) is 

deduced. 

   2 2

2 2
cos sin      i i Thi PCCi Thi PCCi i Thi Thi i Thi ThiA B R P L Q A V B V   (5.11) 

Similarly, by equating the imaginary parts of the LHS and RHS of (5.10); (5.12) is 

obtained. 

   2 2
0 sin cos     Thi PCCi Thi PCCi i Thi Thi i Thi ThiL P R Q A V B V   (5.12) 

Now, from (5.11) and (5.12) a solution of Ai and Bi parameters can be determined. Recall 

that these parameters construct the real and the imaginary component of the ith targeted 

local PCC voltage given previously by (5.5). Bi is written in term of Ai from (5.12) as 

expressed in (5.13). 

     1

2
sec tan    i Thi PCCi Thi PCCi Thi Thi i ThiB L P R Q V A  (5.13) 

For finding a solution for Ai; from combining (5.13) and (5.11) this parametric quadratic 

equation expressed in (5.14) can be solved.   

 

  

 

 
(a) (b) (c) (d) 

 

Figure 5.8. Operation regions of (a) PCC 1, (b) PCC 2, (c) PCC 3, and (d) SOR and SNOR of the four PCC 
bus single-phase PEDG for scenario I. 

 

Safe Overvoltage 
Region 

Safe 
Undervoltage 

Region 

Stable/Normal 
Upper Limit

Stable/Normal 
Lower Limit

Stable/Normal 
Region

Safe Overvoltage 
Region 

Safe 
Undervoltage 

Region 

Stable/Normal 
Upper Limit

Stable/Normal 
Lower Limit

Stable/Normal 
Region

Safe Overvoltage 
Region 

Safe 
Undervoltage 

Region 

Stable/Normal 
Upper Limit

Stable/Normal 
Lower Limit

Stable/Normal 
Region

Network 
Stable/Normal Region

ΩSNOR  

Network Safe 
Operation Region 

ΩSOR   



157 
 

   
 

  
         

1
212 2

2

2

2

2 sin

cos

cos cos sin 0

 




    




 
   
  

    

Thi PCCi Thi PCCi Thi Thi
i i Thi PCCi Thi PCCi Thi

Thi Thi

Thi PCCi Thi PCCi Thi Thi PCCi Thi PCCi Thi Thi

R Q L P V
A A L P R Q V

V

R P L Q L P R Q

 (5.14) 

      
      

     

1

2 2

21 2

2

where

1

, 2 sin cos

, cos

cos sin

  

  

  







   

   

 

Thi PCCi Thi PCCi Thi Thi Thi Thi

Thi PCCi Thi PCCi Thi Thi PCCi Thi PCCi Thi

Thi PCCi Thi PCCi Thi Thi

a

b R Q L P V V

c L P R Q V R P L Q

L P R Q

 

Theoretically, equation (5.14) has two bifurcation solutions. However, only the solution 

with a positive sign root is practical. This is because if the grid-feeding inverter is not 

injecting any current at its local PCC terminals, the local PCC voltage must be equal to the 

Thevenin voltage. While the impractical solution is giving a contradictory result of  

𝑣⃗௉஼஼௜ = 0. The solution for Ai is given in (5.15). 
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(5.15) 

Furthermore, the solution for Bi is given in (16). 
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(5.16) 

now,  ‖vሬ⃗ ୔େେ୧‖ଶ = ඥA୧
ଶ + B୧

ଶ describes the SOR of the ith targeted local PCC bus in a three-

dimensional surface for a given Thevenin representation of the rest of network. In this 

case, the SOR of the targeted ith PCC bus is the projection of the surface on the PPCCi and 

QPCCi plane where ‖𝑣⃗௉஼஼௜‖ଶ ∈ ℝ . Also, subspace of the stable/normal operation region 
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(SNOR) is described by projection of the surface with co-domain of ฮ𝑣⃗௉஼ ೔
ฮ

ଶ
ฮ𝑣⃗௚ฮ

ଶ

ିଵ
∈

[0.8,1.2] on the PPCCi and QPCCi plane. On the other hand, any operation set-points that 

satisfies ‖𝑣⃗௉஼஼௜‖ଶ ∉ ℝ is in the UOR (see the proof in 5.6.4).  Yet, these operation regions 

cannot be utilized. As finding the Thevenin voltage of the rest of the network requires 

repeated load flow solutions.  

To extend this analysis to closed-form, the inclusion of nearby PCC buses PQ set-points 

on the ith targeted PCC bus is deliberated by finding the expression of the Thevenin voltage 

in (5.6) as a function of all the other grid-feeding inverters PQ set-points except the targeted 

ith grid-feeding inverter. In fact, with such consideration the targeted PCC voltage is 

expressed with a multi-dimensional manifold. This process is repeated for every local PCC 

bus in the network and then the intersection of all PCC buses SOR is considered as the 

whole PEDG SOR (i.e., Morphism 2 expressed in (5.3)) Note that, Morphism 2 closed-

form is developed mathematically in the next subsection. Whereas, Morphism 1 that is 

expressed in (5.2)) cannot be derived in closed-form its ℝ → ℝଶே mapping structure 

preservation is measured through observing the imaginary-part of the PCC voltage L2 norm. 

5.3.3. Graphical Example of Morphism 2 Derivation 

The inclusion of nearby grid-feeding inverters (i.e., DEGs) influence is determined by 

finding the closed form solution of the Thevenin voltage depicted (5.4)-(5.16). To 

understand this, an example is taken here of the PEDG network shown in Figure 5.5. This 

example can be extended to any network with an arbitrary number of grid-feeding 

inverters. In this case, the Thevenin voltage of the grid-feeding inverter at local PCC bus 2 
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is as (5.17). Then, this Thevenin voltage is combined with (5.15) and (5.16) considering 

the index i equal to 2.  
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(5.17) 

Similarly, the voltage at the local PCC bus 3 is a function of all PQ set-points in the network 

and can be described by (5.15) and (5.16) with index i equal to 3 and (5.18).  
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Also, the voltage at main PEDG bus is a function of all PQ set-points in the network and 

described by (5.19). 
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In this example, each PCC bus is five dimensional manifold. A correction is needed in 

finding the main PEDG multi-dimensional manifold. This correction is related to the usage 

of the source 𝑣⃗௚ twice in the superposition analysis. Furthermore, this correction is depicted 

graphically in Figure 5.5. This correction can be applied to any general network 

architecture radial or mesh. In fact, a more complex PEDG network is taken as an example 

to illustrate this correction on superposition theory application for obtaining local PCC bus 

2 Thevenin voltage in Figure 5.6. Furthermore, the Thevenin voltage for local PCC bus 2 

is summation of 𝑣்⃗ℎଶ  in all the five equivalent circuits shown in Figure 5.7. However, the 
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correction in this example is to subtract four times the impact of 𝑣⃗௚ on the local PCC bus 

2. This approach allows obtaining local PCC bus 2 as a function of all PEDG PQ set-points. 

Note that, this analysis focused on superposition is because the basis of this analysis is on 

repetitive utilization of subsection 5.3.2.  

Without loss of generality, let us consider QPCC2 and QPCC3 are zero. Then, the 

realization of the different operation regions for each local PCC bus in Figure 5.5 is reduced 

from a five-dimensional manifold to a three-dimensional surface depicted in Figure 5.8(a), 

(b) and (c) for each PCC bus. Let 𝛺SORభ
 be the projection of the surface 𝑣⃗௉஼஼భ

 on the PPCC2 

and PPCC3 plane. Then, SOR for PCC1 bus described by (5.20). 

 1 2 2 3 3 1 1SOR , , , , 2 2 3 32 2
Proj      , , ,;   

  P Q P Q PCC PCCv v P Q P Q   

 

(5.20) 

Similarly, SORs (𝛺SORమ
) and (𝛺SORయ

) for PCC2 and PCC3 are described in (5.21) and 

(5.22), respectively. 
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Proj      , , ,;   

  P Q P Q PCC PCCv v P Q P Q   (5.21) 

 3 2 2 3 3 3 3SOR , , , , 2 2 3 32 2
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The SNORs of each PCC bus (i.e., 𝛺SNORభ
, 𝛺SNORమ

, and 𝛺SNORయ
) is a subspace of the SOR 

described by (5.23)-(5.25). 
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Therefore, the network SOR (𝛺SOR) is given by (5.26). 

1 2 3SOR SOR SOR SOR        (5.26) 
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Then, the subspace of the network SNOR (
S N O R ) is as (5.27). 

1 2 3SNOR SNOR SNOR SNOR        (5.27) 

The network SOR (𝛺SOR) is depicted in Figure 5.8(d) and the network SNOR (𝛺SNOR)  is 

depicted by the green area in Figure 5.8(d). 

5.4. Cyber Intrusion Detection System and Situational Awareness 

Improvement Based on Morphism 1 And Morphism 2     

Summary of the designed IDS at the primary layer is illustrated in Figure 5.3. This IDS 

is leveraging the developed SOR. Initially, an anomalous ith local PCC voltage is 

considered by the voltage monitoring system once the Morphism 1 is violated. Meaning 

that, a non-zero imaginary-part in the PCC voltage L2 norm is observed. Hence, the 

morphism 2 is not producing ℝ → ℝଶே
 mapping. Remember that it is not possible to derive 

a closed-form compact solution for Morphism 1. Recall that, L2 norm properties 

nonnegativity, definiteness, triangle inequality, and homogeneity must be satisfied in SOR 

for PCC voltage (see subsection 5.6.4 for the proof). In fact, inspecting the non-zero 

imaginary-part test validates holding nonnegativity property of the PCC voltage L2 norm 

and the mapping structure preservation. Morphism 2 is utilized for independent decision 

making at the primary layer of the DEG during cyber intrusion scenarios. Morphism 2 is 

an alternative for the secondary layer when the dispatched set-points are not trusted. In 

fact, directly after detection of an anomaly by Morphism 1, Morphism 2: is used to validate 

if the mapping is satisfying ℝଶே → ℝ  in the primary layer with the closed-form solution 

provided in subsection 5.3.2. If also Morphism 2 is not providing ℝଶே → ℝ mapping; the 
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set-points passing from the secondary layer are disregarded and the grid-feeding inverters 

are changing the set-points and monitor if the local PCC voltage of the bus is regaining 

safe operation (i.e., move the network to SOR).  

 The steps to generate the analytic expression of each PCC bus in the single-phase 

PEDG as a function of all the network DEGs’ PQ operation set-points are as follows: 

1 - Each local PCC bus can be described by (5.15) and (5.16). These equations include the 

remaining non-targeted PCC buses operation set-points in the Thevenin voltage 

expression. 

2 - Then, finding the Thevenin voltage expression analytically requires application of 

superposition multiple times. However, a correction must be done at the end to eliminate 

the effect of using some sources multiple times. The repetition of these sources is used for 

sake of solvability. In other words, this approach is followed to utilize repetitively the 

analogy introduced in subsection 5.3.2. 

3 - After that, for each local PCC bus a multi-dimensional manifold is acquired. These 

manifolds are used to define the SOR of each local PCC bus when ‖𝑣⃗௉஼஼௜‖ଶ 𝜖 ℝ is satisfied 

(This is the developed Morphism 2 when  ℝଶே → ℝ). This is graphically representing the 

projection of the manifold on the independent variables domain. Also, the subspace that 

defined SNOR is the projection portion of SOR where the co-domain is ฮ𝑣⃗௉஼ ೔
ฮ

ଶ
ฮ𝑣⃗௚ฮ

ଶ

ିଵ
∈

[0.8,1.2]. In addition, any operation point outside SOR is in UOR of the local PCC bus, 

i.e.,  ‖𝑣⃗௉஼஼௜‖ଶ ∉ ℝ. 

4 - The intersection of all local PCC SORs obtains the SOR of the whole single-phase 

PEDG. This SOR region is used to enable understanding compromised secondary control 
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layer dispatched PQ set-points that are passing to the primary control layer of the 

unobservable DEGs. 

The challenge that might arise is finding the Thevenin impedance or reduction of the 

impedance network during each stage of superposition, if it is non-solvable due to network 

connection complexity. This can be elucidated with using the general two point impedance 

theory introduced in [175], [176] by using the network Laplacian matrix (see 5.6.5). 

5.5. Validation on Intrusion Detection System Performance 

The theoretical analyses established are validated by simulation of two scenarios. In 

these two scenarios, the DEGs in the multi-layer controlled PEDG network are rated 

 

 
Figure 5.9. Scenario I effectiveness using the identified real-time operation regions for intrusion detection in 
PEDG of Figure 5.5. 
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according to Table 10. Particularly, the inverters representing DEGs in the PEDG are rated 

to 10 kVA, 60 Hz nominal frequency operation, 10 kHz switching frequency, 420 V DC 

link voltage, and 0.5 mH filter inductor. These DEGs are controlled in grid-feeding mode 

of operation through the primary current control scheme illustrated above in Figure 5.3.  

5.5.1. Malicious Cyber-Attack Scenario I 

The malicious cyber-attack scenario depicted in Figure 5.9 validates the operation 

regions derived and shows the effectiveness of using these operation regions for intrusion 

detection. Initially, the single-phase PEDG of Figure 5.5 is operating in the network SNOR 

with PPCC2 = 2 kW, PPCC3 = -1 kW (see Figure 5.9 from 0.1 s to 0.2 s). Then, the intruder 

manipulates the DEGs operation set-points passing from the secondary control layer by 

utilizing the reserved generation (i.e., PV power reserve, or energy storage) at PCC2. The 

new operation set-points results in surplus of 4 kW at PCC2 bus (see Figure 5.9 from 0.2 s 

to 0.3 s). At this duration, the PEDG is moved to the overvoltage SOR and the attacker 

 

Table 10. Individual Grid-Feeding Inverter DEGs Ratings 
Parameter Symbol Value 
Rated Power SRated 20 kVA 

Switching Frequency fsw 10 kHz 
Nominal Grid Frequency 𝜔 376.8 rad/s 

Voltage Peak Vg 171 V 
DC-Bus Voltage VDCi 420 V 

DC-link Capacitor CDCi 2 mF 
Filter Inductor Li 0.5 mH 

Filter Inductor Resistance Ri 0.05 Ω 

 

 

 
Figure 5.10. Seven bus single phase PEDG for scenario II 
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fails to jeopardize the operation of the network also the IDS is not performing any action 

as no anomalous voltage is observed. After that, at time instant 0.3 s in Figure 5.9 the 

attacker manipulates the generation at PCC2 and PCC3 by reducing the generation so the 

net power appearing at PCC2 and PCC3 is -5 kW. Now, the PEDG is witnessing unstable 

operation seen in the voltage waveforms, power oscillations, and overcurrent after 0.3 s in 

Figure 5.9. In this situation, the IDS catches through Morphism 2 and Morphism 1 mapping 

nature that the last operation set-points belong to the UOR. After that, PCC2 and PCC3 

grid-feeding inverter are controlling their local PCC voltage through the set-points and 

 

 
Figure 5.11. Scenario II for the seven bus single-phase PEDG shown in Figure 5.10 the PEDG operator is 
utilizing the operation regions after detecting anomalous voltage at PCC2 and PCC3. 
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disregard the PEDG secondary layer dispatched set-points after 0.4 s in Figure 5.9. The 

new operation PQ set-points are obtained by using the generation reserved at PCC2 and 

PCC3 to 2 kW and 4 kW. As consequence, the PEDG regains operation in the undervoltage 

SOR after 0.4 s in Figure 5.9. 

5.5.2. Malicious Cyber-Attack Scenario II 

Now, for the scenario of the PEDG with seven buses that is shown in Figure 5.10, each 

local PCC bus is described with eleven dimensional manifolds. Furthermore, in this 

scenario initially the PEDG is operating in the SNOR of the network (see Figure 5.11 

 

before time instant 0.3 s). All consumers DEGs are meeting their local loads and not 

injecting any power into their local PCC terminals. After that, power reversal occurs at 

PCC2 and PCC3 after time instant 0.3 s in Figure 5.11 due to a manipulation by a cyber 

intruder at the secondary layer. At this duration, the set-points 2 kW for PCC2 4 kW for 

PCC3 belong to the SOR and the intruder fails to jeopardize the network operation. Then, 

after 0.4 s in Figure 5.11, PCC2 and PCC3 are pushed to unstable operation by the intruder. 

This new operation set-point -5 kW for PCC2 and PCC3 are in the UOR and the intruder 

 

 
Figure 5.12. Seven bus single phase PEDG for scenario II operation regions. 
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is successful to induce an unstable operation. The IDS will alert the DEG that an anomalous 

voltage is detected, then the DEGs are moved to local primary control mode based on PCC 

voltage condition to push the PEDG to the SNOR (see Figure 5.11 after time instant 0.5 s). 

For this example, the local PCC buses and the main PEDG bus eleven dimensional 

manifolds are described by (5.28) – (5.33). 
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The SOR and SNOR of each PCC bus is described in (5.34) and (5.35), respectively. 
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2 2 6 6

Proj     

                , ,...., ,

 

 

 
i i iP Q P Q PCC PCCv v

P Q P Q




 

 

(5.34) 

   
2 2 6 6

1

SNOR , ,.., , , 22 2

2 2 6 6

0.Proj     

                         , ,...., ,

8,1.2


 

 

  
i i iP Q P Q PCC PCC gv v v

P Q P Q




 

 

(5.35) 

Consequently, the network SOR (Ωୗ୓ୖ) is given by (5.36). 

 

1 2 3 4 5 6SOR SOR SOR SOR SOR SOR SOR               (5.36) 

Then, the subspace of the network SNOR (Ωୗ୒୓ୖ) is as (5.37). 
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1 2 3 4 5 6SNOR SNOR SNOR SNOR SNOR SNOR SNOR                (5.37) 

Based on (5.28)-(5.37) the operation regions are depicted in Figure 5.12 for scenario II. 

It worth mentioning that once the IDS identified malicious PQ set-point and the DEG 

disregard the secondary layer controller set-point assignment, the DEG network may not 

operate in optimal operation set-point anymore which was the task of secondary layer 

controller, but it prevents the collapse of the network which may have catastrophic impact 

on the PEDG. Thus, the objective of the proposed approach is prevention of the 

catastrophic grid failure and large blackouts by intrusion detection at early stage while the 

grid operates are being alerted for further diagnosis, devices and controllers reset, etc.   

5.6. Mathematical Background and Proofs  

5.6.1. Stability of the ith Grid-Feeding Inverter Primary Layer Used for DEGs In The 

Single-Phase PEDG (Time Separation Proof) 

Consider the ith single-phase grid-feeding inverter that is connected to its local PCC 

terminals in Figure 5.1. The active power (Pi) and reactive power (Qi) injected into the 

network by this inverter can be measured by using the second order generalized integrator 

(SOGI) presented as (5.38) and (5.39), respectively.  

2 2

   

 PCCi PCCi PCCi PCCi
i

i v i v
P  (5.38) 

2 2

   

 PCCi PCCi PCCi PCCi
i

i v i v
Q  (5.39) 

By differentiating equations (5.38) and (5.39), the state-space model that includes active 

and reactive power as state variables can be determined, 

2 2 2 2

       

   i PCCi PCCi PCCi PCCi PCCi PCCi PCCi PCCidP v di i dv v di i dv

dt dt dt dt dt
 (5.40) 
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2 2 2 2

       

   i PCCi PCCi PCCi PCCi PCCi PCCi PCCi PCCidQ v di i dv v di i dv

dt dt dt dt dt
 (5.41) 

Furthermore, the expression for the derivatives of the stationary reference frame PCC 

currents 𝑖௉஼஼௜
ఈ  and 𝑖௉஼஼௜

ఉ  in (5.40) and (5.41) are deduced by applying Kirchhoff voltage law 

at the loop of common coupling depicted in Figure 5.2. Hence, the PCC currents derivatives 

are as (5.42) and (5.43). 

  1 1 1


 


    PCCi
i i DCi i PCCi i i PCCi

di
L m v L v L R i

dt
 (5.42) 

1 1 1


 


    PCCi
i i DCi i PCCi i i PCCi

di
L m v L v L R i

dt
 (5.43) 

where 𝑚௜
ఈ and 𝑚௜

ఉ are stationary reference frame modulation indices of the ith inverter, Li 

is the filter inductance of the ith inverter, and Ri is the filter resistance of the ith inverter. 

Similarly, expression of the derivates of the stationary reference PCC voltages 𝑣௉஼஼௜
ఈ  and 

𝑣௉஼஼௜
ఉ  in equations (5.40) and (5.41) are given as (5.44) and (5.45). 


 PCCi
PCCi

dv
v

dt
 (5.44) 


PCCi
PCCi

dv
v

dt
 (5.45) 

where ω is the angular frequency of the network. Therefore, substituting (5.42), (5.43), 

(5.44) and (5.45) into (5.40) and (5.41) results in the time varying MIMO state-space 

system given by (5.46). The system is time varying because the stationary reference 

modulation indices 𝑚௜
ఈ and 𝑚௜

ఉare multiplied by the PCC voltages. In addition, this MIMO 

state space control inputs are coupled in both states.  

21
1 2

1
0.5

   

   









 
         

               
  

i

ii i i DCi PCCi i DCi PCCi PCCi
i

ii i i i DCi PCCi i DCi PCCi

dP
PR L m v v m v v vdt L
QdQ R L m v v m v v

dt

 
(5.46) 
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where ‖𝑣⃗௉஼஼௜‖ଶ
ଶ is the L2 norm of 𝑣⃗௉஼஼௜. However, if the two inputs are defined as (5.47) 

and (5.48), then, the state-space in (5.46) transform into a simple linear time invariant (LTI) 

MIMO state-space as (5.47). 

2

2

     


Pi i DCi PCCi i DCi PCCi PCCiu m v v m v v v  (5.47) 
    Qi i DCi PCCi i DCi PCCiu m v v m v v  (5.48) 

1
1

1
0.5









 
        

             
  

i

Piii i
i

Qiii i i

dP
uPR Ldt L
uQdQ R L

dt

 (5.49) 

now, consider the error on the instantaneous active and reactive power for the ith inverter 

as (5.50) and (5.51), 

 Pi Refi ie P P  (5.50) 
 Qi Refi ie Q Q  (5.51) 

where PRefi  is the reference commanded active power and QRefi is the reference commanded 

reactive power. Moreover, the cancellation of the coupling terms in (5.49) is achieved by 

taking the following control law that includes feedback and feedforward as (5.52) and 

(5.53). 


FeedbackFeedforward

2 2 Pi i i i Piu L Q L v  
(5.52) 


Feedforward Feedback

2 2  Qi i i i Qiu L P L v  
(5.53) 

The feedback term vP in (5.52) is obtained with a Proportional Integral (PI) controller as 

(5.54) that tracks the desired active power reference.  

0

( )
t

Pi Ppi Pi Pii Piv K e K e d     (5.54) 

Similarly, the feedback term vQ in (5.53) is deduced with a PI controller as (5.55), this PI 

controller assures tracking the desired reactive power reference. 

0

( )
t

Qi Qpi Qi Qii Qiv K e K e d     (5.55) 
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Moreover, substituting (5.54) into (5.52) and then placing the resulting expression into 

(5.49) yields the error dynamics of the active power that is given by (5.56). 

 1

0

( )
t

Pi
Ppi i i Pi Pii Pi

de
K RL e K e d

dt
       (5.56) 

Likewise, inserting (5.55) into (5.53) and then substituting the resulting expression into 

(5.49) yields the error dynamics of the reactive power as (5.57).  

 1

0

( )
t

Qi
Qpi i i Qi Qii Qi

de
K RL e K e d

dt
       (5.57) 

The active and reactive power error dynamics in (5.58) and (5.59) indicate that if the 

controller gains KPpi, KPii, KQpi and KQii are positive, the primary control layer is 

exponentially globally asymptotically stable. This is proved by linear quadratic Lyapunov 

stability theorem as follows, (5.56) and (5.57) are expressed by the state-space (5.58). 

4 4 x 4

 

 ,



 

 
  

 

i

i i

i i

i

CL

CL CL

CL CL

T

QiPi
CL Pi Qi

dx
A x

dt

x A

dede
x e e

dt dt

   (5.58) 

 

 

1

1

0 1 0 0

0 0

0 0 0 1

0 0





 
 
   

  
 
    

i

Pii Ppi i i

CL

Qii Qpi i i

K K R L
A

K K R L

 

Then, to prove the stability of the closed loop control, the selection of a positive definite 

symmetrical matrix (𝑄஼௅೔
∈ ℝସx 4), results in a positive definite symmetrical matrix (𝑃஼௅೔

∈

ℝସx 4) for satisfying the (5.59). 

0  
i i i i i

T
CL CL CL CL CLP A A P Q  (5.59) 

To show this, the selection of 𝑄஼௅೔
= 𝐼ସx 4( 𝐼ସx 4 is the identity matrix with dimension of 

4x4) which is a positive definite symmetrical matrix. The solution of (5.59) will be as given 

in (5.60).  
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11 12

12 22

11 12

12 22

0.5 0 0

0.5 0 0

0 0 0.5

0 0 0.5

  
    
  
 

   

iCLP  (5.60) 

   
   

2 12 1 1 1 1
11 12 22

2 12 1 1 1 1
11 12 22

 , , 1,

 , , 1

   

   

          

          

Pii Ppi i i Pii Pii Pii Ppi i i

Qii Qpi i i Qii Qii Qii Qpi i i

K K R L K K K K R L

K K R L K K K K R L
 

If the parameters KPpi, KPii, KQpi and KQii are designed respecting the conditions shown in 

(5.60), 

1 10 ,  0, 0 ,  0      Ppi i i Pii Qpi i i QiiK R L K K R L K  (5.61) 
Then, 𝑃஼௅೔

≻ 0 (i.e., positive definite symmetrical matrix since all leading minors and the 

determinant are positive). Therefore, the equilibrium point (0, 0, 0, 0) is globally 

exponentially asymptotically stable. Hence, convergence of the error dynamics to the 

equilibrium point (0, 0, 0, 0) means the original system is converging to (PRefi, 0, QRefi, 0) 

as t → ∞. The Lyapunov candidate energy function is mathematically described in (5.62). 

 
   

   

,  

0 ,  0

   0 , 0



 



 

 



i i i i i

i i

i i i i i i

i

i i

i i

i i

i

T
CL CL CL CL CL

CL CL T T
CL CL CL CL CL CL

CL

CL CL

CL CL

CL CL
CL

V x x P x

dV x
x P A A P x

dx

A P

dV x
V x

dx

 (5.62) 

To retrieve the original system inputs which are the inverter stationary reference 

modulation indices 𝑚௜
ఈ and 𝑚௜

ఉ, 

 2
1

2
2

1

2

1  

  





                 




PCCiPi DCii PCCi PCCi

i PCCi PCCiPCCi Qi DCi

u v vm v v

m v vv u v
 (5.63) 

L2 norm ‖vሬ⃗ ୔େେ୧‖ଶ in (5.63) is ‖vሬ⃗ ୔େେ୧‖ଶ ∈ R in network stable conditions, since 𝑣⃗௉஼஼௜ is 

well-posed and the signals 𝑣௉஼஼௜
ఈ  and 𝑣௉஼஼௜

ఉ  are always orthogonal. Finally, the modulation 

index that controls the single-phase grid-feeding inverter is given as (5.64). 
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 1 1




 
  

 
i

i

i

m
m

m
 (5.64) 

The controller structure is illustrated in Figure 5.3. 

5.6.2. Implication of L2 Norm Im{llvPCCill2}in Unstable PEDG Conditions Induced By 

Cyber Intruder Set-Points 

The impact of unstable network conditions can be understood from the conditions where 

the L2 norm ‖𝑣⃗௉஼஼௜‖ଶ of (5.63) is non-real or the existence of the active and reactive power 

measurement for the primary controller feedback in (5.38) and (5.39). Specifically, when 

there is an ill-posed local PCC voltage imposed on the terminals of the grid-feeding inverter 

due to a cyber-attacker requesting malicious set-points at the secondary control layer, the 

L2 norm expressed in (5.65) belong to the complex subspace. 

 
2 2

2

2
Im 0

   







PCCi PCCi PCCi

PCCi

v v v

v
 (5.65) 

L2 norm ∈ ℂ means singularity, which results in non-existing stationary reference 

modulation indices (i.e., no solution for (5.63)). Also, with no PCC voltage, measuring the 

active and reactive power by (5.38) and (5.39) for the primary controller feedback will not 

be possible. Hence, these unstable conditions will cause PEDG DEGs operation failure. 

Hence, this proves that any instability witnessed in this PEDG is originated from unstable 

network conditions and not from the primary control layer. 

5.6.3. Morphism Terminology Linked to Safe Operation Region 

A morphism is a structure-preserving map from one mathematical structure to another 

mathematical structure. In contemporary mathematics, the terminology morphism is an 

abstraction for any sort of mapping concept. For example, in linear algebra, the linear 
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transformation is a special type of morphism that provides a linkage between two different 

linear systems, in topology, a continuous function is a morphism that provides an image of 

a specific quantity to another quantity. For example, the voltage (𝑣ோ) and current (𝑖ோ)  

relation across a resistor (R) are described by the two morphisms h in (5.66) and w in (5.67) 

that are ℂ → ℂ mappings. 

: ,  RRh v i   (5.66) 
: ,  RRw i v   (5.67) 

Trivially, the morphisms h and w are described deterministically in closed-form functions 

by Ohm’s Law in (5.68) and (5.69) for a specific special case of a linear Ohmic resistor. 

However, the morphisms that are presented in (5.66) and (5.67) are abstraction of these 

structure-preserving maps from one mathematical structure (𝑣ோ) to another mathematical 

structure (𝑖ோ), or vise-versa. 

( )  RR Rvh i i R   (5.68) 
1( )  RR Rw i v Rv   (5.69) 

In other words, morphism is a generalization of all mapping used in different mathematical 

fields in the sense that the mathematical objects involved are not necessarily sets. In fact, 

the connections between them may be somewhat other than maps. Even though, intuitively 

the morphisms between the objects of a given category must behave equally to maps. In 

this chapter these concepts are borrowed for cyber intrusion detection and two morphisms 

are described that are extension of the 𝑃 − 𝑉 curve and its inverse in the following 

subsections. 

5.6.3.1. Morphism 1“Generlization of the P-V Curve Inverse”   

For each PCC bus when operating in the SOR this property holds. 
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2
1 1

2
: , , , , ,  


N
PCCi PCC PCC PCCN PCCNf v P Q P Q    (5.70) 

(5.70) means there is some sort of mathematical mapping (i.e., morphism) that transforms 

the real-valued L2 norm ‖𝑣௉஼஼௜‖ଶ to real-valued set-points 

⟨𝑃௉஼஼ଵ, 𝑄௉஼஼ଵ, … , 𝑃௉஼஼ே , 𝑄௉஼஼ே⟩. Morphism 1 cannot be derived in closed-form. In this 

chapter, it is structure by being an ℝ to ℝ2N mapping is observed from measuring the 

imaginary-part of the L2 norm ‖𝑣⃗௉஼஼௜‖ଶ. 

5.6.3.2. Morphism 2 “Generalization of the P-V Curve” 

 For each PCC bus when operating in the SOR this property holds. 

2
1 1

2
: , , , , ,  


N

PCCiPCC PCC PCCN PCCNg P Q P Q v   (5.71) 

 (5.71) is a generalization of the 𝑃 − 𝑉 curve used for stability analysis to morphism. This 

morphism is describing that the set-points ⟨𝑃௉஼஼ଵ, 𝑄௉஼஼ଵ, … , 𝑃௉஼஼ே , 𝑄௉஼஼ே⟩ that are real-

valued are transformed to real-valued L2 norm ‖𝑣⃗௉஼஼௜‖ଶ. Morphism 2 is an alternative for 

the secondary layer when the dispatched set-points are not trusted. 

5.6.4. Proof On L2 Norm Non-Zero Imaginary Value Indicates That the Set-Point 

Requested From The Upper Layer Belongs To Unstable Operation Region (UOR) 

The theoretical proof behind having a none-zero imaginary part in the L2 norm of the 

local PCC voltage results in concluding that the set-points belong to unstable operation 

region (UOR) can be understood from the following example of Figure 5.5 network. The 

stability margin found from a 𝑃 − 𝑉 curve at PCC bus i by change in it self-set-point is 

described here for a given Thevenin representation. Consider (5.72), 

2

2 2
2 2 4

  
 Thi Thi

PCCi Thi PCCi

V V
v R P  (5.72) 
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(5.72) is an example of Morphism 2, the stability margin is found at a specific self-set-

point (𝑃௉஼஼௜) when the condition (5.73) happens. 

2


 



PCCi

PCCi

v

P
 (5.73) 

Then, (5.73) is expanded to (5.74). 

2

2

22
4


  





PCCi Thi

PCCi
Thi

Thi PCCi

v R

P V
R P

 
(5.74) 

This means that the stability margin at bus i due to change at it self-set-point (𝑃௉஼஼௜) is 

according to the following inequality shown in (5.75). 

 

2 2

2 2,
4 4

    Thi Thi
PCCi Stability Bound

Thi Thi

V V
P P

R R
 (5.75) 

now, the stability margin of PCC bus i with respect to variation of the active power set-

point at an adjacent bus j (𝑃௉஼஼௝) can be deduced by the same reasoning. Following the 

 

 
Figure 5.13. Stability margin observation from the developed generalized 𝑃 − 𝑉 curves at local PCC bus 3 
(llvPCC3ll2) (i.e., Morphism 2) showing that the after the stability margin the structure of Morphism 2 is not 
sustained from ℝ2N to ℝ. 
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analogy, the stability margin of PCC bus i with respect to change of the active power set-

point at adjacent PCC bus j (𝑃௉஼஼௝) is direct resultant from (5.76). 

2

2

  or   0
 

  
 


PCCi PCCj

PCCj PCCi

v P

P v
 (5.76) 

Equation (5.76) is expanded into (5.77).  

2

2 2

2

2

1

2
4

4



  
   

 


 Thi
Thi

PCCi Thi PCCj

PCCj PCCj
Thi

Thi PCCi

V
V

v V P

P P V
R P

 (5.77) 

Solving (5.77) is not trivial. This is because there is no closed-form solution for Thevenin 

voltage and thereby there is no way to express the derivative of the ith PCC bus voltage 

with respect to the jth PCC bus active power set-point. Nevertheless, for a given network 

that is shown in Figure 5.5 for instance, a derivation concept is provided for the Thevenin 

voltage expression as function of nearby buses excluding self-set point is provided in the 

developed morphism 2. The internal PCC buses in Figure 5.5 are described by the 

manifolds (5.78) and (5.79). 

3 2 3

2

2 22 2
2 2 22

2

12 2
2 32 2

2 4

where 
4 2



  

 
     
 
 

 Th Th
PCC Th PCC

g g

Th Th PCC Th Th g

V V
v R P

V V
V R P R R V

 (5.78) 

2

2

3 32 2
3 3 32

2

2 2
3 22

2 4

where 
4 2

  

  

 Th Th
PCC Th PCC

g g
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 (5.79) is an example on the proposed generalized 𝑃 − 𝑉 curve (i.e., Morphism 2) for the 

internal PCC bus 3 in the network in Figure 5.5. Furthermore, this Morphism 2 is plotted 

in Figure 5.13. Specifically, the Morphism 2 structure preservation is not sustained as seen 
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in Figure 5.13 after passing the set-point that belongs to the UOR.  Moreover, the stability 

margin can be found in closed-form as in (5.80) for bus 3 with respect to bus 2 of Figure 

5.5 network. 
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The closed-form solution of (5.80) is expressed in simplified form as (5.81), 

3 2

2

where

 


 


PCC

PCC

v

P  (5.81) 

2

2

2

2

2 2
2

2

2 2 2
2

2 2
2

3 3
2

2 2
2

3 3

2

2
2 3

22 22 2

2

2

4
2

4

2 4

2

4

2 4

4,
16 4

4

8

  
                       

  
        

 

 

 

 


  

g g

Th PCC
g g

Th PCC

Th

PCC Th

g g

Th PCC

PCC Th

g

g Th PCC Th P
g Th g PCC

V V
R P

V V
R P

R
P R

V V
R P

P R

V
V R P R PV R V P 2

2

2

2
2 2

2

2
3 3 2

4

4

4



 

g

CC Th PCC

g

PCC Th Th PCC

V
R P

V
P R R P

 

now, 𝑃௉஼஼ଶ value that makes 𝜕𝑃௉஼஼ଶ 𝜕‖𝑣⃗௉஼஼ଷ‖ଶ⁄  equal to zero in (5.81) is the stability 

margin for bus 3 with respect to active power change at bus 2 of Figure 5.5 network. 

Unfortunately, this involves polynomial with an order higher than 5, finding the 
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deterministic roots of this polynomial is not feasible. This is proved by the fundamental 

theorem of Galois [143]. Galois theory provides a connection between field theory and 

group theory. This connection allows reducing certain problems (i.e., polynomial roots 

finding for our case) in field theory to group theory such as permutation group of their roots. 

By Galois theory, it was proven that for a polynomial roots’ to be solvable by radicals and 

the main operations addition, subtraction, division, and multiplications; the order of the 

polynomial must be less than 5. Alternatively, instead of seeking for 𝑃௉஼஼ଶ that makes the 

𝜕𝑃௉஼஼ଶ 𝜕‖𝑣⃗௉஼஼ଷ‖ଶ⁄  equal to zero, the imaginary part of this derivative can be plotted by 

spanning the active power set-point (𝑃௉஼஼ଶ). The stability margin can be predicted by 

observing a non-zero imaginary part existence. The initial active power set-point where the 

imaginary value observed in 𝜕𝑃௉஼஼ଶ 𝜕‖𝑣⃗௉஼஼ଷ‖ଶ⁄  is the stability margin. This can be seen in 

Figure 5.14 for the network example Figure 5.5. In more details, when 𝑃௉஼஼ଷ= -7 kW, the 

stability margin of PCC bus 3 is -7.5 kW. Meaning that, PCC bus 2 can sink maximumly 

 

 
Figure 5.14. Stability margin prediction by observing the real and imaginary parts of ∂PPCC2/∂llvPCC3ll2  
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7.5 kW before PCC bus 3 reaches to instability. Note that, observing the imaginary part in 

Figure 5.14 shows that after the stability margin the function has a non-zero value but before 

hitting the stability margin the imaginary part was always zero. This gives an advantage to 

check whether the set-point will produce an instable voltage situation just by looking at the 

imaginary part of this derivative. Note that, real-valued functions cannot produce a 

derivative that has a non-zero imaginary part. In other words, even though these stability 

margins are deduced from the derivatives of Morphism 2, the structural preservation of the 

Morphism 2 is not preserved when a non-zero imaginary part is observed at the derivative 

of these morphisms. Meaning that, the results are valid to provide a conclusion about the 

structure of Morphism 2. 

5.6.5. The Two Point Impedance Theory Used in Morphism 2 Analysis   

This two-point impedance theory was developed to anticipate possible LC resonance 

excitation modes in a general impedance network by finding the vanishing eigenvalues in 

[175], [176]. The theory is leveraged to evaluate the equivalent impedance for simplifying 

the reduction of the network for developing Morphism 2.   

At any reduction stage in developing Morphism 2 for any targeted bus the network, 

denoted by ℒ, which consists of 𝑁 nodes numbered as α = 1, 2, … 𝑁. For a given current 

configuration, 𝚤̇⃗, the effective impedance between two general points, p and q (𝑍௣௤) can be 

obtained after solving the Kirchhoff equation of the network expressed in equation (5.82). 

Y 


v i  (5.82) 
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where Y is the admittance matrix (i.e., the Laplacian matrix from a graph theoretic point of 

view), and 𝑣⃗ equals the network of node voltages. Specifically, the effective impedance 

between p and q points is given by 

/ ( )   





p q
pq

p p

V V
Z

I
 (5.83) 

(5.83) depends on the fact that the admittance matrix, (Y) is invertible. Nevertheless, 

because the admittance matrix is a symmetrical matrix, Y matrix is always singular (i.e., 

determinant Y matrix is equal is to zero).  

The singularity issue of admittance matrix Y is resolved by modifying equation (5.82) into 

equation (5.84). 

Y( ) ( )  


v i  (5.84) 
where the modified matrix Y(𝜀) is composed of the original admittance matrix, Y, in 

addition to elements of value, 𝜀, imposed on all the diagonal entries of Y as equation (5.85). 

Y( ) Y I     (5.85) 
where I is the identity matrix. After that, the modified admittance, Y(𝜀), is not singular. 

Linear algebra theories can be applied to find the inverse of Y(𝜀).The final step is to push 

the limit of the parameter, 𝜀, to reach zero. No divergent solutions are expected to happen, 

as the system should have a valid physical solution. However, because the admittance 

matrix, Y(𝜀), is complex, valued, and symmetrical, then (5.86) is true.   

† *Y ( ) Y ( ) Y( )     (5.86) 
where Yற(𝜀) is the Hermitian conjugate of Y(𝜀), and Y∗(𝜀) is the complex conjugate of 

Y(𝜀). Hence, due to the property of (5.86), Y(𝜀) is a non-diagonalizable matrix. An 

alternative approach to find the eigenvalues and eigenvectors of the admittance matrix, 

Y(𝜀), is by considering the matrix, Yற(𝜀)Y(𝜀), which is diagonalizable (5.87).  
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†Y ( )Y( ) ( ) ( ) ( ), 0, 1, 2,...,               N  (5.87) 

The first eigenvalue is 𝜎ଵ(𝜀)= 𝜀ଶ, and the first eigenvector is 𝜓ଵ(𝜀)= [1,1, . . . ,1]்/√𝑁. 

The eigenvalues, 𝜎ఈ(𝜀), and eigenvectors, 𝜓ఈ(𝜀) of Yற(𝜀)Y(𝜀) can be converted to 

eigenvalues and eigenvectors of the admittance matrix, Y(𝜀), as (5.88). 

( ) *Y( ) ( ) ( ) ( ), ( ) Real, 1,2,..., 
            ju e u N  (5.88) 

Therefore, Y(𝜀) is diagonalizable by the transformation expressed in (5.89).  

 

(5.89) 

where U(𝜀) is unitary matrix with columns consisting of 𝑢ఈ(𝜀) , and Δ(𝜀) is diagonal 

matrix with diagonal entries of ඥ𝜎ఈ(𝜀)𝑒௝ఏഀ(ఌ). Therefore, the inverse of the admittance 

matrix Y(𝜀) is as (5.90). 

1 1Y ( ) U( ) ( )U ( )      T   (5.90) 
Finally, (5.83) is solved to obtain (5.84) by using (5.90) as (5.91). 
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  (5.91) 

where 𝑢ఈ௣(𝜀) is the pth component of eigenvector, 𝑢ఈ(𝜀). 

5.7. Conclusion 

The overall objective of this chapter is to realize an IDS for a multi-layer controlled 

PEDG to improve the situational awareness feature. This situational awareness 

enhancement results in improved cybersecurity against malicious set-points requests for 

the upper layer. Firstly, a mathematical theory is developed for deriving a safe operation 

region for multiple point of common coupling (PCC) buses. This mathematical theory 

extends the stability margins deduced from 𝑃 − 𝑉 curves to generalized morphisms. 

Particularly, there are two morphisms for each PCC bus when operating in the safe 

U ( )Y( )U( ) ( )T     
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operation region: (Morphism 1) PCC bus voltage mapped to network set-points that is ℝ 

to ℝ2N mapping, and (Morphism 2) network set-points mapped to the PCC bus voltage that 

is ℝ2N to ℝ mapping.  Morphism 1 is used for anomaly detection originating from the 

secondary layer dispatched set-points manipulation. Explicitly, observation of a non-zero 

imaginary-part in the PCC voltage L2 norm is evidence of an anomaly. Morphism 2 is 

utilized for independent decision making at the primary layer of the DEG during cyber 

intrusion scenarios. In other words, Morphism 2 is an alternative for the secondary layer 

when the dispatched set-points are not trusted. Finally, two scenarios were simulated 

illustrating the effectiveness of the proposed theory. 
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Chapter 6  

6. Corrective Action Post Cyberattack Operation Based on 

Consensus Dynamics Control 

6.1. Post-Attack Operation  

This chapter presents an event-triggered consensus distributed control scheme for 

multiple grid-following inverters (GFLIs) in a power electronics-dominated grid (PEDG). 

The main objective is to address the voltage and frequency stability for network of GFLIs 

in stealthy-cyberattack scenarios on the grid configuration shown in Figure 6.1. 

Particularly, the considered stealthy-cyberattack scenario is when the centralized 

secondary control layer dispatched set-points are compromised. The objective of the 

proposed event-triggered consensus distributed control is to regain normal point of 

common coupling (PCC) voltage and frequency levels in the PEDG. This is accomplished 

through distributing the reactive and active power among the GFLIs to correct the 

frequency and the voltage of the network. This consensus distributed control is validated 

with 5 different scenarios (see Figure 6.2(a)-(e)) demonstrating that the GFLIs are capable 

to operate independent of the secondary control layer. 

6.2. Background about Consensus Dynamics Control in Power Systems 

The legacy power system is evolving progressively toward the PEDG paradigm [131]. 

In fact, the grid-edge network now, with the support of GFLIs, can generate power. It is 
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projected that the utilization of GFLIs will create phenomena with fast-time scale dynamics 

that previously were not observed in the power grid [177]. Consequently, more rigorous 

control schemes are developed to optimize the power exchange between the grid-edge 

assets and the upper grid. For instance, the multi-layer-controlled PEDG is a good 

candidate for operating the grid-edge network. In this control, the primary layer of the 

GFLI’s receives optimally dispatched set-points from the centralized secondary control 

layer (see Figure 6.1). This centralized control layer sent optimized set-point obtained 

using forecasted data for optimal frequency and voltage profile operation [178].  

Nevertheless, this futuristic grid layout is vulnerable to cyber-attacks as more dispersed 

energy generation are deployed. For instance, security violations in the cyber-layer have 

an instantaneous impact on the physical layer, which disturbs nominal operation. A stealthy 

cyberattack spreads slowly compromising the cyber-layer and may remain hidden from 

intrusion detection systems until a tipping point when the grid voltage and frequency 

restoration become infeasible. The scope of this chapter is to provide an alternative control 

that can operate the PEDG without relying on the centralized secondary control layer. This 
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Figure 6.1. Multi-layered controlled PEDG with stealthy attacker compromising the secondary control layer 
and showing that the GFLls are distributing the active and reactive power reference generated from 
correcting he main PEDG PCC bus voltage and frequency through a specific mesh graph.  
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alternative distributed control is based on consensus dynamics theory. Consensus control 

is an agreement control where all participating agents exchange information to reach a 

common specified target collectively. This theory is intersection of systems theory with 

graph theory. Mathematically, the consensus control is an unforced dynamical system that 

is governed by the interconnection topology and the initial condition for each participating 

agent. In power system, consensus control has been introduced in [179], for forcing 

 

  

 

(a) (c) 

  
(b) (d) (e) 

Figure 6.2. Consensus dynamics control cyber layers layout tested in this chapter: (a) scenario 1, (b) scenario 
2, (c) scenario 3, (d) scenario 4, and (e) scenario 5.  
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multiple distributed energy resources to agree on the active power set-point requested at 

primary bus interconnecting the distribution system to the transmission system. Likewise, 

the same concept is utilized in [180] for distributing the reactive power requested by 

transmission system among distribution system distributed energy resources. These 

consensus controls are model free and have the benefit of no requirement of knowing the 

 

 
Figure 6.3. 𝑃 − 𝑓 and 𝑄 − 𝑣 coupling dynamics upper grid modelling for the scenarios testing the consensus 
dynamics control. 
 

Jkpkq τ PRefQRef

PGov

PRef

Pinv

2π 
X

X
2π 

u-1

ʃ
X

2π 

fRef

J

kp

𝜔t

1/2π 

ʃ

f

Active Power 
& Reactive 
Power

QField

Qinv

2π 
X

X
2π 

u-1

ʃ
X

τ 
kq

QRef

vdRef

vinvRef

ʃ

k i
G

ov

k p
G

ov

f

fRef

ʃ

k i
F

ie
ld

k p
F

ie
ld

llvinvll2

vinvRef

Transformation 
& Measurements

iinviPCCvinvvPCC

llvinvll2Pinv

vdRef

m

iinv
dqiPCC

dqvinv
dqvPCC

dqf𝜔tvDC

Voltage, Current Control, & Current Limiter 
IIImaxII2

-

CDC

Lf Lg

Cf

iinv iPCC

vinv

A

B

+

-vDC vPCC

H-Bridge

PC
C

+

R
es

t 
of

 t
h

e 
G

ri
d

-
E

d
ge

 N
et

w
or

k

Qinv

f

𝜔t

m
P-f and Q-v  Coupling 

Dynamics Upper Grid Emulator



188 
 

 

detailed modeling of the distribution system. In fact, this control is based on simple integral 

control that is practical and acceptable in the industry [181]. This chapter is utilizing a 

similar concept; however, the consensus agents agree on forcing the PEDG main PCC bus 

to stay within acceptable frequency and voltage levels during different events 

independently of the secondary control layer.  

 

 
Figure 6.4. 𝑃 − 𝑣 and 𝑄 − 𝑓 coupling dynamics upper grid modelling for the scenarios testing the consensus 
dynamics control. 
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6.3. Event-Triggered Consensus Distributed Control Scheme 

Formulation  

Consider the PEDG Network depicted in Figure 6.1, during a stealthy-cyberattack 

scenarios the dispatched set-points of the centralized secondary control layer are 

disregarded. Then, the GFLIs operate in a way that the PCC bus regains normal frequency 

and voltage through an alternative secure communication link. This is achieved by the 

controller in (6.1).  

 
 2

ˆ

ˆ

 
   
   
      

Ref
Ref

f PCC PCC

Ref
Ref v PCC PCC

dQ
k f fdt

dP k v v
dt

 (6.1) 

where 𝑘௙ is the integral gain that corrects the frequency through reactive power control, 𝑘௩ 

is the integral gain that corrects the voltage through active power control, 𝑓௉஼஼
ோ௘௙ is the 

reference frequency, 𝑓መ௉஼஼
  is the measured frequency, 𝑣௉஼஼

ோ௘௙ is the reference voltage, 

‖𝑣ො௉஼஼
 ‖ଶ is the measured 𝐿ଶ norm of the main PEDG main PCC bus voltage. Moreover, 

the GFLIs are communicating with each other through an undirected and connected graph 

of 𝒢 = (𝒱, ℇ), 𝒱 = {1, … , 𝑛} with Laplacian matrix ℒ. The event-triggered consensus 

distributed post-attack control is described by (6.2) for 𝑖 = 1, … , 𝑛.  

 

 

 

 





                               





i

i

PCCi Q i Ref ij PCCj PCCi i PCCi
j

PCCi

P i Ref ij PCCj PCCi i PCCi
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dQ k Q Q Q Q
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dP
k P P P Pdt








 (6.2) 

The parameters 𝛾௜ and 𝜇௜ are vector whose value is all zero except for the GFLIs that are 

receiving direct communication of the vector [𝑄ோ௘௙ 𝑃ோ௘௙]் (i.e., These GFLIs are the 

consensus control leading GFLIs and any other GFLI is considered as a nonleading GFLI). 
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Note that, the assure the correct operation and avoid mixing the dynamics of frequency and 

voltage restoration with the consensus control the gains 𝑘௙ and 𝑘௩ must be faster than the 

gains of the consensus dynamics control 𝑘ொ and 𝑘௉. Furthermore, regarding the stable 

range of the frequency and voltage restoration gains 𝑘௙ and 𝑘௩, the closed loop control 

plant is always stable, the gain amount just assures faster convergence to the references 

required to be distributed by the consensus control among the GFLIs. Moreover, to model 

the upper grid after the main PEDG PCC bus with different dynamical degree of coupling 

between voltage, frequency, active power, and reactive power, two universal grid-forming 

inverters with inertia, tau, droop gains, and power limiters considered as degrees of 

freedom. The first universal grid-forming inverter in Figure 6.3 is to emulate 𝑃 − 𝑓 and 

𝑄 − 𝑣 coupling dynamics. This grid-forming inverter under active load disturbances 

 

 

  

Figure 6.5. Current control of the GFLIs used in the consensus dynamics control validation scenarios. 
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produce frequency deviations, and for reactive load disturbances will cause voltage 

deviations. The second universal grid-forming inverter in Figure 6.4 has reverse dynamics 

as 𝑃 − 𝑣 and 𝑄 − 𝑓. This grid-forming inverter under active load disturbances causes the 

voltage of the network to change, while, under reactive load disturbances the frequency of 

the network will be influenced. Regarding the primary current control of the GFLIs, the 

control is depicted in Figure 6.5. This control was developed in Chapter 2 which is PLL-

less with adaptation feature to the frequency of the network. 

6.4. Validations Scenario with Stability Analysis 

6.4.1. Validation Scenario 1: Two GFLIs in Radial Network with Cyber Layer Layout 

of Figure 6.2(a) 

Consider a radial network where the two integral controllers that corrects the frequency 

and the voltage in (6.1) and (6.2) are communicating with the PCC bus 1 GFLI1 directly 

(see Figure 6.1(a)). Then, the GFLI1 at PCC bus 1 is communicating with PCC bus 2 GFLI2 

(see Figure 6.2(a) for the cyber layer of this scenario). This system can be formulated with 

the following state-space in (6.3) utilizing (6.2). 
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The operation set-points decided by the distributed control for the GFLI1 at PCC bus 1 are 

derived from the inputs of the state-space (6.3), as the following (6.4) and (6.5).  

 1 2
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( ) ( )
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This is found from the selection of an appropriate 𝐶 output matrix and utilizing   
௬(௦)

௨(௦)
=

𝐶(𝑠𝐼 − 𝐴)ିଵ𝐵. Then, GFLI2 at PCC bus 2 formulate its set-points from the operation set-

points of the GFLI1 at PCC bus 1 as (6.6) and (6.7). 
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PCC PCCP s P s
s

 (6.7) 

The stability of the consensus dynamics control is investigated simply by checking the 

eigenvalues of the state space in (6.3). These eigenvalues provide evidence on the internal 

stability of the consensus control indicating the allowable range of the consensus control 

gains 𝑘ொ and 𝑘௉. Therefore, the eigenvalues of the consensus control produce a Hurwitz 𝐴 

matrix in (6.3) if the conditions below (6.8)-(6.11) are satisfied. 
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Furthermore, regarding the reachability of consensus dynamics nonleading GFLIs, firstly 

it can be seen that the gains that guarantees making the matrix 𝐴 in (6.3) Hurwitz, is also 

the same eigenvalues of the leading GFLI consensus dynamics. However, for nonleading 

it can be deduced from (6.6) and (6.7) that both active and reactive power dynamics for the 

nonleading GFLI has a pole at -1. This conclude that the consensus control is stable in the 

 

 
Figure 6.6. Range of consensus gain 𝑘ொ that guarantees BIBO stability 
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Figure 6.7. Range of consensus gain 𝑘ொ that guarantees BIBO stability that produce oscillatory behavior. 
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sense of Bounded Input and Bounded Output (BIBO). In fact, assuring the Hurwitz stability 

property is sufficient to conclude BIBO stability. Furthermore, the example of the range of 

the consensus gain that produce a Hurwitz system with BIBO stability is plotted in Figure 

6.6 for inequalities (6.8) and (6.9). Figure 6.6 depicts that for consensus gain 𝑘ொ in range 

(0, 2] the response of the system is Hurwitz with no oscillatory sinusoidal behavior. 

However, the for consensus gain 𝑘ொ in range [2, ∞) the response is Hurwitz but with an 

oscillatory sinusoidal behavior that is damped quickly if the consensus gain is high as 

evident in Figure 6.7. Note that, the conclusion regarding the gain of the active power 

dynamics consensus gain 𝑘௉ is identical to 𝑘ொ due to the symmetry in the in the inequalities 

in (6.10) and (6.11) compared to (6.8) and (6.9).  

 

 
(a) (b) 

Figure 6.8. Scenario 1 the proposed distributed control performance under random disturbances in resistive 
radial PEDG with GFLI1 at PCC bus 1 and GFLI2 at PCC bus 2 with capacities of 20 kVA: (a) control is 
activated, and (b) control is deactivated. [frequency base is 60 Hz, voltage base is 171 V, active and reactive 
power base is 20 kVA] 
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This control is tested for operating the GFLIs independently from the upper layer in Figure 

6.8. Particularly, in the scenario 1 shown in Figure 6.8(a), the network is operating 

independently of the upper layer control and the target is to maintain the main PEDG PCC 

bus frequency and voltage in the nominal level. It is evident in Figure 6.8(a) that the GFLIs 

are participating in correcting the main PCC bus voltage and frequency. In contrast, Figure 

6.8(b) shows that when the event-triggered consensus distributed control is deactivated, the 

active load disturbances result in deviating the frequency. This example shows that the 

 

  

(a)              (b) 

Figure 6.9. Scenario 2 the proposed distributed control performance under random disturbances in resistive 
radial PEDG with five GFLI with the capacities of 20 kVA: (a) control is activated, and (b) control is 
deactivated. [Frequency base is 60 Hz, voltage base is 171 V, active and reactive power base is 20 kVA] 
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proposed event-triggered consensus distributed control can successfully operate 

independently without relying on a secondary control layer. 

6.4.2. Validation Scenario 2: Five GFLIs in Radial Network with Cyber Layer Layout 

Figure 6.2(b) 

In Figure 6.9, another example is considering for testing the proposed distributed control 

for a radial network with cyber layer layout as Figure 6.2(b). In this scenario, the network 

has five GFLIs. The integral control that corrects the frequency and voltage at the main 

PEDG PCC bus is communicating with GFLI at PCC bus 1, then PCC bus 1 is 

communicating with PCC bus 2, and PCC bus 2 with PCC bus 3, and so on (see Figure 

6.2(b) for the cyber layer of this scenario). As shown in Figure 6.9 (a) the proposed control 

can adjust the active and reactive power injected by GFLIs with targeting correct frequency 

and voltage levels at the main PEDG PCC bus. In contrast, when the consensus control is 

 

 

 
(a) (b) 

Figure 6.10. Scenario 3 the proposed distributed control performance under random disturbances in resistive 
radial PEDG reverse coupling dynamics 𝑃 − 𝑉 and 𝑄 − 𝑓 with GFLI1 at PCC bus 1 and GFLI2 at PCC bus 
2 with capacities of 20 kVA: (a) control is activated, and (b) control is deactivated. [frequency base is 60 Hz, 
voltage base is 171 V, active and reactive power base is 20 kVA] 
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deactivated in Figure 6.9(b) and with absence of the secondary control layer the frequency 

and voltage of the main PEDG PCC bus cannot be regulated. These results are evident that 

the proposed control can operate independently without the need for a secondary control 

layer when the upper layer is suspected to be compromised. Note that, in these scenarios 

the GFLI’s primary control is adaptive to frequency and the upper grid dynamics are 

represented by a grid-forming inverter with virtual inertia and tau of 5.067x10-3 kg/m2. 

Furthermore, this grid-forming inverter has coupling dynamics as 𝑃 − 𝑓 and 𝑄 − 𝑣. 

Moreover, regarding the stability of the consensus dynamics in this scenario, the leading 

GFLIs gains are described in (6.12)-(6.15).  

2

Re 1 1 0
2 4

       
  

Q Qk k  (6.12) 

2

Re 1 1 0
2 4

       
  

Q Qk k  (6.13) 

2

Re 1 1 0
2 4

       
  

P Pk k  (6.14) 

2

Re 1 1 0
2 4

       
  

P Pk k  (6.15) 

(6.16) and (6.17) described how leading GFLIs deduce their set-points. 
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For nonleading GFLIs the dynamics are as follows. 
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Meaning that, nonleading GFLIs has poles at -1. Concluding, that the consensus dynamics 

control in scenario 2 is BIBO stable. 

6.4.3. Validation Scenario 3: Two GFLIs in Radial Network with Reverse Coupling 

Dynamics 𝑷 − 𝑽 and 𝑸 − 𝒇 with Cyber Layer Layout Figure 6.2(c) 

This scenario is testing the operation of the GFLIs independently from the upper layer 

in Figure 6.10 with reverse coupling dynamics 𝑃 − 𝑉 and 𝑄 − 𝑓 with cyber layer layout as 

Figure 6.2(c)Figure 6.8. Particularly, in the scenario shown in Figure 6.10(a), the network 

is operating independently of the upper layer control and the target is to maintain the main 

PEDG PCC bus frequency and voltage in the nominal level. It is evident in Figure 6.10(a)  

 

 
(a) 

 
(b) 

Figure 6.11. Scenario 4 the proposed distributed control performance under random disturbances in 
distribution feeder with 42 GFLIs in a reverse coupling dynamics 𝑃 − 𝑉 and 𝑄 − 𝑓 with GFLIi at PCC bus i 
and GFLIi+1 at PCC bus i+1 with capacities of 20 kVA: (a) frequency at main PCC bus, and (b) voltage of 
the main PCC bus. [frequency base is 60 Hz, voltage base is 171 V] 
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(a) (c) 

  
(b) (d) 

Figure 6.12. Scenario 4 the proposed distributed control performance under random disturbances in 
distribution feeder with 42 GFLIs in a reverse coupling dynamics such as 𝑃 − 𝑉 and 𝑄 − 𝑓 with GFLIi at 
PCC bus i and GFLIi+1 at PCC bus i+1 with capacities of 20 kVA: (a) internal PCC bus GFLI active power 
from bus number 1 to 10, and (b) internal PCC bus GFLI active power from bus number 11 to 20, (c) internal 
PCC bus GFLI active power from bus number 21 to 30, and (d) internal PCC bus GFLI active power from 
bus number 31 to 42. [Active power base is 20 kVA] 

 

 

  
(a) (c) 

  
(b) (d) 

Figure 6.13. Scenario 4 the proposed distributed control performance under random disturbances in 
distribution feeder with 42 GFLIs in a reverse coupling dynamics such as 𝑃 − 𝑉 and 𝑄 − 𝑓 with GFLIi at 
PCC bus i and GFLIi+1 at PCC bus i+1 with capacities of 20 kVA: (a) internal PCC bus GFLI reactive power 
from bus number 1 to 10, and (b) internal PCC bus GFLI reactive power from bus number 11 to 20, (c) 
internal PCC bus GFLI reactive power from bus number 21 to 30, and (d) internal PCC bus GFLI reactive 
power from bus number 31 to 42. [Reactive power base is 20 kVA] 
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that the GFLIs are participating in correcting the main PCC bus voltage and frequency. In 

contrast, Figure 6.10(b) shows that when the event-triggered consensus distributed control 

is deactivated, the reactive and active load disturbances result in deviating the frequency 

and the voltage from nominal range. This shows that the proposed event-triggered 

consensus distributed control can operate independently without relying on an upper 

secondary control layer even in a network with reverse coupling dynamics 𝑃 − 𝑉 and 𝑄 −

𝑓. 

 

 
(a) 

 
(b) 

Figure 6.14. Scenario 4 the post-attack operation without the proposed distributed control performance under 
random disturbances in distribution feeder with 42 GFLIs in a reverse coupling dynamics 𝑃 − 𝑉 and 𝑄 −
𝑓 network with GFLIi at PCC bus i and GFLIi+1 at PCC bus i+1 with capacities of 20 kVA: (a) frequency at 
main PCC bus, and (b) voltage of the main PCC bus. [Frequency base is 60 Hz, voltage base is 171 V] 
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6.4.4. Validation Scenario 4: Distribution Feeder with 42 GFLIs in a Reverse Coupling 

Dynamics 𝑷 − 𝑽 and 𝑸 − 𝒇 with Cyber Layer Layout Figure 6.2(d) 

6.4.4.1. Post-Attack Operation with the Consensus Control  

This scenario is application of the consensus dynamics control on a distribution feeder 

with 42 internal PCC buses with 42 GFLIs communicating with each nearby GFLI (see 

Figure 6.2(d) for the cyber layer of this scenario). This network is designed to have reverse 

coupling dynamics (i.e., 𝑃 − 𝑉 and 𝑄 − 𝑓). In this scenario, random active and reactive 

loads disturbances occur to validate the capability of the GFLIs to collectively support the 

main PCC bus voltage and frequency. It is evident in Figure 6.11 (a) and (b) that the  

frequency and voltage are always restored to their nominal ranges by the support of the 

network GFLIs’ set-points changes through consensus control. Specifically, it is evident 

that the GFLIs active power set-points are supporting the voltage of the main PCC bus as 

depicted in Figure 6.12(a)-(d). In contrast, the GFLIs reactive power set-point is supporting 

the frequency of the main PCC bus as seen in Figure 6.13(a)-(d). This scenario shows that 

the consensus dynamics distributed control can operate a network with high penetration of 

GFLIs independently without the need for an upper secondary control layer. In fact, as the 

network becomes highly penetrated by GFLIs the restoration of the main PCC bus 

frequency and the voltage to nominal range is faster and more aggressive. Similarly, if the 

consensus dynamics communication graph produces a Hurwitz consensus 𝐴 matrix the 

system is always reachable in sense of BIBO stability even with high penetration of GFLIs. 
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(a) (c) 

  
(b) (d) 

Figure 6.15. Scenario 4 the post-attack operation without the proposed distributed control performance under 
random disturbances in distribution feeder with 42 GFLIs in a reverse coupling dynamics such as 𝑃 − 𝑉 and 
𝑄 − 𝑓 with GFLIi at PCC bus i and GFLIi+1 at PCC bus i+1 with capacities of 20 kVA: (a) internal PCC bus 
GFLI active power from bus number 1 to 10, and (b) internal PCC bus GFLI active power from bus number 
11 to 20, (c) internal PCC bus GFLI active power from bus number 21 to 30, and (d) internal PCC bus GFLI 
active power from bus number 31 to 42. [Active power base is 20 kVA] 

 
 

  
(a) (c) 

  
(b) (d) 

Figure 6.16. Scenario 4 the post-attack operation without the proposed distributed control performance under 
random disturbances in distribution feeder with 42 GFLIs in a reverse coupling dynamics such as 𝑃 − 𝑉 and 
𝑄 − 𝑓 with GFLIi at PCC bus i and GFLIi+1 at PCC bus i+1 with capacities of 20 kVA: (a) internal PCC bus 
GFLI reactive power from bus number 1 to 10, and (b) internal PCC bus GFLI reactive power from bus 
number 11 to 20, (c) internal PCC bus GFLI reactive power from bus number 21 to 30, and (d) internal PCC 
bus GFLI reactive power from bus number 31 to 42. [Reactive power base is 20 kVA] 
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6.4.4.2. Post-Attack Operation without Consensus Control  

The scenario in Figure 6.11, Figure 6.12, and Figure 6.13 is repeated but without 

activating the consensus dynamics control in Figure 6.14, Figure 6.15, and Figure 6.16. It 

is evident without activating the consensus control the main PCC bus voltage and 

frequency are not being restored to nominal values as seen in Figure 6.14 (a) and Figure 

6.14(b). Note that, random active power disturbances cause drifting the voltage of the main 

PCC bus. While random reactive power disturbances influence the frequency of the main 

 

 
(a) 

 
(b) 

Figure 6.17. Scenario 5 the proposed distributed control performance under random disturbances in 
distribution network in ring configuration with 42 GFLIs in a reverse coupling dynamics 𝑃 − 𝑉 and 𝑄 − 𝑓 
network with GFLIs of 20 kVA and the cyber layer is as Figure 6.2(e): (a) frequency at main PCC bus, and 
(b) voltage of the main PCC bus. [frequency base is 60 Hz, voltage base is 171 V] 
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PCC bus. This is because this distribution feeder has reverse dynamic coupling (i.e., 𝑃 − 𝑉 

and 𝑄 − 𝑓). The deactivation of the consensus control is evident in the waveforms of the 

GFLIs’ active and reactive power injection shown in Figure 6.15(a)-(d) for active power 

and Figure 6.16(a)-(d) for reactive power. This scenario shows the powerful contribution 

of the GFLIs in Figure 6.11, Figure 6.12, and Figure 6.13 in post-attack operation when 

the secondary upper layer control is lost compared to Figure 6.14, Figure 6.15, and Figure 

6.16.   

 

 
(a) 

 
(b) 

Figure 6.18. Scenario 5 the post-attack operation without the proposed distributed control performance under 
random disturbances in distribution network in ring configuration with 42 GFLIs in a reverse coupling 
dynamics 𝑃 − 𝑉 and 𝑄 − 𝑓 network with GFLIs of 20 kVA and the cyber layer is as Figure 6.2(e): (a) 
frequency at main PCC bus, and (b) voltage of the main PCC bus. [frequency base is 60 Hz, voltage base is 
171 V] 
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6.4.5. Validation Scenario 5: Distribution Network in Ring Configuration with 42 

GFLIs in a Reverse Coupling Dynamics 𝑷 − 𝑽 and 𝑸 − 𝒇 with Cyber Layer Layout of 

Figure 6.2(e) 

6.4.5.1. Post-Attack Operation with the Consensus Control  

This scenario the cyber layer layout is defined as Figure 6.2(e) for a distribution network 

in ring configuration layout and with reverse coupling dynamics 𝑃 − 𝑉 and 𝑄 − 𝑓. 

Random active and reactive load disturbances occur in this scenario. The consensus 

dynamics control is able to maintain the main PCC bus voltage and frequency in their 

nominal range (see Figure 6.17(a) and (b)). This is done by the support of the 42 GFLIs 

that are cooperating among each other’s through consensus dynamics control graph of 

Figure 6.2(e) by changing their active and reactive power set-points.  

6.4.5.2. Post-Attack Operation without the Consensus Control  

The same scenario Figure 6.17 is repeated without activating the consensus dynamics 

control in Figure 6.18. Note that, in this scenario initially the reactive load was intentionally 

unbalanced with the supply of reactive power. This is to show that the consensus control 

is able to balance the reactive power demand initially and indicates the coupling between 

the reactive power and the frequency dynamics. It is evident that the without the consensus 

control activation the frequency and voltage at the main PCC bus are not within the nominal 

range as seen in Figure 6.18(a) and (b) compared to Figure 6.17(a) and (c).  
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6.5. Conclusion 

An event-triggered consensus distributed control for multiple grid-following inverters 

(GFLIs) in a power electronics-dominated grid (PEDG) is proposed in this Chapter. This 

control is a substitute control for the GFLIs in stealthy-cyberattack scenarios when the 

upper secondary control layer dispatched set-points are compromised. The objective of this 

control is to regain normal point of common coupling (PCC) voltage and frequency levels. 

This is accomplished through distributing the reactive and active power among the GFLIs 

to correct the frequency and the voltage of the network. In addition, stability analysis is 

done to establish that the consensus dynamics control gains that guarantee the consensus 

control system matrix is Hurwitz is sufficient to conclude BIBO stability. This consensus 

distributed control is validated with 5 different scenarios showing that the GFLIs are 

capable to operate independent of the centralized secondary control layer. This Chapter 

provided an alternative solution for the PEDG network to operate after the intrusion 

detection system designed in Chapter 5 decided that the upper control layer is 

compromised. 
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Chapter 7  

7. Conclusions 

In this dissertation, the stability aspects, vulnerabilities, and cybersecurity of the modern 

power grid that is heavily penetrated by power electronics-based power generation (i.e., 

power electronics-dominated grid (PEDG)) are discussed in Chapter 1. Then, in Chapter 2, 

the phase locked loop (PLL) issue related to grid-following inverter operation in futuristic 

power grids is discussed. Furthermore, chapter 2 develops a single loop decoupled direct 

active and reactive power control for grid-following single-phase inverters without PLL 

requirement with adaptation feature to the network frequency deviations. This developed 

control stability, and stability from the perspective of the upper network voltage is 

analyzed. Chapter 3, provides a solution for the issue of DC link failures that is expected 

to occur frequently in the futuristic PEDG. Firstly, a solution is developed with 

conventional grid-following control to describe the origin of the 2nd order harmonic that is 

associated with DC link failures. This solution stability, control design, system design, 

stabilization schemes are analyzed. After that, a solution is provided based on the 

developed grid-following control without PLL requirement with adaptive to network 

frequency and 2nd order harmonic ripple mitigations. Chapter 4, is theoretical backgrounds 

that links the voltage stability bounds to cybersecurity through the field of group theory. 

Chapter 5, designs an intrusion detection system based on the developed theory in Chapter 

4. Chapter 6, is developing control in post-attack operation. Specifically, how consensus 
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dynamics control can be utilized to maintain a network of grid-following inverter operating 

correctly with absence of the upper layer secondary control. Chapter 7, is the conclusions. 
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