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SUMMARY

The futuristic energy paradigm implicates high penetration of renewable based
generation through embracing distributed energy generators (DEGs). At the grid edge,
grid-feeding inverters are the prevailing type of DEGs. In this mode of operation, the DEGs
are following the inertial response of the network and their capabilities is confined in
injecting/absorbing current into/from their local point of common coupling bus.
Henceforth, real-time system level coordination is crucial to assure the optimal utilization
of DEGs that are potentially installed behind the meters. Thereby, concepts such as the
power electronics-dominated grid (PEDG) with multi-layer control layout are used as an
effective solution enabling DEGs efficient utilization. However, this futuristic power grid
is anticipated to be vulnerable to malicious cyberattacks due to the dispersed generation
nature. In this dissertation, an intrusion detection system (IDS) is developed to prevent
malicious set-points assigned to the primary control layer by an intruder breaching into the
secondary control layer. This IDS is based on a derived operation region identification
framework. Precisely, each point of common coupling bus is described with a non-linear
multi-dimensional manifold where the network DEGs set-points are appearing as the
domain variables constructing the feasible voltage co-domain. The IDS is equipped at the
primary control layer of each DEG, once an anomalous point of common coupling voltage
is detected, the IDS authenticates the set-point with the developed operation regions to
decide if an intrusion occurred or not. Then, after the intrusion is detected, the IDS perform
a corrective action to regain normal operation. This corrective action is based on consensus

dynamics control that assures the normal operation of the PEDG in post-attack operation.
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SUMMARY (Continued)

Additionally, in this dissertation, a single-loop direct decoupled active and reactive power
control without phase-locked-loop (PLL) requirement for grid-following inverters with
adaptation to frequency deviations is developed. This developed control is proven to be
asymptotically exponentially stable with Lyapunov theory. This proposed control is used
as the main primary control for the network DEGs to avoid instabilities correlated with

PLL synchronization usage.
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1. Introduction
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1.1. The New Energy Paradigm

The current energy network is going through a modernization phase by an escalating
penetration of renewable energy resources and energy storage systems [1]. In fact, the wind
energy installation is projected to reach 903 GW by 2023 [2]. Likewise, photovoltaic (PV)
energy integration will reach 1296 GW in 2023 [3]. As well as, the global deployment of
energy storage systems is anticipated to be 2500 MW by 2023 [4]. Meaning that, this new
energy paradigm is transforming the current energy network from being reliant on
synchronous generators to power electronics based power generation [5-7]. This is recently
termed as the power-electronics-dominated-grid (PEDG) (see Figure 1.1) [7].

The power electronic converters in PEDG are employed in PV systems, wind farms,
battery banks, high voltage DC (HVDC), multi-terminal DC (MTDC), micro-grids,
nanogrids, etc. Furthermore, PEDG can be interconnected to a larger upper network

through point of common coupling. This larger power network could be another stronger
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Flgure 1.1. Generic example of power electronics dominated grid exemphfymg the three level control
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PEDG or a cluster of synchronized PEDGs. In a single PEDG three level of controls is
required: (i) primary control, (ii) secondary control, and (iii) tertiary control [8]. The
primary control is associated with each individual power electronic interface. The
secondary control level is responsible of managing the different energy generation assets
by assuring optimal and reliable operation. Furthermore, the secondary control
communication level is observing and controlling the meters, relays, and breakers. The role
of the tertiary control is like the secondary control role, but on a larger scale. In more
details, the tertiary control ensures operational optimality and reliability from the
perspective of the upper power network requirements or other synchronized PEDGs. The
secondary and tertiary control layers may have communication interactions based on the
aggregation defined by operators. Essentially, the main functionalities of these three level
controls collectively are: sustaining the frequency and voltage in their acceptable levels,
achieve balanced demand and power supply, seamless transition between operation modes,
accomplish economic dispatch, and achieve demand side management.

The stability topic is majorly associated to control level that possess fastest dynamics.
In such hierarchy, the primary level is the fastest control responsible for voltage/frequency
control, islanding detection, and active/reactive power allocation. However, the stability
study in conditions where the PEDG is connected to a larger power network is so far limited
to the stability of a single or multiple power generation assets, motors, or loads. Examples
of such instabilities are termed as harmonic instabilities or harmonic resonance [7, 9].
These instabilities are triggered by exciting the parallel or series resonance of the

converter’s filter itself or resonance with neighboring converters’ filters or resonance with



the parasitic elements in the network [10]. Another type of such instabilities are those
coupled with the phase-locked-loop (PLL) which are the negative damping. Particularly,
the negative damping is observed in the low frequency spectrum range with PLL dynamics
contribution to the inverter g-axis output impedance [11-13], while the negative damping
is created in the d-axis at the low frequency spectrum range by the outer DC link control
of an active rectifier feeding a constant power load [14]. The necessity of synchronous
reference frame transformation (i.e., from abc components to dg-axis components) is to
convert sinusoidal signals into dc signals that are easily controlled through conventional
linear control theory [15]. Consequently, voltage and frequency stability in grid-connected
PEDG is governed by the stability of the upper stronger power network. Thus, the operation
of the PEDG in such mode is limited to active power exchange and ancillary services.
Islanded PEDGs are anticipated to enhance the resiliency of the future energy network
[16, 17]. In the islanded operation of PEDGs, the frequency and voltage are no longer
supported by the upper power network. Thereby, the individual energy resources in the
PEDG are required to sustain the voltage and frequency in their satisfactory ranges.
Nevertheless, the PEDG’s primary control in standalone mode highly variates depending
on the control approach adopted for the energy assets. For instance, the behavior of
synchronous machines is different compared to the droop controlled inverters [18].
Precisely, for synchronous machines the frequency and voltage are controlled through the
governor and the field current control loop, respectively [19]. In contrast, in islanded PEDG

the network’s inverters rely on rapid control loops for voltage, current, and PLL. In other
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Figure 1.2. Analogy of manual weighing instrument with the degree of coupling between active power
demand, reactive power demand, frequency, and voltage: (a) bulk power system follows P — f and Q — V,
and (b) power electronics dominated grid follows P — f & Vand Q =V & f.

words, PEDG has low mechanical inertia and rapid and multi-time scale dynamics [20],
not forgetting the dominant stochastic generation nature of PEDG’s energy assets. Given
these distinctive characteristics, the stability concept, vulnerabilities, and categorization of

PEDG should be reassessed.

1.2. Power Electronics Dominated Grid Characteristics

The power generation at the point of the load in PEDG results in shorter feeders and
smaller reactance to resistance ratio (X/R) in comparison to the traditional bulk power
system [21]. Consequently, the mathematical representation of PEDG’s voltage, frequency,
bus angles, active power flow, and reactive power flow dynamics is significantly different

compared to bulk power systems. Figure 1.2 demonstrates a comparison between the bulk
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Figure 1.3. Equal area criterion for stability indicating the impact of inertia (H) on the critical clearing time
(tcer).

power system and the PEDG regarding the degree of coupling between active power
demand, reactive power demand, frequency and voltage by analogy of the manual weighing
instrument. Specifically, in bulk power system the balance between active power
demand/supply impact only frequency while reactive power demand/supply impact voltage
(see Figure 1.2(a)). Whereas, in the PEDG active power demand/supply balance is coupled
to both frequency and voltage (see Figure 1.2(b)). Similarly, the reactive power
demand/supply balance is also coupled to both voltage and frequency (see Figure 1.2(b)).
Additionally, the proximity between loads and generation units in PEDG makes the network
more sensitive to the stochastic nature of renewable energy resources or any existing
uncertainties. Furthermore, balancing the demand and supply in PEDG is challenging due
to the dominant intermittent nature of the PEDG energy resources [22, 23]. Combining that
challenge with the bidirectional power flow feature of the PEDG, the PEDG entails complex

control and protection coordination among the network’s prosumers.



(b)
Figure 1.4. Illustration of inertia concept with pendulums in equilibrium conditions: (a) bulk power system
and (b) power electronics dominated grid

With the expectation that the number of synchronous machines will be lesser in PEDG
compared to static power electronics based generators, this will have a substantial impact
on the system’s overall inertia. Specifically, the PEDG inertia is significantly lower
compared to the bulk interconnected power system. The low inertia problem of PEDG is

severe with the low short circuit capacity of the network. Precisely, slight deviations in the
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PEDG architecture due to any intentional load or generator disconnection would have a
drastic effect on the voltage and frequency. In fact, from protection perspective, the low
inertia characteristic results in decreasing drastically the critical clearing time (¢cc7). As a
result, fault clearance in the PEDG paradigm requires very fast relays. However, even if
fast relays were deployed, the actual fault clearance will be slowed down due to the slow
dynamics of the mechanical circuit breakers. Moreover, fccris derived from the equal area
criteria that is depicted in Figure 1.3. The analogy of the hanging pendulums network in
Figure 1.4 illustrates the inertia comparison between the bulk power system and the
futuristic PEDG paradigm. Specifically, the traditional grid is represented by heavy
pendulums that are in a certain stable equilibrium point (see Figure 1.4(a)). If a disturbance
occurs, such as external force impacting one of the pendulums in Figure 1.4(a), a significant
number of other pendulums start to oscillate and eventually reaching to an equilibrium;

since the pendulums are heavy in the traditional power system (representing bulk power



generation) these oscillations are damped quickly. However, when the same scenario is
considered on the light pendulums that represent the low inertia PEDG network in Figure
1.4(b); drastic oscillations occur that takes longer time to damp. In fact, this indicates that
the possibility to reach an instable equilibrium (i.e., network collapse) is higher in the PEDG
paradigm compared to the bulk power system given the same size of the disturbance. This
is due to the low inertia of the PEDG network. Furthermore, the mixture of synchronous
machines with inverter based generations results in a combination of large and small time
constants. This might force inverter based generation units to unintentionally shutdown
during perturbation in the system parameters.

It is expected that PEDG is inherently unbalanced given the intermittent generation nature
if not properly controlled. The three phase system could reach to severe unbalance conditions
and destabilize the system if PEDG does not utilize the full capability of smart devices to
provide corrective actions. Thus, the traditional stability analysis techniques are not sufficient

to study the accurate dynamics of the PEDG paradigm.

1.3. Concept of Stability, Categorization, and Vulnerabilities of Power

Electronics Dominated Grid

1.3.1. Concept of Stability

Take an example of a PEDG that is operating in equilibrium point. This means all
network state variables are sustaining their operational constraints. Specifically, voltages
and the frequency are in their appropriate values in steady-state. This network is stable if its

state variables - after the network is being subjected to disturbance - reach to new steady-



state levels that are also sustaining the operational constraints and without intentional load
shedding. However, in the PEDG paradigm loads can participate as controllable energy
assets [24] and the operator has the liberty to prioritize certain load feeders over the rest of
the network loads. For instance, feeders that are delivering power to critical loads such as
hospitals and airports must have the highest priority in PEDG. Therefore, unlike bulk power
system, the intentional load shedding of the critical loads renders the network to be unstable
by the concept considered in this chapter; since in such situations the PEDG is no longer
accomplishing its main objective to ensure energy services for critical infrastructures.

The disturbance in the operation of PEDG is categorized into small or large. The
disturbance on a power network is defined as an external input that is resultant from load
variations, element failures, or intentional and nonintentional operation mode changes or
set-point adjustments. Fortunately, small disturbances can be captured by the linearized
state space models and hence such disturbances are classified as small-signal perturbations.
On the other hand, the large disturbances cannot be captured by the linearized state space
models. Examples of such large disturbances are: generations assets loss, short-circuit
faults, nonintentional transition from non-islanded to islanded mode of operation.
Additionally, both large and small disturbances are further subcategorized into short and
long term. For instance, small variations of loads in a heavy loaded network might trigger
undamped power oscillations in the long term. In contrary, unbalanced power sharing
among power generation assets excites power resonance phenomena that build up rapidly

in short term.
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1.3.2. Stability Categorization and Vulnerabilities

Given the distinctive characteristics of PEDG illustrated in subsection 1.2, the high portion
of stability issues in the PEDG paradigm are related to frequency due to the intrinsic low
inertia nature of the network. The voltage and transient instabilities that are dominant in the
bulk power system are not expected to occur frequently in the islanded PEDG. This indicates
the need for a light shedding on vulnerabilities for PEDG stability. Furthermore, stability of
a power network is often classified based on: (i) magnitude of the disturbance causing
instability, (ii) duration of the instability, (iii) physical root-cause of the instability, (iv)
components caused or involved in the instability, (v) instability analysis approach, and (vi)
instability trajectory and prediction approach. Categorizing stability in the PEDG paradigm
according to the established stability concept is not simple, as PEDG variables dynamics are
strongly coupled. In more details, any instability phenomena in a PEDG will result in
oscillations in all the variables. In other words, it would be hard to distinguish voltage
instability from frequency instability in a PEDG. Hence, the most logical categorization for

instability in the PEDG is based on the origin of the instability, see Figure 1.5.

1.3.2.1. Demand and Supply Stability

Demand and supply balance stability is concerned about attaining the power generation
and the required power demand equilibrium with assuring the optimal power sharing among
the network energy resources assets. Poor power sharing among multiple energy generation
assets, loss of energy generation assets, and unintentional load loss are examples that might
originate a demand and supply instability issue. The demand and supply stability is divided

into: (1.3.2.1.1) voltage and (1.3.2.1.2) frequency stability.
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1.3.2.1.1. Voltage Stability:

Due to short feeder in PEDG, it is expected that voltage collapse is minimal. Often, a
voltage collapse occurs due to insufficient reactive power and load recovery procedure.
Furthermore, the key factors that influence voltage instability in PEDG are power limits of
the distributed generation units and the sensitivity of the network loads to supplied voltages.
These two factors make the small steady-state voltage oscillation to be considered as voltage
instabilities. In fact, a potential unexpected delay in voltage recovery after fault clearance
might cause a significant voltage drop in the PEDG. In such conditions, the PEDG network
motor loads experience motor stall phenomena; since they are absorbing huge amounts of
reactive power to assure re-magnetization. This leads to voltage instability and voltage
sensitive loads disconnection because of the lack in reactive power availability in the
network. Therefore, managing reactive power sharing among the PEDG energy generation
assets is critical to voltage stability but challenging to achieve.

The difficulty of reactive power management is that it is linked to the short length of the
network feeders. Precisely, any variations in the generation busses result immediately on
other busses in the network. Additionally, in the PEDG paradigm, it is expected that the
voltage of busses is dominantly controlled by the power converters associated with the
generation units. This is a challenging aspect as the coordination between the different Q —
V' droop curves of the generation units becomes difficult. In fact, any mismatch in these
Q — V droop curves might trigger large voltage fluctuations that are originated from the
huge reactive power circulation among the energy generation units. Even though, if such

mismatch problem in Q — V droop curves is tackled, it is not likely that optimal reactive
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power flow sharing in the PEDG network will be accomplished. This is because in a PEDG
paradigm the network has a low X/R ratio that makes the reactive power flow dynamics
coupled both with the frequency and the voltage. In other word, the Q — V droop curves are
no longer describing the reactive power flow dynamics accurately in the PEDG network.
Due to the multi-stage nature of the power electronics converters in the PEDG, often a
DC link is required to buffer any instantaneous voltage ripples generated by the unbalanced
nature of the PEDG paradigm [25]. With such requirement, DC links in the PEDG also
enforce another type of voltage instability [26-28]. These instabilities are majorly linked to
the size of the DC link capacitor and the voltage level on the DC link. For instance,
insufficient DC link capacitance will result in undamped power ripples of twice the nominal
network frequency [29]. Therefore, small reactive power demand increments for inverters
operating at their maximum capacity will result in excess voltage ripples across their DC
links that will inevitably reflect in the active and reactive power supplied into the network.
Similarly, failure to maintain the appropriate voltage level on the DC link capacitor either
impacts the balance between the injected and absorbed instantaneous power or forces the
inverter to operate in nonlinear operation region. Consequently, injecting undamped low
order power and voltage oscillation into the PEDG network. The root-cause of short-term
voltage instability is related to rapid variations in the active and reactive power sharing. On
contrary, operating at the maximum capacity of the generation units creates the long-term
voltage instabilities; this condition is affecting the steady-state operation gradually. The

large disturbance voltage instability originates from abrupt change in the demand such as a
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generation loss, while small disturbance voltage instability is associated with gradual
change in the demand of a network operating near its maximum capacity.
1.3.2.1.2. Frequency Stability:

The low inertia nature of a PEDG make frequency regulation a crucial challenge. In fact,
even with an adequate power reserve existence, such frequency instability issues in low
inertia systems cannot be recovered. Furthermore, in the PEDG paradigm the P — f droop
relation does not express the dynamics of the system accurately, since PEDG feeders’ short
length and low X/R ratio make a strong coupling between frequency dynamics with active
power flow as well as voltage dynamics. Any voltage variations at the generation busses
reflects instantaneously on the network loads, which indirectly affect the system demand
and supply (i.e., system frequency) due to voltage sensitive loads tripping. Furthermore,
frequency instabilities originate from various reasons, such as an unexpected huge demand
increase without enough generation reserve availability. In such case, the frequency will
decrease abruptly resulting in a blackout that is triggered by the protection relays [30].
Another root-cause of frequency instability in the PEDG paradigm is when there is poor
power sharing among the network energy assets. This could result in small perturbation
instability for durations ranging from seconds to minutes [31]. The duration of the frequency
instability (i.e., short or long term) is linked to the time that the frequency protection relay
is activated. Also, frequency instabilities in PEDG are extended to steady-state operation.
For example, for a network operating at its maximum capacity, small variations in the
demand might trigger frequency protection relays, which is considered as a long-term

frequency instability. On contrary, this long-term frequency instability problem is tackled
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by controlling the governor in power system. However, such mechanism is irrelevant to the

PEDG paradigm.

1.3.2.2. Control Stability

Stability issues from system controllers’ point of view are of two types: (1.3.2.2.1) power
converters control stability, (1.3.2.2.2) machines control stability.
1.3.2.2.1. Power Converters Control Stability:

The inner control loops of the different power converters originate small perturbation
instabilities in the PEDG paradigm. Furthermore, in terms of the instability frequency
range, the outer power control loops are responsible on low frequency fluctuation

instabilities, while high frequency type instability fluctuations are generated by the

High risk area

Medium risk area

-

Low risk area

Figure 1.6. Illustration of the effect of the short circuit fault location on the size of the instability

interaction of the inner and outer control loops. Another control related element that might
trigger resonance effects in the PEDG is the high frequency switching of the power
converter modulators. In fact, with the proximity of generation units and loads property, it

is more likely that mutli-resonance excitation, due to control actions, occurs in the PEDG
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compared to the bulk power system [32]. Moreover, as instabilities are induced by the PLL
controller in grid-connected mode; in the islanded PEDG paradigm the PLL controller
gains are vulnerable which might lead to instabilities in the system. Recent literature
recommended decreasing the bandwidth of the PLL controller to eliminate the voltage
instabilities that is caused by the negative damping at the low range of frequencies with
high bandwidth PLL controllers [4, 13,27, 33-35]. Nevertheless, low bandwidth PLLs rises

another instability which is particularly related to heavy loaded PEDG.

1.3.2.2.2. Machines Control Stability:

In PEDG a phenomenon such as synchronous generators’ rotors acceleration during
faults to remain synchronized with the network is not likely to happen, due to the low X/R
ratio. Nevertheless, the rotor angle deceleration phenomena might occur if a short circuit
fault happens at the end of the feeder; the reason is the resistive nature of PEDG. Moreover,
instabilities associated with undamped or aperiodic oscillations of synchronous generators’
rotor angle are not expected to occur in the PEDG paradigm. This is because the issues of
synchronous generators low damping torque or low synchronization torque are tackled by
properly tuned governors and exciters in the PEDG paradigm. Hence, instabilities of

electric machines in the PEDG are originated by improperly tuned controllers.

1.4. Small-Perturbation and Large-Perturbation Instabilities

The origin of small-perturbation instabilities is majorly linked to the low damping
availability for critical eigenvalues of the network. Small-perturbation instabilities can be
captured by the linearized state-space model of the network. However, the duration of the

small-perturbation instabilities is due to the root cause of the instabilities, disturbance
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Table 1.Summary of the power electronics dominated grid stability with origin and effects

1. Supply and Demand Stability 2. Control Stability

1.1. Frequency 1.2. Voltage Stability 2.1. Power Converters 2.2. Machines

d108wogns qng ‘ d108moqng d108am)

Stability Control Stability Control stability
1.2.1. DC link 1.2.2. Network
Voltage Stability Voltage Stability
- Poor active power - Poor reactive power
sharing among sharing among
generation units generation units
Q Operating the -Low DC link - Operating the -Poorly tuning controllers  -Poorly tuning
3. generation units at capacitor size generation units at - PLL high bandwidth controllers
% their maximum - Inappropriate DC their maximum -Incorrect PLL gains
active power limits link voltage level reactive power limits - Resonance excitation
- Low active power - Low reactive power
availability in the availability in the
network network
- Huge DC -link
voltage fluctuation
- Huge power and - Bus voltage rlpples - Ur}da{nped power
S induced by DC link -Huge power oscillations
&y  frequency variations . = - Undamped power s
tg L ripples variations o -Aperiodic
I - Large rate of Iniecti £ Stead 1 oscillations ltacc/f
aQ change of frequency - Injection o -Steady-state voltage -High frequency ringing voltage/frequency
- undamped low oscillations variations

frequency power and
voltage oscillations in
to the network

magnitude, inherent nature of the network. For instance, undamped power oscillations are
witnessed when poor power sharing among multiple distributed generation occurs; this power
oscillations grows quickly violating the operation constrains of the network in short term. On
the contrary, small demand and supply change in a heavy loaded network rises undamped

power oscillations that take long time to violate the operational constraints. Instabilities that
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cannot be captured by the linearized state-space model of the network are considered as large-
perturbation instabilities. Large-perturbation instabilities originate from amount and location
of short-circuit faults, unintentional transition from non-islanded to islanded mode of
operation, and generation units’ loss. The relative size of the instability is illustrated in Figure
1.6. Specifically, the area near to the location of the short-circuit fault (i.e., the red color area
in Figure 1.6) experiences large-perturbation instability. Whereas areas far from the location
of the fault might witnesses small-perturbation instability such as the green area in Figure 1.6.
However, the difficulty in the PEDG paradigm is to determine the boundary where the small-
perturbation is equal to large-perturbation instability. In other words, validating to how much
extent the linearized state-space models can represent the system accurately which is shown
by yellow area in Figure 1.6. Regarding large-perturbation instability time frame, large
perturbation instability is always a short-term phenomenon. For instance, unplanned islanding
makes the system rapidly unstable due to drastic large variations in the frequency and the
voltage. Finally, the categorization provided in Figure 1.5 is summarized in Table 1 indicating

the origin of the instability with its effects on the network parameters.

1.5. Research Roadmap and Open Research Questions in the Power

Electronics Dominated Grid

1.5.1. Frequency Control
Automatic Frequency Control in the PEDG: The need for automatic frequency control
is necessary for compensating the lack in the inertia. This new requirement for automatic

frequency control at the edge of the grid multiple questions arise as follows: (i) Which kind
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of measurement are needed to achieve this automatic frequency control at the distribution
level, (ii) should be a communication among each distributed generation unit or each
distributed generation unit communicate with the system operator only, (iii) what type of
communication infrastructure is required, is it peer-peer, centralized, aggregators,
bandwidth, latency, etc., (iv) can the frequency limit specified by the standards be loosened
in the PEDG paradigm.

Active Power Control: The control of active power is basically curtailment of the
available energy production by operating the system below the maximum power point. In
traditional power system, power curtailment does not sacrifice the available energy but in
PEDG the renewable energy is scarified; as the loss for renewable energy-based system is
considering the system when not operating at the maximum available power as a loss [14].
Hence, it is necessary to validate, develop, and investigate control approaches to support

grid frequency and voltage by the power electronics converters with or without storage.

1.5.2. Voltage Control

Loss of Reactive Power: In PEDG the compensation of reactive power loss by the
automatic voltage control of traditional synchronous generators is replaced by local
voltage/Var control at the edge of the grid by the power electronics converters. The critical
questions here are what is the impact of moving the voltage control from generation side
in the bulk power system to thousands inverters at the distribution level and how they will

impact the voltage stability in PEDG.
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1.5.3. Heterogeneity

The heterogeneous nature of PEDG results in unexpected events that may cause
synchronization failure, instability, and eventually blackouts of various sizes. Thus, the
open research questions coupled with heterogeneity of the PEDG paradigm includes: (i)
feasible penetration level of power electronics-based generation without jeopardizing the
power grid stability; (ii) impact of grid-following versus grid-forming inverters on the
system stability; (iii) assessing the PEDG wvulnerability to frequency deviation and
restoration given the fact that higher inertia-based generation is minimal; (iv) feasibility to
design the controllers in PEDG to avoid undesired interactions between grid-following
inverters, grid-forming inverters, and synchronous generators; (v) feasibility of leveraging
the classical power system stabilizers (PSS) in PEDG but at the grid-edge. Another concern
that is related to the system heterogeneity is regarding the geographical distribution of the
generation entities in the PEDG paradigm. How does the PEDG paradigm network
topology influence the distributed voltage/Var control stability; especially, with the
mixture of small portion synchronous generators with power converters in various control
modes. Specifically, that in grid-following mode the inverter replicates the instantaneous
inertial response of synchronous machines with a delay and perform sub-optimally on the
time scales of interest [16]. On the other hand, in grid-forming mode the inverter mimics
the behavior of synchronous machines in black-start capability, load sharing, load
drooping, inertial response, and multi-layer frequency and voltage regulation [36].
Moreover, the main reported grid-forming controls are: (i) droop control that mimic

synchronous machines speed droop [37], (ii) virtual synchronous machines or so-called the
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Table 2. Grid Forming technologies, operation principle analogy, state of maturity, research trend and
references

. A State of Research

Technology Operation Principle Analogy Maturity Trend References
Mimic speed droop of In the

Droop Control synchronous machines market Low 371, 139]
Speed droop with inertia

Synchronverter emulgtlon through swing Started High [20-22, 40-
equation of synchronous 43]
machines

Virtual Oscillator Synchronizing mechanism of Not .

Control Liénard-type oscillators started Medium [44-47]
Structural similarity between DC Not

Matching Control link voltage to synchronous started High [38, 48-50]

machines frequency behavior

synchronverters that are an extension of the droop control but with additional inertia
emulation utilizing the swing equation [21], (iii) matching control that relates structural
similarities between the converter control to a synchronous machines; which are based on
the observation that the DC link voltage is similar to synchronous machines frequency
indicating power imbalance [38], (iv) virtual oscillator control that mimic the synchronizing
mechanism of Liénard-type oscillators that globally synchronize a fully converter based
network [44-46]. Furthermore, based on the number of publications in the literature related
to grid forming technologies the state of maturity, the research trend and references are

tllustrated in Table 2.

1.5.4. Cybersecurity Vulnerability

In the PEDG paradigm, the number of remote-control capabilities that utilizes
information communication technologies is high compared to the bulk power system.
Initially, the notion of using more intelligent devices in the PEDG paradigm might appear

appealing [37], as the network controllability and observability increases, which also
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indirectly impacts the network efficiency and reliability positively. However, this large
integration of intelligent devices in the PEDG paradigm brings cybersecurity vulnerability
[51]. These cyber-attacks are ranging from simple thefts and consumer loads damage to
high impacts that leads to shutdown, cascaded failures and large blackouts that impact the
energy market operation [52].

Intelligent cyber-physical attacks on the PEDG network are targeting the physical layer
to violate the network stability limits by appearing as normal network uncertainties or even
remain undetected until a server interruption in the system - stealthy attacks. Given the
PEDG paradigm multi-time scale nature, this dictates the detection of cyber-attacks in a
very short duration to avoid serious consequences on the PEDG operation. To summarize,
the PEDG paradigm is more vulnerable to cyber-attacks compared to traditional bulk
power system. Thus, proactive intrusion detection mechanisms and corrective control

actions are required to enable cyber-secure PEDG.

1.5.5. Synchronverter and coherence enforcement potentials in the power electronics
dominated grid

As the control diversity of a network increases, as in the PEDG paradigm, the network
characteristics might be tunable by individual controllers. For instance, droop control grid
forming inverters can be leveraged to change the inherent characteristics of the network
from being high resistive to highly inductive through virtual impedance emulation. Such
alteration if possible is crucial as it makes sure that the energy network is following the
conventional P — f and Q — V droop curves, which is an essential research need for the

PEDG. Moreover, theories such as coherency enforcement are leveraged in investigating
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the possibility to enforce P — f and Q — V droop on a resistive network [53, 54]. Another
research and application trend that is expected to happen is the adoption of large amount
of self-synchronized synchronverters i.e., virtual synchronous machines with no dedicated
PLL [21, 22, 40, 55-59]. In fact, [60] demonstrated a field implementation synchronverters
that seamlessly transition from grid-connected mode to islanded mode without PLL. Also,
all necessary functionalities are achieved without communication links [40] — minimizing
the cybersecurity vulnerability of PEDG. With these two possibilities, it might be possible
that the PEDG paradigm will be enforced to follow conventional power system behavior;
thus, application of the well-establish power system stability theory might be applicable
for the PEDG paradigm. However, this is still an open question that needs to be verified
and implemented in practice.

Figure 1.7 illustrates some of the open research stability challenges that are comparable
to bulk power system stability. For instance, how the angle stability will be impacted with
mixture of synchronverter, non-inertia emulating grid-forming inverters, grid-following
and conventional synchronous generators. The investigation of this issue is crucial as the
transition from the bulk power system to the PEDG paradigm will not happen
instantaneously. Furthermore, another concern in this futuristic grid is in what way power
converters terminal voltage and DC link voltage fast controllers contribute to voltage
dynamic stability. In other words, can they play the role of machines exciters. Furthermore,
how the network voltage stability will be impacted by the PEDG distributed voltage/var
control and what is the impact of these measurements at the grid edge. Similarly, can the

new paradigm generation behave the same as governors and support system frequency.
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Figure 1.7. New stability challenges that power electronics dominated grid introduced in comparison with
the time scale

Finally, what will happen to long-term frequency regulation issues. For instance, how
optimal energy dispatch and unit commitment problems should be solved, what are the

aggregation methods, and which type of communication infrastructure is needed.

1.6. Conclusion

This chapter presented detailed stability concepts, categorization, and open research
questions for the power electronic dominated grid (PEDG) paradigm. The distinct
characteristic of the PEDG network, low inertia, stochastic generation, proximity of
generation units and loads, low X/R ratio, short feeders, etc., made the acceptable dynamic
operation and the stability limits of the PEDG different compared to traditional power

system. For example, stability in the PEDG paradigm cannot be classified by frequency or
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voltage instability; this is due to the strong coupling between these dynamics. In more
details, any instability phenomena in a PEDG will result in oscillations in all the variables.
Hence, the most logical categorization for instability in the PEDG paradigm is based on
the origin of the instability. Specifically, the stability of PEDG is categorized into two
major parts: (1) supply and demand stability and (2) control stability. The supply demand
stability covers frequency and voltage stability. While the control stability includes power
converters control and machines control stability. Such instabilities have negative effect on
the PEDG paradigm network such as: huge power and frequency variations, large rate of
change of frequency, huge DC link voltage fluctuation, bus voltage ripples induced by DC
link ripples, injection of undamped low frequency power and voltage oscillation into the
network, steady-state voltage oscillations, high frequency ringing, and aperiodic voltage
and frequency variations. Moreover, since the transition from the bulk power system to the
PEDG paradigm will not happen instantaneously; various open research questions arise
that are mainly focused on moving necessary functionality of the bulk power system to the
grid edge with thousands of inverters in different operation modes i.e., grid-following
mode, non-inertia grid-forming mode, synchronverters mode, etc. These questions are
discussed in detail in the research roadmap section with the level of maturity of each

technology.
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Chapter 2

2. Primary Current Control Development

Part of this chapter, including figures and text are based on my following papers:
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- A. Khan, M. Easley, M. Hosseinzadehtaher, M. B. Shadmand, H. Abu-Rub and P. Fajri,
"PLL-less Active and Reactive Power Controller for Grid-Following Inverter," 2020 IEEE
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2.1. Phase Locked Loop (PLL) Limitations

One of the crucial parts of the current control for grid-following inverters (GFLIs) that
ensures synchronization with the utility grid terminals is the phase-locked-loop (PLL) [15,
61, 62]. Recent literature revealed that PLL influences the small-signal stability of GFLIs
[4, 22, 40, 63]. Precisely, a negative admittance increment is observed at the low range of
the frequency spectrum of the inverter output impedance [13, 64] (see Figure 2.1 for
illustration). According to [65], the range of this negative admittance is linked to the
bandwidth of the PLL, and it has been revealed that a low bandwidth PLL will guarantee
current control robustness. Yet, a low bandwidth PLL sacrifices the dynamic performance

of the GFLI. In fact, with a properly designed low bandwidth PLL, enforcing the GFLI to

remain stable under weak grid conditions is challenging as depicted in Figure 2.2. Thereby,

providing a control approach for GFLI without a PLL utilizations enhances the stability of
the inverter when interacting with a weak grid [66].

In this chapter, a PLL-less single control loop direct active and reactive power (PQ)
control for single-phase GFLIs is developed. The control single stage structure reduces the
effort required in tuning the controller gains compared to the typical dual-loop cascaded
PQ control methodology [67, 68]. This control approach enables point of common coupling
(PCC) current synchronization without the deployment of a PLL. This removes concerns
of instabilities that might arise due to PLL non-linear nature and weak grid’s large line
impedance seen after the PCC negative influence [69, 70]. Furthermore, to assure the GFLI
capability in tracking the PQ set-points with weak resistive or inductive grid connections,

PQ steady state stability bounds associated to PCC voltage are derived in this chapter.
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Figure 2.1. PLL issue related to its contribution to the output impedance of the GFLI that is negative
damping.

These bounds assure that the fundamental component of the point of common coupling
(PCC) voltage is available for the correct operation of the GFLI. In addition, this chapter
develops an improved GFLI control with no PLL requirement to accommodate current

control that is adaptive to frequency.

2.2. Mathematical Modeling, Controller Design, and Control Stability

of the Developed PLL-less Grid-Following Inverter Control

2.2.1. Mathematical Modelling

Consider the single-phase GFLI that is connected to a weak grid in Figure 2.3. The
active power (P) and reactive power (Q) injected into the grid can be measured by utilizing
the second order generalized integrator (SOGI) that was developed in [71] and presented

as (2.1) and (2.2), respectively. The SOGI has a harmonic filtering capability that makes
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Figure 2.2. PLL issue related to having high impedance after the point of common coupling terminals in
weak grid connections for GFLI.

the measurements robust to distortion imposed by weak grid conditions [72, 73].
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By differentiating equations (2.1) and (2.2) with respect to time, the state-space model that

includes active and reactive power as state variables can be determined,
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Furthermore, the expression for the derivatives with respect to time of the stationary

reference frame PCC currents if.. and ifcc in (2.3) and (2.4) are deduced by applying
Kirchhoff’s voltage law at the loop of common coupling depicted in Figure 2.3. Hence, the
PCC currents derivatives are as (2.5) and (2.6).

dipee v 1, R
f = %Cma _ZV[’CC _IZI’CC (25)
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Figure 2.3: Developed PLL-less single control loop active and reactive power control for single phase GFLI.

difec _ Vpe 1 R.
T My~ ZVPCC _zlpcc

= (2.6)
where m, and mgp are stationary reference frame modulation indices, L is the filter

inductance, and R is the filter stray resistance. Similarly, expression of the derivatives of

the stationary reference PCC voltages vp.- and vf,cc in equations (2.3) and (2.4) are given

as (2.7) and (2.8).

avi

az;tcc = _wvﬁcc (27)
vt .

;tcc = WVpcc (2.8)

where w is the angular frequency of the network. Therefore, substituting (2.5), (2.6), (2.7)
and (2.8) into (2.3) and (2.4) results in the time varying multi input multiple output

(MIMO) state-space system given by (2.9) and (2.10). The system is time varying because
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the stationary reference modulation indices m, and mg are multiplied by the PCC voltages.

In addition, this MIMO state space control inputs are coupled in both states.

—= ___wQ"'Z(maVDCV}C;CC +m,/3vDCv1€CC _Vicc) (29)

dQ RO 1 a
A _T+ wP +Z(mavDCv1€CC - m/ivDCvPCC) (2.10)

where vp¢ is the norm of v and vp ..

2.2.2. Control Design
If the two inputs are defined as (2.11) and (2.12); the state-space in (2.9) and (2.10)

transforms into a simple linear time invariant (LTI) MIMO state-space as (2.13) and (2.14).

Up =M, VpcVpce + mﬁVDcvgcc ~Vree (2.11)
Uy = mavacvﬁcc - mﬂVDCVZCC (2 12)
dpP R 1
& R p wor—u
7 I Q oL (2.13)
d0 R 1
= -_-—Q0+0P+—
7 I Q+o o e (2.14)

Now, consider the error on the instantaneous active and reactive power as (2.15) and (2.16),

e, =5y, —P (2.15)
e =GOry —0Q (2.16)
where Pger is the reference commanded active power and Qs is the reference

commanded reactive power. Moreover, the cancellation of the coupling terms in (2.13) and
(2.14) is achieved by taking the following control law that includes feedback and

feedforward as (2.17) and (2.18).

up = 2LwQ +2Lv, 2.17)
Feedforward ~ Feedback :

u, = —2LwP + 2LvQ
—

—
Feedforward Feedback

(2.18)

The feedback term vp in (2.17) is obtained with a Proportional Integral (PI) controller as

(2.19) that tracks the desired active power reference.
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t

vy :KppeP+K,,iIeP(z')dr (2.19)

Similarly, the feedback term v, in (2.18) is deduced with a PI controller as (2.20), this PI

controller assures tracking the desired reactive power reference.

t

vo =Kgep+ KQiIeQ(r)dr (2.20)

Moreover, substituting (2.19) into (2.17) and then placing the resulting expression into

(2.13) yields the error dynamics of the active power that is given by (2.21).

de R 0
7::_([{13’)+Z)6P_KP[‘£6P(T)dT (2.21)

Likewise, inserting (2.20) into (2.18) and then substituting the resulting expression into

(2.14) yields the error dynamics of the reactive power as (2.22).

—2_ —(KQP + %jeg - KQ,IeQ (r)dr (2.22)
2.2.3. Control Stability

The active and reactive power error dynamics in (2.21) and (2.22) indicate that if the
controller gains Kp,, Kp;, Kyp and Ky; are positive, the primary control layer is
exponentially globally asymptotically stable. This is proved by linear quadratic Lyapunov

stability theorem as follows, (2.21) and (2.22) are expressed by the state-space (2.23).

dX

—=A4AX
dt
X eR*, 4eR™
T
de de
X=|e, —L£ o —2
{ Todat }
[0 1 0 0 ] (2.23)
KPI (KPpi + Lj 0 0
A =
0 0 0 1
R
0 0 —KQ _[KQI +Ij
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Then, to prove the stability of the closed loop control, the selection a positive definite
matrix symmetrical matrix (Q € R***), results in a positive definite symmetrical matrix
(P € R*™*) for satisfying the (2.24).

PA+ AP+0=0 (2.24)
To show this, the selection of Q = I*** (I*** is the identity matrix with dimension of 4x4)

which is positive definite symmetrical matrix. The solution of (2.24) will be as given in

(2.25).

pP=
0 0 Ay A,
0 0 -A, A,
s RY 1 1
0=, +( K, + 2| k0, -0 (2.25)
CL S k[, e R
pi| S T
RY 1 1
AIIZKQi2+(KQp+Z) +KQ,.,A12:7,A =1

2k, R
o KQI. [Kgp +z]

If the parameters Kp , Kp,, Ko, and K, are designed respecting the conditions shown in
(2.26),

R R
K,,p+z>0, K, >0, KQ"+Z>O’ Ky >0 (226)

Then, P > 0 (i.e., positive definite matrix since all leading minors and the determinant are
positive). Therefore, the equilibrium point (0,0,0,0) is globally exponentially
asymptotically stable. Hence, converging to the error dynamics to the equilibrium point
(0,0,0,0) means the original system is converging to (PRef, 0, Qref» 0) as t —» oo. The
Lyapunov candidate energy function is mathematically described in (2.27).

dv(X)

X
W A4<0,P-0 (2.27)

av(x)
ax

V(X)=X"PX,

=X"(PA+4"P)X

<0

SV (X)>-0,
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To retrieve the original system inputs which are the inverter stationary reference

modulation indices m, and mg,

2
Up +Vpee
a B
My | _ L | Vece  Vece Ve (2.28)
m V2 Ve -4 u '
B pcc |LYpcc pcc 0
Vpe

vicc in (2.28) is the square of the L, norm of vpc. In network stable conditions vi.c €
R, since vpc is well-posed and the signals v and v5 .- are always orthogonal. Finally,

the modulation index that controls the single-phase GFLI is given as (2.29).

m=|1 1][’"“} (2.29)

mg

The overall controller structure of the developed single loop PLL-less PQ control for single

phase GFLIs is illustrated in Figure 2.3.

2.3. Weak Grid and Point of Common Coupling Voltage Steady State

Stability

2.3.1. Resistive Weak Grid Consideration
The power flow between the PCC terminals and the weak resistive grid in steady state

stable operation is expressed by (2.30) and (2.31).

2

A VPCC VPCC Vg

Py 2 P === cos(6) (2.30)
A Vice Vg .

Opy =0 =—p—sin(d) (2.31)

g

where the Vp¢ is the magnitude of the PCC voltage, V; is the magnitude of the grid voltage,

0 is the power angle at the PCC bus, and R, is the resistive weak grid resistance.
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Furthermore, by combining (2.30) and (2.31) through cancelling the power angle from both

equations; the PCC voltage magnitude is given by,

14

pPCcC

(v2+4r P, ) V2+4R P,
:\/\/%_413;(%[ +QR2€/)+%M (2.32)

Evidently, from (2.32) the steady state PCC voltage magnitude has a valid solution if the
term under the root is a positive value. Otherwise, the PCC voltage fundamental component
magnitude will be an imaginary value. In such conditions, the GFLI will be incapable of
tracking the commanded PQ set-point. Hence, the inverter will gradually converge to an
unstable equilibrium point. Furthermore, the theoretical condition to assure that the GFLI

is in normal operation is given by,

4 2
g

yg
16R} 2R,
Moreover, the active power is limited by the available energy. While, the reactive power

Pry = Prop = QOpy 20 (2.33)

is controlled to sustain the condition in (2.33). Thus, the amount of the reactive power

required to avoid unstable steady state voltage conditions is as (2.34).

4 2

V

2 2

QRef < 16;2 + 2; })Ref _})Ref (2.34)
4 8

2.3.2. Inductive Weak Grid Consideration

In the case of the inductive weak grid, the power flow is expressed by (2.35) and (2.36).

Voce Vs sin(o)

oL, (2.35)

Pry Ap_-

2

Opy 20 =— VrccVy (%)
ef — = COS
/ oL, oL, (2.36)

In this case, the PCC voltage steady state magnitude is as given in (2.37),
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Table 3. PLL-less Grid-Following Inverter Control Ratings

Parameter Symbol Value
Rated Power Prated 30 kW
Switching Frequency Sfow 10 kHz
Nominal Grid Frequency @ 376.8 rad/sec
Grid Voltage Peak Ve 120V2V
DC-Bus Voltage Vbc 420V
DC-link Capacitor Cpc 2mF
Filter Inductor L 0.5 mH
Filter Inductor Resistance R 0.05 Q
Weak Inductive Grid Inductor Lg 1 mH
Weak Resistive Grid Resistor Ry 1Q
2 2 2
o = JJ(Vg AL sz (g3, ) A e 2:37)

Thus, the amount of reactive power required for stable PCC voltage conditions with weak

inductive grids is given by (2.38).

2 2
2ngPReff _ Vg

R SwlL

g

(2.38)
Thereby, to inject a specific amount of available active power (Pg,); the GFLI must supply

a reactive power (Qg.r) according to the inequality expressed in (2.38).

2.4. Validating Results on PLL-less Grid-Following Inverter Control

The theoretical analysis is verified by simulation in PSIM software. A 30 kW GFLI is
implemented with the component values given in Table 3. Additionally, the subsection is
subdivided into three; (2.4.1) validates the performance of the proposed control in tracking
the commanded PQ set- point references. (2.4.2) is dedicated to a scenario in which the
GFLI is operating with resistive weak grid. (2.4.1) examines a scenario where a GFLI is
operating with inductive weak grid. Both scenarios discussed in subsections (2.3.1) and

(2.3.2) verify the inequality conditions that guarantee the PCC steady state voltage stability.
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Figure 2.4: Proposed controller dynamic performance in tracking the commanded PQ set-point references.

PRef =10 kW, QRef: 0 kVar

250 - Voce V)
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1.45 1.5 1.55 16 1.65 1.7

Time (sec)
Figure 2.5: Steady state PCC current and voltage waveforms in Figure 2.4 before the commanded PQ set-point
references are changed at instant 2 sec.

2.4.1. Controller Dynamic
The dynamic performance of the proposed PLL-less single-loop controller is depicted

in Figure 2.4. As evident in Figure 2.4, the controller is tracking the required commanded
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Figure 2.6: Transient PCC current and voltage waveforms in Figure 2.4 at the instant the commanded PQ set-
point references are changed.
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Figure 2.7: Steady state PCC current and voltage waveforms in Figure 2.4 after the commanded PQ set-point
references are changed at instant 2 sec.

PQ set-point references accurately. In addition, the injected PCC current is sinusoidal. In
this scenario, the GFLI is initially injecting 10 kW at unity power factor (see Figure 2.4
before instant 2 sec and Figure 2.5). Then, at time instant 2 sec the commanded PQ set-
points are changed to 20 kW and -20 kVar. At this instant, the GFLI tries to adjust the
amount of the injected active and reactive power as seen in Figure 2.4 and Figure 2.6.
After(.6 sec duration the injected active and reactive power of the inverter converge to the

commanded PQ set-points as seen in Figure 2.4 after time instant 2.6 sec and Figure 2.7.

Note that, in this scenario the grid has no impedance (i.e., stiff grid connection).
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2.4.2. Weak Resistive Grid Connection

The previous scenario validated the developed theory in achieving grid-current
synchronization without the need for a PLL in stiff grid conditions. However, the main
motivation behind PLL-less controls is to guarantee control robustness especially in weak
grid conditions. As the GFLI might witness unstable operation given that the commanded
PQ set-point references may violating certain bounds. If these bounds are violated, the
GFLI will be incapable of tracking the commanded PQ set-point references due to the
absence of the fundamental component of the PCC voltage. Furthermore, in this scenario,
the GFLI is simulated considering a grid resistance of 1 €. This means that the grid is very
weak with a SCR of 0.48. Initially, the GFLI is operating at unity power factor with 10 kW
active power injection (see Figure 2.8 before instant 2 sec). This initial operating point is
not violating the inequality (2.34) since the PCC current and voltage are sinusoidal without
distortion as seen in Figure 2.9. Then, at time instant 2 sec the commanded reactive power
set-point reference is adjusted to -10 kVar such that the inequality (2.34) is not satisfied.
Directly the GFLI operation collapses as it is incapable of tracking the commanded PQ set-
point references (see Figure 2.8 after 2 sec and Figure 2.10). The reason for this operation
collapse is the absence of the PCC voltage fundamental component. Then at time instant 3
sec, the commanded PQ set-point references are adjusted to not violate inequality (2.34).
Hence, the GFLI gradually regains the normal operation in less than 1 sec (see Figure 2.8

after instant 3 sec, Figure 2.11 and Figure 2.12).
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Figure 2.8: Verification of inequality (2.34) with commanded PQ set-point references variation in weak
resistive grid connection.
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Figure 2.9: Initial steady state stable PCC current and voltage waveforms when the command PQ set-point
references are satisfying inequality (2.34) in Figure 2.8.
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Figure 2.10: Transient PCC current and voltage waveforms when transiting from stable to unstable operation
induced by violation of inequality (2.34) at instant 2 sec in Figure 2.8.
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Figure 2.11: Transient PCC current and voltage waveforms when the stable operation is induced by satisfying
inequality (2.34) at instant 3 sec in Figure 2.8.
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Figure 2.12: Final steady state stable PCC current and voltage waveforms when the command PQ set-point
references are satisfying inequality (2.34) at instant 3 sec in Figure 2.8.
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Figure 2.13: Verification of inequality (2.38) with commanded PQ set-points references variation in weak

inductive grid connection.
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Figure 2.14: Initial steady state stable PCC current and voltage waveforms when the command PQ set-point
references are satisfying inequality (2.38) in Figure 2.13.
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Figure 2.15: Transient PCC current and voltage waveforms when transiting from stable to unstable operation
induced by violation of inequality (2.38) at instant 2 sec in Figure 2.13.
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Figure 2.16: Transient PCC current and voltage waveforms when the stable operation is induced by satisfying
inequality (2.38) at instant 4 sec in Figure 2.13.
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Figure 2.17: Final steady state stable PCC current and voltage waveforms when the command PQ set-point
references are satisfying inequality (2.38) at instant 4 sec in Figure 2.13.
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Figure 2.18. Variable frequency second order generalized integrator (VF-SOGI).

Figure 2.19. PLL-less GFLI adaptive to frequency changes.

2.4.3. Weak Inductive Grid Connection
This scenario is considering a weak inductive grid with a SCR of 1.27. The grid
inductance is 1 mH. The GFLI is initially operating stably (i.e., no violation of inequality
(2.38)) with the PQ operation set-point references set to 10 kW at unity power factor (see
Figure 2.13 before instant 2 sec and Figure 2.14). Then, at instant 2 sec the commanded
PQ set-points are adjusted to 20 kW at unity power factor to violate inequality (2.38). The
inverter gradually fails in tracking the command PQ set-point references as evident in
Figure 2.13 after instant 2 sec. This also is manifested in the non-sinusoidal behavior of
fundamental component of the PCC current and voltage in Figure 2.15 after instant 2 sec.
Nevertheless, to further validate the inequality (2.38), the commanded reactive power set-

point is adjusted to 20 kVar at instant 4 sec to sustain inequality (2.38) (see Figure 2.13
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and Figure 2.16). This new set-point results in gradual stable operation of the GFLI in less
than 0.5 seconds. In fact, the fundamental component of the PCC current and voltage are

seen regaining their sinusoidal waveform shape as shown in Figure 2.16 and Figure 2.17.

2.5. PLL-less Grid-following Inverter Control Adaptive to Frequency

2.5.1. Mathematical Modeling with Frequency Adaptation Inclusion

The beauty of the theory developed about how PLL-less GFLI control can be deployed
is extended to include adaptive feature to changes in the frequency of the network. The
beauty of this theory is embedded in the fact that frequency estimation is always simpler
that phase estimation. Thereby, the PLL-less feature makes extension to frequency
adaptation in the current control simpler. Therefore, conventional fixed frequency second
order generalized integrator (SOGI) can be extended to adaptive frequency operation by
considering the estimation of the frequency (@) as depicted in Figure 2.18. The state space
of the adaptive frequency second order generalized integrator is given in (2.39).

ﬂ:Ax+Bu ,y=Cx
dt

xeR* ueR,yeR*, 4eR™ BeR™, CecR™

T
w A AV (@) V(D) . P .
X =| Vpee (@) PCdCt Vice (@) PCdCt s U= Voo (@), = Vo (@) Ve (D)
0 1 0 0 0 (2.39)
4 -0’ —Kgy® 0 0 B 1
0 0 0 1 ’ 0
0 0 -@&" K@ 1

o [0 Kog® 00
0 0 Kyu@ O

where Ksoq; 1s the gain of the adaptive frequency SOGI, vpcc is the point of common

coupling voltage, vp.-(w) is the alpha component of the point of common coupling
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Table 4. Adaptive Frequency PLL-less Grid-Following Inverter Control

Parameter Symbol Value
Rated Power Srated 20kVA
Switching Frequency Sfow 10 kHz
AC Bus Voltage Ve 120V
Maximum Frequency WMax 1884 rad/s
DC Bus Voltage Vpe 500V
DC link Capacitor Cpc 500 pF
Filter Inductor L 0.25 mH
Filter Inductor Resistance R 0.05 Q
Filter Capacitor C 60 uF

voltage, and foC (w) is the beta component of the point of common coupling voltage. This
adaptive frequency SOGI, without loss of generality, at any specific frequency, P(w) and
O(w) at the PCC can be obtained with the variable frequency SOGI developed. Then, using
the same methodology in the previous subsection, the state space of the PLL-less GFLI

control with adaptive frequency consideration is shown in (2.40).

@7 [ R
a|_| L {P(a‘))} L m (@i (@) + my(0)pe Ve (B) = [V (B, 540
do(@) o _5 O(@)] 2L m, (a’\))vpcvgcc (@)~ mg (@) peVice (@) ( ' )

dt L

Thereby, this system can be controlled with the same methodology explained in the
previous subsection with adaptation to the frequency deviations. The control structure for

this adaptive PLL-less GFLI control is depicted in Figure 2.19.

2.5.2. Frequency Adaptation PLL-less Grid-Following Inverter Control Validations
The theoretical analysis is verified by simulation of an adaptive frequency single-phase
GFLI control with the ratings depicted in Table 4. Three scenarios are simulated. The first
scenario is validating the performance of the adaptive frequency PLL-less GFLI control
during sudden changes in the AC supply frequency. The second scenario is validating the

operation of the adaptive frequency PLL-less GFLI control with active power set-points
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Figure 2.20. Scenario 1: Performance of the frequency adaptive PLL-less grid-following inverter control
with frequency variations.

and frequency variations under unity power factor operation. The third scenario is
validating the performance of the PLL-less GFLI control with frequency variations, and
active and reactive set-points variations.

Scenario 1 is depicted in Figure 2.20. Particularly, in this scenario a dynamical variation
in the frequency of the AC supply occurs at time instant 1 s in Figure 2.20. This is depicting
the performance of the adaptive frequency PLL-less GFLI control. Initially, in Figure 2.20
the AC supply operating frequency is 80 Hz with the active power exchange of 10 kW at

unity power factor. After time instant 1 s, the AC supply frequency is changed to 180 Hz
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Figure 2.21. Scenario 2: Performance of the frequency adaptive PLL-less grid-following inverter control
with frequency variations and active power set-point change

in Figure 2.20. The PLL-less GFLI control is performing well even with supply frequency
variations and tracking the set-points (see Figure 2.20).

Scenario 2 is validating the performance of the adaptive frequency GFLI control with
active power set-points dynamic changes at unity power factor operation (see. Figure 2.21).
Moreover, initially the inverter is operating with 80 Hz, 8 kW at unity power factor (see
Figure 2.21 before 0.8 s). Then, at 0.8 s in Figure 2.21 the AC supply frequency is increased
to 100 Hz. After that, at 0.85 s the active power set-point is increased to 10 kW in Figure

2.21. At time instant 1 s in Figure 2.21 the frequency is increase to 120 Hz and after 1.05
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with frequency variations, active power set-point change, reactive power set-point change.

s the active power set-point is decreased to 6 kW. Then, at 1.2 s the frequency is decreased
to 50 Hz in Figure 2.21. Finally, the active power set-point is moved to 4 kW. In this
scenario that the adaptive frequency GFLI PLL-less current control is capability of

operating the inverter in unity power factor with tracking the commanded active power set-

point reference.
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The scenario 3, which is depicted in Figure 2.22, is validation of operating the adaptive
frequency PLL-less GFLI control under variations in the AC supply frequency, active
power set-point reference, and reactive power set-point reference. Evidently, in scenario 3
in Figure 2.22, the adaptive frequency PLL-less GFLI control is capability of operating the

inverter with tracking the active and reactive power set-point references accurately.

2.6. Conclusion

The first section of this chapter provided a GFLI control with no PLL requirement with
single loop structure. The stability and control design were also investigated and validated
with multiple operation scenarios. In addition, in the first section, steady-state voltage
stability bounds also were investigated for analyzing the operation of the GFLI without
PLL requirement. Then, the second section of this chapter, utilized the beauty of not
requiring PLL for synchronization to accommodate GFLI control with active and reactive

power tracking with frequency adaption.
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Chapter 3

3. Grid-Following Inverter Control with Active Power
Decoupling Control for Future Power Electronics-

Dominated Grid DC Link Voltage Stability Improvement
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- A. Khan, M. B. Shadmand and H. Abu-Rub, "Active Power Decoupling Control Scheme
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2019
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4994-4999, 2020

- A. Khan, M. Hosseinzadehtaher, A. Y. Fard and M. B. Shadmand, "Active Power
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3.1. Nanogrid Main Interfacing Grid-Following Inverter with Active

Power Decoupling Capability

Given the nature of photovoltaic (PV), energy storage systems (ESS), electric vehicles
(EV), etc., nanogrids have risen as attractive, efficient and reliable solutions for their
interconnection [74, 75]. Furthermore, the nanogrid is interfaced with the utility grid via a
solid state converter (SSC) [76]. This SSC is the main nanogrid energy control unit that is
communicating with the upper network and managing the nanogrid elements, this SSC is
a grid-following inverter (GFLI) [77]. However, when the SSC operates, a 2" order
harmonic voltage ripple inevitably is superimposed on the DC bus voltage. This voltage
ripple originates from the nature of single-phase AC systems [78]. The instantaneous power
exchanged between the utility network and the nanogrid is oscillating at twice the utility
grid frequency [79, 80]. Furthermore, due to the limited output impedance of distributed
energy resources’ converters and point of load converters, the 2" order power harmonic
causes large current and voltage fluctuations at the resource and load sides of these
converters [81]. These fluctuations are undesirable, as they shorten the lifetime of batteries,
fuel cells, and loads [82-84]. Suppressing the 2™ order harmonic voltage is possible by
passive or active methods [85]. The passive methodology is simply to increase the DC bus
capacitance. This approach is not recommended as realizing high capacitance is only
attained by short lifetime electrolytic capacitors (e-caps) [27, 86]. In fact, roughly 60% of
power electronic devices failure are due to the use of e-caps [87]. On the other hand, most
of the active solutions are combination of hardware with control schemes utilization. An

example of these ripple buffering solutions is the various active power decoupling
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Figure 3.1. Nanogrid architecture.

circuitries [88-94]. These technologies are summarized in Table 5 with emphasizing on the
principle of the approach and highlighting the main features and the drawbacks. Table 5
clustered these existing solutions into six groups: (I) AC link based, (II) center trap
transformer based, (III) series compensation, (IV) parallel compensation, (V) parallel
compensation with shared control, and (VI) control dependent compensation. Even though,
these active power decoupling solutions are effective; the requirement for additional power
switches and energy storage devices decrease the reliability of the entire nanogrid system
for the methods in clusters (I) — (IV) in Table 5. While, the control dependent compensation
methods (i.e., cluster (VI) in Table 5) are not robust to system parameters mismatch, and
operation setpoint variations. This makes their operation even further problematic with
non-ideal conditions or nanogrid operation change such as load increase or decrease, etc.

As the power ripple are not solely originated from the main AC node; linear and non-linear
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AC loads in the nanogrid contribute to the bus voltage ripple in a different manner. In fact,
the AC node non-ideality will produce voltage ripple at higher order harmonics and not

only at 2" order harmonic.

Table 5. Summary of Power Ripple Mitigation Techniques

Cluster Minimization Technique Features Drawbacks
- Eight additional switches needed
- Eliminate the dc link capacitor - Additional capacitor and inductor
I AC-Link [95] - Ripple mitigation is independent of - Used for low frequency switching
other elements application
- Needs a high frequency transformer
- Additional inductor and capacitor are
needed.
I Center Tap Transformer [96] - Used in several kilowatt application - Ripple mitigation depend on the other
elements
- Center tap transformer is required
- General solution that is applicable on
current source network. - Four additional switches needed.
- Ripple mitigation is independent of - Two capacitors and one inductor are
other elements. needed.
I Series Compensation [97] - Used in kilowatt power ratings. - The dc link of the series converter requires
- Ripple mitigation does not impact the a large capacitor or an additional power
DC bus utilization. source.
- Ripple mitigation does not introduce
current stress
- Cascaded DC/DC converter is required
Quasi- - No impact on the DC bus utilization - Suitable for low power applications
Resonant - No additional current stress - Require high bandwidth control for the
Control [98] DC/DC converter that compensates the
ripple.
- Independent ripple mitigation control of - Two additional switches required
v Parallel Compensation Three legs other elements - Additional capacitors and an inductor
[99-101] - Used for several hundred watts to - Voltage balancing issue between the power
several kilowatts. mitigation circuit capacitors with the half-
bridge type.
Four legs - Independent ripple mitigation control of -Needs four additional switches
[102] other elements . L -Additional one inductor and capacitor
- Used for several kilowatt applications
- One or two additional capacitors needed.
- One inductor is needed.
[Iilog’rlld Og:] - Used for several kilowatt applications ctﬂ)l:lt(r:o(l:?ftiﬁi (;t;fl};: ;Ie) frlzr:;hamd with the
- Ripple mitigation control reference requires
. computation.
\' Pf;/riegllesllg (r);?ipcegiiﬁ)(;n - Two additional switches
- Additional inductor is needed
Three legs ) o - AAdditionz?lAcal:)Aacitor is needed .
[105, 106] - Used for several kilowatt applications - Ripple mltlgatlon control reference requires
’ computation.
- General solution that is applicable on
current source network.
- The control of the ripple is shared with the
control of the other elements.
- Ripple compensation control is not
- Used for less than one kilowatt autgnomous. . .
Control Dependent Compensation [107- applications - Ripple compensation QOes not consider
VI other low order harmonics generated by

110]

- No additional switches

nonlinear loads, linear loads, and grid
distortion.

- Ripple control is not robust to parameters
and load variations

- Stabilization scheme is not discussed

Proposed Solution

- No additional switches

- No additional capacitor or inductors
needed the filter structures is similar to
non-isolated application

- Autonomous ripple mitigation control

- Stabilization scheme required
- The control of the ripple is shared with the
control of the other elements
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This chapter provides analysis on the origins of the DC bus voltage ripple in a nanogrid.
Then, the working principle of the proposed SSC will be presented. The proposed SSC has
the capability to absorb the ripple without deploying additional components and is robust
to system parameters and operation setpoint variations. The proposed approach considers
ripple mitigation due to non-ideal AC node voltage, linear and non-linear loads. The main
aim is to reduce the DC bus capacitance requirement and utilize the commercially available
long lifetime low capacitance film capacitors as energy buffer at DC-link in the nanogrid.
The proposed methodology enables achieving a highly reliable nanogrid without e-caps
utilization. The low frequency ripple are solely absorbed by the zero-sequence operation
mode control of the proposed SSC.

The nanogrid in Figure 3.1 is rated at 500V/5kW. This nanogrid is considered as low
voltage network that has DC loads and sources and single-phase AC loads and sources.

The loads are controlled in output voltage control mode and sources are controlled in input
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current control mode. Furthermore, since the operation and control of the subsystems are
well established in the literature [111-117]; there will be no further emphasis on their
control and operation. The focus of this section will be the SSC depicted in Figure 3.1 that
governs power exchange between the DC bus and the single-phase AC node. This
converter is in current control mode with regulating the main DC bus voltage. The focus

of this work will be the SSC zero-sequence operation mode control that absorbs the power

ripple.

3.1.1. Origin of Power Ripples
Consider the harmonically distorted AC node that is linked to the nanogrid through the
proposed SSC (see Figure 3.1); this system is equivalent to a grid connected bi-directional
DC/AC converter with an LCL filter. The AC node voltage at the point of common

coupling (PCC) is expressed as (3.1).
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2"

Voce () = VPCCﬂ + Z Vice, cos(nw,t+0,) (3_1)
n=1,2,3,..

where t is time, vpcc(t) is the instantaneous PCC voltage, n is the order of the harmonic,

Vpcc, 1s peak of the n™ harmonic component of the PCC voltage, w, is the angular

frequency of the network, and 6,, is the initial phase of the n™ PCC voltage harmonic
component. Due to the AC node voltage distortion, the current drawn is polluted with odd

harmonics, even harmonics and a DC component:

nlh

LO=1, + Z 1, cos(not+¢,) (3.2)

n=1,2,3,.

where i;(t) is the instantaneous grid current, I, is the peak of the n™ harmonic component
of the grid current, and 8, is the initial phase of the n” grid current harmonic. Then, the
instantaneous power exchange at the PCC. is computed from (3.1) and (3.2) by
multiplication. The expression for the instantaneous power consists of a DC term and
multiple sinusoids with constant coefficients at integer order harmonics. The instantaneous

power can be expressed in simplified form:

Prec(®) = Poce + Ppec (@4, 20,8, 30t,....200,1) (3.3)

where ppcc(t) is the instantaneous power, p

.. 18 the average power (i.e, the DC term)
and Ppec(wot, 2wot, 3wpt,...2nwot) is the power ripple (i.e., the AC term). Thus,
considering an AC node voltage distorted to n™ harmonics and a DC component; the
resultant power ripple in the system are from 1% to 2n” harmonic.

Other potential sources of low frequency power ripple are the nanogrid AC loads. For linear

RL loads the generated power ripple are as ideal single-phase AC systems, thus only a 2™

order harmonic power ripple is generated (3.4).
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Pic ) =Py + ﬁAq (2031) (3.4)

Where pyc, (t) is the instantaneous power of the linear load, Py, is the average power of
the linear load, and p4¢, (2wyt) is the power ripple of the linear load. On the other hand,

non-linear AC loads are rich source of harmonics. For instance, diode rectifier with RC
loads makes a pulsed shaped current drawn from the inverter at the AC side. This happens
when the diode rectifier DC output is greater than the absolute value of the AC bridge
output. According to [118], the spectrum of both the inverter AC output voltage and the
current contain significant odd harmonics until the 9" harmonic. Thus, the AC output

voltage and the AC output current of non-linear loads are approximated by,

gth

Vi, = D Ve cos(nayt+96,) (3.5)

n € odd

gth

l'ACz 0= Z IAC” cos(nwyt +¢,,) (3_6)

n € odd

where vy, (t) is the instantaneous voltage of the non-linear load, Vy(, is the n'" harmonic
component peak of the non-linear load, i,c, () is the instantaneous current of the non-
linear load, and I, is the n harmonics component peak of the non-linear load current. As

a result, the power ripple that appears in the instantaneous power expression in (3.7) for

non-linear AC loads starts from the 2"¢ harmonic to the 18™ harmonic.

Pac,®) =Py, + Dy, 2ot 4t,...180,1) (3.7

where py, (t) is the instantaneous power of the non-linear load, P,c,is the average power
of the non-linear load, and Psc, (2wot, 4wyt,...18w,t) is the power ripple of the non-

linear load.
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The total power ripple that appears on the DC bus will be the summation of all ripples
that were generated at the AC side of different AC loads and the main grid AC node given
by (3.8).

Proa () = Bpce + Pye, + Py, +"'+PAC/ + Ppec +13Ac, ""1~7/1c2 +'--+13Ac, (3.9)

where piotqr(t) is the instantaneous power of the nanogrid, and j is the index representing
linear and non-linear loads in the nanogrid. However, a complication might arise if the AC
loads have a different operation frequency than the main AC node nominal frequency.
Nevertheless, nanogrid AC loads are rated to the nominal grid frequency or an integer
multiple of the grid frequency; this makes the power ripple generated in such situations
also a higher integer multiple of the main grid fundamental frequency. In other words, the
power ripple spectrum will contain orthogonal components; hence, (3.8) is simplified as

(3.9).

pmm/ (t) = B{)tal + ﬁt()ta/ ((‘OOt’ 2(‘OOt’ 30)0t’ 2n(DOt) (3 '9)

where P;,;q; 1s the average of the total power exchanged between the nanogrid and main

AC bus, Prorar(Wot, 2wot, 3wy, ...2nwyt) is the power ripple of the nanogrid.

3.1.2. Power Ripple Mitigation Principle

The structure of the SSC in Figure 3.2 allows utilizing the zero-sequence operation
mode of the SSC independently of the active power transferring mode. If S1/S; modulation
index (Mg /5, (t)) and S3/S4 modulation index (mg3,54(t)) are controlled through the active
power transferring mode modulation index (mypr(t)) and the zero-sequence modulation

index (Mg_geq (t)) as the following (see Figure 3.3),

Mgy 55 (1) = My_g,, (6) + 1,1 (2) (3.10)
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Mgy 54 (1) = My_g,, (£) = M 4 (1) (31 1)

the two filter capacitors Crq and Cpyvoltages vy (t) and v, (t) relative to the two

modulation indices and the DC link voltage (V) will be as:

% My, () + M (1) +1

Ve ()= ( 2 ) (312)
V, - 1

o il 01 oy

From (3.12) and (3.13) by subtraction; (3.14) is deduced that is representing the active

power transferring mode capacitor voltage component v, ,.(t).

Ve pr () =V, () =Ver () = Ve pr (1) (3 14)
Equation (3.14) indicates that the active power transferring mode modulation index

(mypr(t)) is independent of the zero-sequence modulation index (Mmg_geq(t)). Actually,
the equivalent circuit of the active power transferring mode in Figure 3.4 does not contain
any zero-sequence components. Therefore, mypr(t) can be used to control the active
power exchanged. Likewise, from (3.12) and (3.13) by summation; (3.15) is deduced that

is representing the zero-sequence mode capacitor voltage component VCo_seq (1).

Yy (D =vu () +v, @)= VDCmo—se'q O+Vpe (3 1 5)
Equation (3.15) shows that the modulation scheme in Figure 3.2, makes the zero-sequence

mode operation to be influenced only by the imposed zero-sequence modulation index
(Mo—seq(t))- In fact, the zero-sequence operation mode equivalent circuit is in open circuit
conditions at the PCC (see Figure 3.5). Furthermore, next subsection discusses the
methodology of using the zero-sequence component imposed for power ripple mitigation.
For actively absorbing the power ripple, the SSC topology makes the filter capacitors

voltages at the loop of PCC in Figure 3.2 to be as (3.16) and (3.17).
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Vi + Vece (1) (3.16)

Vey (1) = >
Vo) = V+@ (3.17)

If a zero-sequence voltage component (UCO—Seq (t)) is superimposed on the two filter

capacitors by the zero-sequence modulation index as (3.18) and (3.19) such that the
instantaneous power at the PCC loop is equal to the negative of the power ripple as (3.20);

the power ripple will be successfully mitigated.

oy ) = 20 Ve (;) Vs ) (3.18)
oy (1) = 25 ree (; ) ey, @) (3.19)
Loy Ve () + Ty (V) () = = Do (Ot 208,30, .21 ) (3.20)

where i;1(t) and i;,(t) are the instantaneous current of the AC filter capacitors.
Accordingly, the minimum capacitance required to accomplish a DC bus with negligible
ripple will be reduced. This injected zero-sequence voltage (Vo.geq(t)) into the filter
capacitors can be estimated by finding the closed form solution of (3.20). In more details,
(3.20) is rewritten as (3.21) in relation to the filter capacitors with the assumption that the

AC filter capacitors are equal (i.e. Cr; = Cf, = Cy).

dv,,(t)
dt

Cr

Vo &)+ Cr

dv, (t
V;‘t( ) Vo (1) = = Do (041, 2001, 301, .20 1) (3.21)

Further, since each capacitor voltage is multiplied by its derivative term in (3.21); (3.21)

can be written in terms of the derivative of the square of each capacitor voltage as (3.22).

a’vé1 Q) . clvé2 o 2D rorat (@t , 200,30 t,...2n0, t)
dt dt 0

Inserting (3.18) and (3.19) into (3.22) results in (3.23).

(3.22)
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2
d (VDC + VCU,SW (t)) N dvéCC (1) __ 41~7mml (o, 20)0t,3(,\)0t,...2n(1)0t) (3'23)
dt dt Cr

From (3.23), the closed form solution for the required injected zero-sequence voltage is

given by,

oo (0= Ve + \/‘I AP, (wot,zmgﬁmut,...2nc0(,t) dt =2 (0)+ 4 (3.24)
where the term Piorq1(Wot, 2wot, 3wot, .. .énwo t) has an anti-derivative expressed by
elementary functions; since Diorqr(Wot, 2Wot, 3wot,...2nwet) consists of multiple
sinusoidal terms at different harmonics with constant coefficients. Also, the constant (A4) is
generated by the indefinite integration.

Nonetheless, realizing (3.24) is challenging as the zero-sequence voltage required for

the power ripple mitigation needs heavy computations. Then, the closed form solution for

VCo_seq (t) in (3.24) depends on system parameters and this is for the unrealistic assumption

that the filter capacitors Cr, and Cr, are perfectly equal. Next subsection discusses practical

considerations regarding the power ripple mitigation scheme.
3.1.3. Power Ripple Mitigation Automation and Practical Considerations

3.1.3.1. Automation
Power balancing between the AC side and the DC side of the SSC highlighted in Figure
3.2 can be used to make the control scheme autonomous. The power ripple that are
generated can be regarded as artificial voltage ripple or current ripple generated by the
loads and the sources connected at the DC bus of the nanogrid. Then by power balancing,

the instantaneous DC current ip.(t) generated by the nanogrid is given by (3.25).
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(©,1,20,1,30,,...2n0,t)

v (3.25)

DC DC

. P, D
i ()= B | P

Ipc ipc ()

where I is the averaged DC current generated by the nanogrid, ipc(t) is the current ripple
generated by the nanogrid. In (3.25) the AC component ip-(t) flows in the DC link
capacitor. Therefore, this DC current ripple in (3.26) is related to the DC bus voltage ripple
as (3.26).

1 1

v, (t) =

[iwdi=

v,
DC DC" DC
where U (t) is the instantaneous voltage ripple imposed on the nanogrid bus, and Cp is

J‘f?mm (0,1,20,¢,30,t,...2n0,t) dt (3.26)

the small capacitor that used in the nanogrid after the ripple compensation by the proposed
control. This capacitor Cp. is designed according to the switching requirement. In other
words, after successful low frequency ripple abortion the DC link capacitor is designed
considering other nanogrid high frequency filtering requirement. Utilizing (3.26) instead
of (3.25) reduces the number of sensors that are needed for the control scheme; as the DC
bus voltage is already sensed for regulating the DC link voltage. Hence, instead of
estimating the required zero-sequence voltage that needs to be injected into the filter
capacitors by (3.24); considering the DC bus voltage ripple as the controller feedback is
more effective. As this eliminates the extra computation required to generate the zero-
sequence mode controller reference.

The previous analysis considered the SSC filter components with matched components.

In other words, the filter inductors Lsyand Ls, are equal, the inductors Lgrq and Lgg,
equivalent, the AC node stray inductors Lgq and Lg, are identical, and the AC filter

capacitors Crq and Cr, are equal. Practically this is not true; it is only a good assumption
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for simplifying the initial design. However, since the SSC at the PCC is in open circuit
conditions in the zero-sequence operation mode (see Figure 3.5); the grid-side filter
inductors and the grid stray impedances do not influence the zero-sequence operation
mode. Likewise, the converter-side filter inductors Lgy andLy, also do not affect the power
ripple mitigation scheme; as the ripple will be trapped in the filter capacitors before
transferring to the converter-side. The main issue is filter capacitors Cr; and Cr, mismatch;
as they are the location of the power ripple absorption. To see the impact of a mismatch,
the previous equation (3.20) needs to be solved but considering a certain degree of
mismatch termed as (y). Meaning that, the filter capacitors are Cry = Cr and  Cr, = y (5.

Therefore, (3.20) can be revised as (3.27).

dvél(t)+ Ay (1) 2D (00,208, 30t,..2n0t)
dt v dt Cr

Inserting (3.18) and (3.19) into (3.27) results in (3.28):

(3.27)

2
d (VDC TV (t)) . vy () s 1-v d (VPCC (Z)(VDC Ve, (t))) _ 8D (0,201,301, ... 2000 1) (3.28)

dt dt I+y dt (1+y)C/

Then, the close form solution for the required injected zero-sequence voltage for the ripple

mitigation in case of mismatched filter capacitors is given by (3.29).

B y-1 1-y° ) 8 Diorat (@1, 200,300 1,..2n01)
VC(FM (t) - _VDC +EVPCC (t) + \/(m _1 Vpce (t) _J. (1 4 Y)C/ dt+4 (3 29)

Then, the closed form solution (3.29) depicts that with a mismatch of y the zero-sequence
voltage injected for power ripple minimization is completely different compared to (3.24).
Thus, if the capacitor voltages are directly controlled; the mismatch will produce further

complications. Also, the mismatch factor y must be known prior to control activation.
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Figure 3.6. Model for stability analysis.

Nevertheless, the autonomous approach explained in previous subsection would solve this

complication.

3.1.3.2. Practical Considerations
The minimum DC bus voltage and the filter capacitors are linked to the range of the
linear operation of the SSC. This is because the SSC is of buck type and the location of the
ripple decoupling is at the AC filter capacitors. Hence, to avoid operation of the SSC in the
non-linear modulation region. The filter capacitors voltages in (3.18) and (3.19) must not

go below zero level at any instant. The minimum of the capacitors’ voltages is as (3.30).

inf (VCi ) = inf (% Ve (t)) —Ssup (% Vpce (t)) - sup(% Vg (t)) (3.30)
Setting inf[v;] in (3.30) to zero results in the minimum DC bus voltage obtained to avoid

over modulation occurrence as (3.31).
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where VDRCef is the DC bus reference voltage. Thereby, (3.31) is the design equation for
selecting the nominal DC bus voltage level and the filter capacitors value with assuming a
predefined maximum filter capacitors mismatch factor (y). Then, the size of the DC link
capacitor (Cpc) required for the nanogrid will be only for decoupling the high frequency
ripple generated by the switching actions of the power electronics devices.

After the value of the filter capacitors and the DC bus voltage are selected; the filter

inductors (Ls) and (Ls,) and the AC side filter inductors (Lgs ) and (Lgf,) are designed to
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keep the filter resonance frequencywypr) in the range of 10w, < wppr < %wsw, where

wapt 18 the resonance frequency of the active power transferring mode, and wgy is the
switching angular frequency. However, the filter resonance frequency range constraint
must be achieved with targeting the required allowable grid current ripple for the filter
inductors and the harmonic suppression around the switching frequency for grid filter

inductors. These design consideration are reported in [119], [120].
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Figure 3.8. Bode plot of Ge(s) indicating instability in the 0-Seq mode.

3.1.4. Stabilization

3.1.4.1. Stability Investigation
The model of the SSC is shown in Figure 3.6. This model is utilized to study the stability

of the nanogrid. The switches S1 and S2 are operating with the modulation index (3.32).
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Mg, 5, =M 4y +M0—Seq (3.32)
Whereas, switches S3 and S4 are operating with the large signal model modulation index

given in (3.33).

Mgy g4 =1=-M jpr + Mg, (3.33)
Applying small-signal perturbation analysis on the large signal modulation indices given

in (3.32) and (3.33) results in (3.34) and (3.35).

Mgy15y = Mypr + 1My _g,, (3.34)
M350 =M gpr T My g, (3.35)

The symbol * denotes the perturbed average value of the concerned parameter. Thereby,

the S1/S2 has the small signal dynamics of (3.36) and (3.37).

(r;lAPT +Mmy_g, )VDC = SL/’IITLI + Ve (3.36)

iey =8Cp Ve, =1y — i, (3.37)
where i, is inductor L¢4 current, and i is capacitor Crq current. Similarly, S3/54 has the

small signal dynamics of (3.38) and (3.39).

(_’ﬁAPT + "Alofseq )VDC = SL/leLz + Ve, (338)
i =5Cpy Ve, :lTLZJng (3.39)

where i, , is inductor L, current, and ic, is capacitor C¢, current. Then, applying KVL at
the AC output loop the grid current in relation to the SSC dynamics is given in (3.40).

S (Lgfl + Ly, ); +Vpee =Ver ~Ver (3.40)
Then, combining (3.37) and (3.36) results in (3.41).

(nA/lAPT + rﬁO—Seq )VDC = SLflig +Ve (Lflcfl + 1) (341)
Also, combining (3.39) and (3.38) results in (3.42).

(_’ﬁAPT + "Alofseq )VDC = _Sszl; + ﬁcz (szcfz + 1) (342)
The output/input transfer function between the filter capacitors zero-sequence voltage

component and the zero-sequence small-signal modulation index is obtained by summating

of (3.41) and (3.42). This output/input transfer function is expressed in (3.43).
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Figure 3.9. (a) Pole zero plot of G4pr(s) with varying Kapr from 0 to 0.045 indicating stability improvement
with gain increase and (b) G4pr(s) bode plot indicating stability with Kapr of 0.045.

L, =C,,L, =L, =L, (3.43)

S el 82

2 14
G(s)= o Ly =L, =
My g, S Lfo +1

Similarly, the output/input transfer function between the filter capacitors active power

Cr=Cp
Transferring mode voltage component and the active power transferring mode modulation
index is obtained by subtracting (3.42) from (3.41) and combining the resultant with (3.40).
This output/input transfer function is illustrated in (3.44).

) LV
-2
L CiLy +L, + L,

v
G2 (S) — ACAPT

m -
APT 15p0c =0

(3.44)

Furthermore, the output/input transfer function between the injected/absorbed grid current

is expressed in (3.45). (3.45) is obtained by combining (3.40) and (3.44).

1
G,(s)= ﬁg

m,pr

— Ve
3
oo SLCL, +s(L,+L,)

(3.45)

Designing the controller for the active power transferring mode based on (3.45) indicates
that the system has a stability problem. Specifically, the output/input transfer function in

(3.45) has a resonance peak at (3.46).
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/Lf’ " (3.46)
@ = .
o LfoLgf
This active power transferring mode resonance frequency (w,4pr) might jeopardize the
operation of nanogrid. In fact, the bode plot of the transfer function (3.45) in Figure 3.7
shows that there is a sudden -180° phase crossing for gains above 0 dB.

To study the stability of the zero-sequence control, the transfer function that describes
the relation between the converter-side inductor current to the zero-sequence modulation
index is derived by addition of (3.37) and (3.39). This transfer function is expressed in

(3.47).

amm, SCV
Gys)=—= = ’CDCI (3.47)
n’l07S6q S o Cp +

where ZLo-Seq is the zero-sequence mode current of the converter-side filter inductors.
Moreover, another transfer function is obtained by subtraction of (3.39) from (3.37). This
obtained transfer function relates the converter-side inductors active power transferring

mode component (i}, rp) 10 the active power transferring mode modulation index as (3.438).

6.5) i, Ve (s°L,C, +1)
s(8) = — = 7
My s'L,C,L,+s(L,+L,)

(3.48)

To derive the expression that relates the nanogrid current to the two modulation indices;

combining the DC current that flows in S1/S2 (3.49) and S3/S4 (3.50) would be helpful.

iDcmZ = (r;lAPT + r;lOfSeq )ILI + (MAPT + MO*SL)!] );Ll (349)
l.DCSS/“ = (_r;lAPT + rﬁO*Seq )ILZ + (1 - MAPT + MO*S@:] );LZ (350)
where ipcg, /5218 the DC current flowing in S1/S82 switches, ipc., /54 18 the DC current

flowing in S3/S4 switches, I}, is the average current of the inductor Lsy, and [}, is the
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average current of the inductor Lg,. Therefore, summation of (3.49) and (3.50) obtains the
total nanogrid current as (3.51).

Ipc = (2M07S(>q + 1) ZLO,M + ”qofseql + (2MAPT + 1)’;,,, + r;lAPTILA,., (3 ) 1)

where ILO—Seq is the average zero-sequence mode current of the converter-side filter

Loseq

inductors, and [ ,,,. is the average of the active power transferring mode current of the

converter-side filter inductors. Thereby, the nanogrid current to the zero-sequence
modulation index transfer function is obtained by combining (3.51) with (3.48) and (3.47)

as given by (3.52).

G (5)— P =sCfVDC(2M0_Seq+1)
T my, s°L,C, +1

+ IO—Sel] (3 .52)
Then, the zero-sequence control plant is constructed as (3.53).

Vocupe [ SCVoe (2M o5y +1) 1~ LPF(s)
G,(s)=— = 2 + IO—Seq
Mo _goq s°L,C,+1 sC

(3.53)

DC

where ﬁDCRipp , 18 the voltage ripple of the nanogrid, and LPF(s) is a low pass filter used

l
in extracting the ripple as shown in the overall controller in Figure 3.2. Notice that
designing the zero-sequence operation mode controller based on the transfer function

(3.52) and (3.53) is not recommended. This is because this system is unstable due to the

/ 1
a)OfSeq = E (3.54)

This zero-sequence mode resonance wg_geq Might jeopardize the operation of nanogrid. In

resonance at (3.54).

fact, the bode plot of the in Figure 3.8 shows that there is a sudden -180° phase transition

for gains above 0 dB.
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Figure 3.10. (a) Pole zero plot of Gy.seq(s) with varying Ko.seq from 0 to 0.015 indicating stability
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3.1.4.2. Stabilization Scheme

To stabilize the nanogrid, alternative plants must be derived. This is done through
utilizing the filter capacitors zero-sequence and active power transferring current
components. Thereby, the output/input transfer function between the filter capacitor active
power transferring mode current (i, 4pr) component and the zero-sequence modulation
sequence is obtained by subtracting (3.39) from (3.37) then combining the resultant in

(3.44) as given by (3.55).

Gy = e | o SCrllic (3.55)
m,pr - s L/.Cngf +Lf +Lg/. :

The transfer function (3.55) is used in implementing a virtual damping resistor in-parallel
with the filter capacitor in the active power transferring mode operation. This is done
through feeding back the capacitor current active power transferring mode component in

the control loop with a specific damping gain (k4p7). Furthermore, and additional transfer
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function is required to convert the filter capacitor active power transferring mode current

into the grid-current, which is given by (3.56).

i 1
R o

Cart [5pee =0 e

(3.56) is deduced by division of (3.45) by (3.55). Therefore, the alternative active power

(3.56)

transferring mode plant with active stabilizing capability is given in (3.57).

G, (5)Gs(5)Gy (s)
1+k .G, (5)Gg ()
where G;(s)is delay of 1.5Tsw (Tsw =27/ wsw) that is modeled by Pade approximation as

G pr(s) =

(3.57)

(3.58).

_ isa, 1-0.75T,5+0.1875T,.5°

G — ~ SW SW
i(s)=e 140.75T, 5 +0.1875T2 s> (3.58)

The stabilization capability of the alternative active power transferring plant in (3.57) is

observable by varying the gain k4pr. Particularly, as the gain k4pr increases the pair of the
unstable poles are pushed inside the unit circle in Figure 3.9(a). In fact, the -180° phase
crossing for gain above 0 dB disappears (see Figure 3.9(b))

The zero-sequence alternative plant that has stabilizing capability is composed of two

transfer functions. The first transfer function is the output/input relation between the filter

capacitors zero-sequence current (ico_ seq) and the zero-sequence modulation index (3.59).

ITCM, sC Ve
G S) = = - 3 .59
o my s, §LCp+l ©-59)

(3.59) is the transfer function (3.47). The second transfer function is the output/input
relation between the nanogrid current to the filter capacitors zero-sequence current

component. This transfer function is derived by dividing (3.52) by (3.59) as (3.60).
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- 2
i K Lfo +1
G, (s)= = Ly s SC % +2M0—Seq

Co-seq f" DC

Therefore, the alternative zero-sequence mode plant with active stabilizing capability is

+1 (3.60)

given in (3.61).

G,(5)G ()G, (5) ][1—LPF<8>J (3.61)

G =
0=Seq (s) ( 1+ kQ—Seq G, (5)Gy(s) $Coc

The stabilization capability of the alternative zero-sequence plant in (3.61) is observable
by varying the gain ky.se;. Particularly, as the gain ko.se; increases the pair of the unstable
poles are pushed inside the unit circle (see Figure 3.10(a)). In fact, the -180° phase crossing

for gain above 0 dB disappears (see Figure 3.10 (b)).

3.1.5. Validations

The proposed SSC zero-sequence control scheme (see Figure 3.2) theoretical analysis
are verified by implementing a 500V/5kW nanogrid in Typhoon HIL simulator. The details
of the nanogrid loads, sources and components are listed in Table 6. The considered
nanogrid, has a low DC bus capacitance. The total DC bus capacitance is only 50 uF; which
is realizable with the commercially available reliable film capacitors. Accordingly, the
anticipated theoretical DC bus voltage ripple with such ratings are around 200Vp,. In

addition, the grid AC node voltage that is feeding the DC bus is given by (3.62).

Ve(t) = 12052 cos(21507) + 1.5v/2 cos(21007 + % )+ 3.5v2 cos(2m1 507 + 2% )+
(3.62)

2,52 cos(2n200¢ + 5% o) +1.52 cos(2n250 + %)
From (3.62), the low frequency voltage ripple that will appear on the DC bus are from the
1t harmonic till the 10™ harmonic. Also, the linear AC load in the nanogrid is operating

with a nominal frequency of quintuple the AC node main frequency. Thereby, generating

voltage ripple at the 10" harmonic. Similarly, the non-linear AC load operates at an
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Table 6. Nanogrid Details

DC link capacitor Cpc 50 uF

R £ DCbus voltage Vie 500 V
Nanogrid power Ppc SkW
Fundamental frequency fo 50 Hz

% § Fundamental voltage Vo, 169.7V

= Parasitic inductors Ly, =Ly, =1L, 0.05 mH

Converter-side inductors Ly =Lg =Ly 1.2 mH

Q Filter capacitors Cr, =C,, =Cf 60 pF

@n AC bus-side inductors Lgs, = Lgs, = Lyf 0.1 mH
Switching frequency fsw 20 kHz
Buck DC load 500 W @ 250 V

= Boost DC load 500 W@ 1 kV

S & Buck-Boost DC load 500 W@ 1.2kV

4 §  Direct connected DC load 750 W @ 500 V

§ ®  Linear AC load 750 W @ 156 Viys /250Hz
Non-linear AC load 500 W @ 71 Vrws /180Hz
Battery bank converter 1500 W @ 340 V

operating frequency of triple the AC node main frequency. Hence, the significant voltage
ripple generated due to the non-linear load are higher even order multiples of the 3rd
harmonic. The proposed controller considers each of the aforementioned harmonics for the

ripple compensation.

3.1.5.1. Nanogrid Stabilization
The impact of the proposed nanogrid stabilization scheme is illustrated in Figure 3.11.
It is obvious in Figure 3.11 before time instant 0.5 sec the nanogrid is stable; as no ringing
is observed before time instant 0.5 sec. This is due to the two gains that appears in the
alternative control plants (i.e., k4prin (3.57) and ko-seq in (3.61)). Furthermore, at the instant
that the zero-sequence stabilization gain is deactivated the nanogrid main DC bus voltage
starts to ring thereby impact all the nanogrid elements (see Figure 3.11 after 0.5 sec).
Furthermore, similar ringing behavior is seen on the injected grid current when the active

power transferring mode stabilization gain is deactivated in Figure 3.11 after time instant
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0.8 sec. Therefore, this result emphasizes on the importance of the stabilization approach

for the correct operation of the nanogrid.

3.1.5.2. Impact of The Proposed Zero-Sequence Control

The impact of the proposed zero-sequence control on the size of the DC link capacitor
is depicted in Figure 3.12. Particularly, before time instant 0.5 sec when the zero-sequence
mode control is activated the DC bus voltage (vp¢) ripple are only 2% of the nominal DC
bus voltage. The voltage ripple are absorbed by the zero-sequence mode voltage injected
into the two filter capacitors voltages (v-; and v.,). The positive effect of the proposed
zero-sequence control is evident on all loads and sources in the nanogrid; as no voltage
ripple are observed in Figure 3.12 before time instant 0.5 sec. Conversely, in Figure 3.12
after time instant 0.5 sec the DC bus oscillates with 200V ,p; thereby, impacting all source
and loads in the nanogrid. A clear evidence that the zero- sequence mode control is
deactivated after time instant 0.5 sec in Figure 3.12 is that the filter capacitors no longer
contain a zero-sequence voltage. In such case i.e., without the proposed zero-sequence
control mode only increasing the DC link capacitance to 1mF would absorb the voltage
ripple. However, this will impact the reliability of the system as ImF capacitor is only

available as an e-caps.

3.1.5.3. Nanogrid Load Increase
The proposed SSC with the zero-sequence control mode is tested with load increase in
Figure 3.13. Specifically, in Figure 3.13 after time instant 0.5 sec the nanogrid load is

increased by 500 W (i.e., 10% load increase). The zero-sequence controller responses
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Figure 3.11. Impact of the proposed stabilizer approach on a 500V/5kW nanogrid with 50 uF DC link
capacitor (Note that, the different DC voltages have different offsets as the following: vpc; 2= 0,
V2= 750V, vpcs?Pe = -950V, and v, 25 = -90V).

78



Deactive Zero-Sequence Mode

. ]
600 T T T T 5 T T I A al A

400‘_ B L \A \ vczgw I
200 | \ \ VV/\V\//\W/ \m//\// \(\A//_
240 ‘l A M M M M ‘M h““ M Lyl ? H‘ ‘ ' | ' ‘ v‘r fAT
“ ﬂb (i ﬂﬁ i
-200 | U U u | | u

04 0.42 0.44 0.46 0.48 0.5 0.52 0.54 0.56 0.58 0.6
Time (s)

Figure 3.12. Impact of the proposed zero-sequence mode control on a 500V/5kW nanogrid with 50 uF DC
link capacitor (Note that, the different DC voltages have different offsets as the following: vpc; %€= 0,
vpe225e'= -750V, vpc;5e = -950V, and v, 2P = -90V).
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Figure 3.13. Proposed zero-sequence mode control with 10% load increase in 500V/5kW nanogrid with
50 puF DC link capacitor.

autonomously to this load increase by increasing the amount of the zero-sequence voltage
in the filter capacitor voltage to absorb the excess voltage ripple imposed on the nanogrid
main bus. The system will operate well with a load increase as long as the condition in
(3.31) is not violated. If (3.31) is violated the DC link voltage must be boosted to avoid

over-modulation occurrence. Furthermore, it is clear that the active power transferring
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mode is not affected by the proposed zero-sequence control; as the active power
transferring mode component in the filter capacitors (v¢,,,.) in Figure 3.13 is not affected
by the variations in the zero-sequence voltage. These results validate the independent
operation of the proposed zero-sequence control of the active power transferring mode. In

fact, the active power transferring mode component in the filter capacitor (v¢,,,,) is equal

to the vpcc.

3.1.5.4. Performance With Filter Components Mismatch

Figure 3.14 depicts the effect of filter capacitors mismatch. Specifically, the one of the
two filter capacitors is set to twice the nominal value in Figure 3.14. It is obvious that when
there is a mismatch between the two filter capacitors the zero-sequence component in the
two filter capacitors is no longer symmetrical (see Figure 3.14 v-; maximum and minimum
peaks are different that v.,). However, the proposed zero-sequence controller adapts
autonomously to this mismatch without the requirement for adjusting the controller gains
or prior knowledge about the degree of mismatch. These results validate equation (3.28)
showing that any filter capacitors mismatch occurrence results in changing the required
zero-sequence voltage required for voltage ripple absorption which is a complication if the
filter capacitor voltages are directly controlled for ripple mitigation. Also, the mismatch in
the filter capacitors does not affect the active power transferring mode operation; as the

active power transferring mode voltage of the filter capacitors (v ,,,) remains unchanged

and equal to the vp in Figure 3.14.
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Figure 3.14. Proposed zero-sequence mode control with filter capacitors mismatch withy=2in a
500V/5kW nanogrid with 50 pF DC link capacitor.

3.2. PLL-less Grid-Following Control with Active Power Decoupling

Control

Unlike the three-phase system instantaneous power, single-phase system instantaneous

power comprises of an average zero frequency component with a substantial double line
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frequency ripple component [121]. This double line frequency power ripple component
appears as a double line frequency voltage ripple component superimposed on the DC-link
voltage. In fact, to realize a low ripple DC-link voltage, often a huge decoupling electrolytic
capacitor must be installed in-parallel to the DC-link, which is often considered by power
electronics experts as the main source of power converter failures [86]. Consequently,
numerous methods were introduced in academia and industry to actively decrease the bulky
input capacitance requirement of single-phase systems [122, 123]. All these methods are
termed in the literature as active power decoupling controls. Furthermore, the articles [91,
92, 105, 124, 125] are the major survey papers about these active solutions that aim to
reduce the size of the decoupling capacitor required for DC linking. The principle of these
techniques is to divert this double line frequency voltage ripple component from the DC
side of the converter by utilizing additional auxiliary active switches and energy storage
elements.

An evolving active power decoupling control was introduced by Serban in [109] for
uninterruptible power supply (UPS) applications. This active double line frequency ripple
mitigation approach depends on the CM operation of the power converter with slightly
modifying the output LCL filter architecture. Serban converter in [109], was later used in
[107] for grid-connected applications with an inner converter-side current control loop.
While, the d-axis reference current is obtained from the outer DC-link control loop. Then,
authors of [126] realized that Serban converter consists of two bi-directional buck

converters that are connected in a differential manner with the grid in non-islanded
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applications or the AC load in islanded applications. Therefore, this converter is termed in
the literature as the “Differential Buck Converter” (see Figure 3.15).

The authors of [126], utilized this differential connection notion to improve the double
line frequency ripple mitigation approach. Specifically, by balancing the instantaneous
power exchanged between the AC and DC side of the differential converter; the double
line frequency ripple component is regarded as artificial CM current ripple generated from
the DC source. Hence, using stationary reference frame controller tuned at twice the grid
frequency, this CM ripple current can be regulated to zero. This reduces the computation
burden and makes the control scheme autonomous, as there is no need to calculate the CM
control loop reference. The same authors investigated the resonance phenomena in both
the CM and the DM plants [126]. Reference [126] concluded that the LCL resonance
always occurs in the DM plant for grid-side control and it does not occur for converter-side
control. In fact, it always necessitates a stabilization scheme in absence of passive damping
by physical resistors. On the other hand, the CM plant possesses an LC resonance that is
severe when the components of the filter are symmetrical. Additionally, [127] extended the
differential buck converter performance in non-islanded operation when there is a realistic
storage capacitors mismatch. Mismatched output filter capacitors suppress the CM
resonance. Nonetheless, the DC-link voltage is superimposed by odd order grid frequency
harmonics instead of only even order grid frequency harmonics. Lastly, the same authors
of [127], presented the effect of using the differential buck converter with non-linear loads
in [128]. Their conclusion is that the DC-link voltage is contaminated with higher order

even grid frequency harmonics with non-linear loads [128]. Furthermore, [129] extended
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the operation of the differential buck converter when operating with distorted AC grids.
Specifically, the authors suggested to use multiple stationary reference frame controllers
tuned from the fundamental grid frequency to twice the high multiple of the fundamental
frequency that exist in the distorted grid spectrum.

Therefore, there is no direct active and reactive power control for the differential buck
converter in the literature. All existing controls are using the cascaded dual loop control
for the DM operation. Specifically, an outer DC bus regulation loop that derives the d-axis
reference current for the inner fast current control loop. While, the CM control loop is
utilizing multiple stationary reference frame controllers at even order grid frequency
harmonics to mitigate the DC-bus ripple. The main challenge with these controls is that the
active and reactive power injection/absorption cannot be controlled directly. Also, complex
tuning process is needed for obtaining the appropriate controller gains. Additionally, PLL
induced instabilities are highly probable with the existing dual loop control. Especially, if
the differential buck converter is connected to a weak grid [10].

Therefore, this subsection proposes a single control loop direct active and reactive
power control for the differential buck converters. The proposed controller’s single stage
structure reduces the effort in tuning the controller’s gains compared to the conventional
dual loop cascaded active and reactive power control methodology [67, 68]. The proposed
control approach enables PCC current synchronization without the utilization of a PLL
(i.e., PLL-less). Hence, avoiding instabilities that might arise due to PLL controller’s non-
linear nature and weak grid’s large line impedance negative influence on the PCC voltage

[69, 70].
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Figure 3.15: Proposed decoupled single loop active and reactive power control without utilizing PLL for the
differential buck converter

Considering the differential converter that is connected to a weak grid in Figure 3.15.
The active power (P) and reactive power (Q) injected/absorbed into/from the grid can be
measured by using the second order generalized integrator (SOGI) that was introduced by
[71] as (3.63) and (3.64), respectively. SOGI has unique harmonic filtering capability that

makes the measurements robust to distortion imposed by weak grid conditions [72, 73].

¢ _ga a a i _ b s s
(i, 155 )(ve =ves) (=i ) (v —vEs)
L1 L2 Cl c2 L1 L2 Cl c2
P- + (3.63)
6 6
.a .a Vil Vil i3 . a a
0= (lu _ZLZ) Vet _ch) (lu - le)(VCI vcz)
6 6
where (3.64)
.o . BB a a B B
% = "l op Ty o _Va T Ve N - Vo —Ves
stpc H ) H ”
PcC 2 PCC 2 PcC ) PcC 2

The same modeling logic yields similar PQ state-space with direct PQ control capability

on the DM current as Chapter 2 derivations as seen in Figure 3.15.
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For actively absorbing the double line frequency power ripple, the topology of the
differential converter in Figure 3.15 makes the filter capacitors’ voltages at the loop of PCC

to be as (3.65) and (3.66).

ety = 2o 2o (3.65)
bealty = P ee) (3.66)

2
If a CM voltage component (v, (t)) is superimposed on the two filter capacitors by the

CM modulation index as (3.67) and (3.68) such that the instantaneous power at the PCC
loop is equal to the negative of the double line frequency power ripple as (3.69); the double

line frequency power ripple will be successfully mitigated.

vty =LtV (3.67)
ves () =VDC+PCC“)+VCM0) (3.68)
Pai(D+ pey (8) = =D, (1) (3.69)

Accordingly, the minimum capacitance required to accomplish a DC-link with negligible
ripple will be reduced. This injected CM voltage (v (t)) into the filter capacitors can be
estimated by finding the closed form solution of (3.69). In more details, (3.69) is rewritten
as (3.70) in relation to the filter capacitors with the assumption that the AC filter capacitors
are equal (i.e., C; = C, = C).

2Dy 0+ L2y (0 ==, (0 (3.70)
Further, since each capacitor voltage is multiplied by its derivative term in (3.70); it can be

rewritten in terms of the derivative of the square of each capacitor voltage as (3.71).

e, dvgy (o) _ 22, ()
dt dt C

Inserting (3.67) and (3.68) into (3.71) results in (3.72).

(3.71)
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Table 7. Differential buck converter with PLL-less grid-following current control ratings

Parameter Symbol Value
Rated Power Prated 5kW
Switching Frequency Sow 10 kHz
Nominal Grid Frequency w 376.8 rad/sec
Grid Voltage Peak Ve 120V2V
DC-Bus Voltage Vbe 450-600 V
DC-link Capacitor Cpc 50 puF
Filter Inductor L=L+L, 2 mH
Filter Capacitor C=C=(C 50 puF
Filter Inductor Resistance R=Ri+R; 0.05 Q
Weak Grid Resistor Ro=Ra1+Rp 0.5Q
Weak Grid Inductor Le=Lg+Lgp 0.1 mH
DC load Rpc 125 Q
dVpe + Vo () dvpee () 4Ds, (D
dt " e (3 72)

From (3.72), the closed form solution for the required injected CM voltage is given by,

—
Ve (1) = Ve + \/— [ %’mdr e (0)+ 4 (3.73)

where the term P, (t) has an anti-derivative expressed by elementary functions; since
D24, (t) is decomposed of sinusoidal function with constant coefficient. Also, the constant
(A) is generated by the indefinite integration. Nevertheless, power balancing between the
AC side and the DC side of the inverter can be used to achieve active 2" order harmonic
power ripple mitigation. The power ripple that are generated can be regarded as artificial
voltage ripple or current ripple generated by the DC side. Then, by power balancing, the

DC current ip(t) is given in (3.74).

i (t) — PTotal + ijzwn (t)

DC
Voe  Voe (3.74)
Ipc ipc (1)

In (3.74) the AC component ipc(t) flows in the DC link capacitor. Therefore, this DC

current ripple in (3.74) is related to the DC bus voltage ripple as (3.75).
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Figure 3.16: Performance of the proposed controller for the differential buck converter: Duration (1) active
CM control with 2 kW absorption at unity power factor operation, duration (2) active CM control with 4 kW
absorption at unity power factor operation, duration (3) active CM control with 4 kW absorption and 2 kVar
injection, and duration (4) deactivated CM control (i.e. no active power decoupling control) with 4 kW
absorption and 2 kVar injection

~ I (- 1 -
v,xm:ajzm(r) d=t [ P (Ot (3.75)

Hence, instead of controlling the CM voltage that needs to be injected into the filter
capacitors to achieve power ripple decoupling; considering the DC bus voltage ripple as
the controller feedback achieves similar purpose. The control transfer function for the CM
power decoupling loop is as (3.76); the procedure to obtain this transfer function is obtained

following conventional average modelling that is found in the section 1 of this chapter [70].

Upc(s) _ HPF(s)( (2Men +1)(C + C Ve
Mgy (5)  5Cpe S'L(C, +C,) +1 e

The overall controller structure of the proposed PLL-less decoupled active and reactive

(3.76)

power control for the differential buck converter is depicted in Figure 3.15.
The theory developed is verified by implementing a 5 kW grid-connected differential
buck converter in PSIM software. This converter is operating in rectifier mode and

connected to a weak grid. The system rating is depicted in Table 7. Notice that, the DC-
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link capacitor is undersize to only 50 pF; such a small DC decoupling capacitor means that
without any power decoupling control the DC-link voltage ripple is around 200 Vpp. The
classical solution to buffer this voltage ripple is to increase the size of the DC link capacitor.
However, large decoupling capacitors are often available commercially as unreliable
electrolytic type capacitors, which is not desirable.

Firstly, to assess the performance of the proposed control; key waveforms are observed.
These key waveforms are PReS, QReS P | Q v, v, .ipcc, Vpec, and vpc. The methodology
of measuring these waveforms is depicted in Figure 3.15. The proposed PLL-less control
for the differential buck converter is tracking accurately the commanded active and reactive
set-points as evident in Figure 3.16. Specifically, it is obvious from the different operation
set-points in Figure 3.16, always the error between the commanded active and reactive
power references and the measurements are zero. Also, the CM power decoupling control
is absorbing the double line frequency power ripples successful; as there is no DC-link
voltage ripple at twice the grid frequency (see durations (1), (2) and (3) in Figure 3.16).
This is achieved with a 50 pF decoupling capacitor. The ripple is absorbed by the CM

voltage injected into the filter capacitors voltages v, and v, (see durations (1), (2) and (3)

in Figure 3.16). The impact of deactivating the active double line frequency power ripple

7
@ 1X]

[ X

Figure 3.17. Variable frequency proportional resonance controller (VF-PR).
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Figure. 3.18. Active rectifier for variable frequency operation with active power decoupling capability.
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Figure 3.19. (a) Variable frequency decoupled direct active and reactive power control, (b) variable
frequency active power decoupling control, and (c) variable frequency control modulation indices. (VF-
SOGI: variable frequency second order generalized integrator, VF-PR: variable frequency proportional
resonance controller)

mitigation control is evident in duration (4) in Figure 3.16. Specifically, the ripple on the

DC-link bus are around 200 Vpp without CM control. The results show that the control
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proposed achieves active and reactive power control without PLL requirement and reduce

the DC link capacitor 50 times.

3.3. PLL-less Grid-Following Control with Active Power Decoupling

Control with Variable Frequency Operation

The conventional fixed frequency SOGI can be extended to variable frequency
operation by considering the estimation of the AC bus frequency (&) as depicted for
adaptation to frequency in Figure 2.18. Here, the concept used in developing the variable
frequency SOGI is used to construct the variable frequency proportional resonance
controller as depicted in Figure 3.17. This variable frequency proportional resonance (PR)
controller is used for the active power decoupling control. The state-space of the variable

frequency PR controller is given in (3.77).

ﬂ:Ax+B’u,y:Cx—i-Du
dt
xeRueR,yeR,4ecR™ BeR™ CecR™ DeR (3.77)
0 1 0
A= o 1B=|, .C=[0 K,|.D=K,

where Kj is the resonance gain of the variable frequency proportional resonance controller,
and K,, is the proportional gain of the variable frequency proportional resonance controller.
Without loss of generality, at any specific frequency, P(w) and Q(w) at the point of
common coupling of the converter shown in Figure. 3.18 can be obtained with the variable

frequency SOGI developed in Figure 2.18 as (3.78) and (3.79).

_(i(0)-i5:(2)) (e (@) -ves (@) | (i (@) =it (@))(vE1 () - ve: (@) (3.78)
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Table 8. Variable frequency active rectifier ratings

Parameter Symbol Value
Rated Power SRated 20kVA
Switching Frequency Sow 10 kHz
AC Bus Voltage Ve 120V
Maximum Frequency WMax 1884 rad/s
DC Bus Voltage Vbe 500V
DC link Capacitor Cpc 50 uF
Filter Inductor L 0.25 mH
Filter Inductor Resistance R 0.05 Q
Filter Capacitor C 60 uF

The same modeling logic yields similar PQ state-space with direct control capability on
the DM current as Chapter 2 derivations but considering variable frequency operation. Note

that, the measurements are defined as (3.80) (see Figure 3.19(a)).

o ea BB a o« B _ B
o _iThy g Tl N Vei = Ver p _ VoV (3.80)
Ipcc = 5 lec T Ve TT T Ve T .

Furthermore, the variable frequency state-space model that includes P(w) and Q(w) as state

variables is obtained as follows,

R ..\ . . 1 . Lo X . ,
o —ZP(CO) -0 () +Z(ma (@) VpeViee (@) +my (@) vipeviee (@) =[Vpce |, ) (3.81)
de(tw) _ %Q(as) +OP(®) +i(ma (o VEc ()~ ()i (@) (3.82)

This state-space states can be controlled through the current controller depicted in Figure
3.19. The concept of the variable frequency active power decoupling capability is based on
controlling the common mode voltage (v¢,,,) of the filter capacitors Ci and C>in (3.83)
and (3.84).

Ve (@) = 1V pe + Vo Vpee (@) + v, (1,0) (3.83)
Ver (,0) = Ve = 5 Vpee (@) + Jyve,, (1,D) (3.84)
This common mode voltage is utilized as an additional degree of freedom to control the

instantaneous power of the filter capacitors Pr; and P, as (3.85).
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Pt + Py (t,0) ==V L COS(200 — ) (3.85)
where Vp is the peak of the point of common coupling voltage, Ip.c is the peak of the

point of common coupling current, and ¢ is the power factor angle. The solution of (3.85)

is obtained in (3.86) for C1=C> = C.

Vel poo SN2 = @) Vi COSQR) Vg

PCC~ PCC

Ve (t,@) =V .+,
Ceu (@) = Ve \/ e 2 2

This voltage solution (3.86) can be induced indirectly by controlling the ripple of the

y (3.86)

rectifier load (UDCRipple) as (3.87).

_VPCCI PCC_ A
msm(Za)t —w) (387)

DC" DC

Vl)CRipplc (t’ C()) =

Equation (3.87) shows that the ripple of the variable frequency power exchanged at the
point of common coupling is also reflected in the rectifier load voltage ripple. Therefore,
regulating the rectifier load ripple to zero through a variable frequency proportional
resonance controller at 2& shown in Figure 3.19(b) would result in imposing the common
mode voltage (3.86). Then using standard small-signal modeling methodology on Figure.
3.18 active rectifier, it is straightforward to reach to the control transfer function (3.89)

when C1=C,=C,Li=L,=L,and Ri=R,=R.

7 $’LC +sCR+1 sC (3.89)

ﬁDCRipp/e S CVDC (2M a0t 1) HPF (s)
= +1,

m DC

Where mypp, is the active power decoupling control modulation index, Cpc is the virtual

APD

DC decoupling capacitor, I, is the average inductor common mode current, Mypp is the
average modulation index of the active power decoupling control, and HPF(s) is the high
pass filter that extracts the ripple. Regarding the stability of the variable frequency active
power decoupling control, the open loop transfer function shows that the stability is

guaranteed with a finite resistance existence in the filter elements. This finite resistance will
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Figure 3.20. Scenario I: (a) without variable frequency active power decoupling control, and (b) with variable
frequency active power decoupling control.
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Figure 3.21. Scenario II: (a) without variable frequency active power decoupling control, and (b) with variable
frequency active power decoupling control.
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Figure 3.22. Scenario III: (a) without variable frequency active power decoupling control, and (b) with
variable frequency active power decoupling control.

produce sufficient damping to the pair of the common mode resonance poles. Finally, the
two mode modulation indices are merged as shown in Figure 3.19(c) to control the active
rectifier switches.

The theoretical analysis is verified by simulation of a variable frequency single-phase
active rectifier with the ratings depicted in Table 8. Three scenarios are simulated with a
low DC link capacitor of 50 pF. The first scenario is validating the performance of the
variable frequency active power decoupling control during sudden changes in the AC
supply frequency. The second scenario is validating the operation of the variable frequency
rectifier with active power set-points and frequency variations under unity power factor

operation. The third scenario is validating the performance of the variable frequency
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decoupled active and reactive power control with frequency variations, and active and
reactive set-points variations.

Scenario I is depicted in Figure 3.20. Particularly, in this scenario a comparison is shown
with a dynamic variation in the frequency of the AC supply at time instant 1 s in Figure
3.20 (a) and (b). This comparison is depicting the importance of the variable frequency
active power decoupling control in suppressing the rectifier load ripple. Initially, in both
Figure 3.20(a) and (b) the AC supply operating frequency is 80 Hz with the active power
exchange of 10 kW at unity power factor. It is noticeable that the voltage ripple of the
rectifier load voltage (vpc) is suppressed with activating the active power decoupling
control in Figure 3.20(b). The 160 Hz voltage ripple is suppressed by the common mode
voltage injected into the two filter capacitors v, and v, in Figure 3.20(b) before time
instant 1 s. After time instant 1 s, the AC supply frequency is changed to 180 Hz in both
Figure 3.20(a) and Figure 3.20(b). In this case, the rectifier load ripple frequency is 360
Hz. The active power decoupling control can suppress the rectifier load ripple even with
AC supply frequency variations (see Figure 3.20(b) after time instant 1 sec).

Scenario 1II is validating the performance of the variable frequency rectifier operation
with active power set-points dynamic changes at unity power factor operation (see Figure
3.21). Figure 3.21(a) and (b) are identical scenarios the only difference is the activation of
the variable frequency active power decoupling capability in Figure 3.21(b). Moreover,
initially the active rectifier is operating with 80 Hz, 8 kW at unity power factor (see Figure
3.21 before 0.8 s). Then, at 0.8 s in Figure 3.21(a) and (b) the AC supply frequency is

increased to 100 Hz. After that, at 0.85 s the active power set-point is increased to 10 kW
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in Figure 3.21(a) and (b). At time instant 1 s in Figure 3.21 the frequency is increase to 120
Hz and after 1.05 s the active power set-point is decreased to 6 kW. Then, at 1.2 s the
frequency is decreased to 50 Hz. Finally, the active power set-point is moved to 4 kW. In
this scenario that the variable frequency current control mode is capability of operating the
rectifier in unity power factor with tracking the commanded active power set-point
reference. As well as, comparing Figure 3.21(a) to Figure 3.21 (b) the rectifier load voltage
ripple is suppressed with activating the variable frequency active power decoupling
control.

The scenario III, which is depicted in Figure 3.22, is validation of operating the variable
frequency active rectifier with active power decoupling capability under variations in the
AC supply frequency, active power set-point reference, and reactive power set-point
reference. Evidently, in scenario III in Figure 3.22, the variable frequency active rectifier
is capability of operating the rectifier with tracking the active and reactive power set-point
references accurately. As well as, comparing Figure 3.22(a) to Figure 3.22(b) the rectifier
load voltage ripple is suppressed with activating the variable frequency active power

decoupling control.

3.4. Conclusion

The first section of this chapter provided a detailed mathematical explanation of how
the 2™ order power ripples are generated in single-phase nanogrids. Then, a solution based
on conventional grid-following control was provided to mitigate the power ripples with
detailed controller designs and stabilization scheme development. The second section of

this chapter is introduction of utilizing the grid-following inverter control without PLL
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requirement for different type of converters that can accommodate 2"¢ order power ripple
mitigations. Therefore, generalizing the developed control in Chapter 2 to different
converter. Lastly, the third section is including the adaptation to the frequency of the
network to a converter that performs current control and 2™ order power ripple mitigation
for a variable frequency operation. The linkage of this work to the future power electronics-
dominated grid is that these solutions provide a mean to improve the stability regarding
DC link failures that inject a 2" order harmonics voltage that might trigger loss of
generation assets. In addition, these solutions are adopted with no PLL requirement and
adaptation to the frequency of the network. The adaptation to frequency variations is a
futuristic notion in the power electronics-dominated grid paradigm. Explicitly, the
frequency band limits might be relaxed compared to conventional power grid. As
conventional synchronous machines will be absent in the 100% renewable based power

grid.
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Chapter 4

4. Stability Bound Identification
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4.1. Voltage Stability in the Power Electronics-Dominated Grid

4.1.1. New Energy Paradigm Voltage Stability
The energy paradigm has brought both prospects and challenges to the power grid [130,
131]. Especially, the elevated penetration of renewables that is aligned with the energy
paradigm realization necessitates sophisticated system level coordination and management
[132]. This sophisticated system level coordination and management is essential to
reinforce the flexibility, and reliability, and operational security of the power grid [133,
134]. Accordingly, latest investments are emphasizing on realizing the power electronics-
dominated grid (PEDG) to facilitate superior observability and controllability over
consumers owned grid-feeding inverters [135]. This futuristic PEDG is best described as a
bundle of multiple small scale grid-feeding inverters situated at the grid-edge representing
a coherent grid cluster that is capable of operating independently [136].

The futuristic PEDG characteristics are summarized in following bullet points: (1) low
inertia, (2) stochastic generation, (3) generation at the point of load, (4) low X /R ratio, (5)
short feeders, (6) generation and load proximity, and (7) low short circuit capacity [131].
These characteristics enforce the PEDG behavior in the context of voltage and frequency
dynamics to be completely distinct compared to the conventional power system dynamics.
Thus, this chapter tries to clear some misconception that has been witnessed in the literature
due to employing conventional bulk power system theories on networks such as the
futuristic PEDG. In particular, the authors noticed a variety of recent articles developing
coordinated controls for improve voltage quality in grid-edge networks through reactive

power set-point control. These authors assume that the network is inductive (i.e., the
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network has high X /R ratio as in transmission level), and hence believe that the reactive
power variation will provide a control degree of freedom over the bus voltage. In fact,
reactive power flow in resistive networks of low X /R ratio is a challenge since it influences
the frequency of the network. The authors took a random search about coordinate controls
as a sample to show the misconception spread in the literature about reactive power control
importance for the future power grid voltage quality. For instance, these publications are
focused on voltage quality enhancement by coordinating reactive power as a function of
the measured voltage [137-139]. In [137] reactive power injection is initiated when there
is a short-term power variations is observed to mitigate voltage fluctuations. Similarly,
reactive power control is proposed by [138] through port-Hamiltonian theory to assure
optimal voltage profile in the network. Another paper is also focused on reactive power
control by developing automatic voltage control based on Lyapunov based sliding mode
controller [139]. These articles assume inductive network, which is not realistic for the
futuristic PEDG that is located at the grid-edge. As the prosumers local point of common
coupling (PCC) bus voltages will be strongly coupled to the active power set-point.

This chapter provides insights into voltage stability problem in the futuristic PEDG. The

active power control will be significant for accomplishing voltage stability in the futuristic
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Figure 4.2. Futuristic PEDG illustrating the i PCC bus equivalent: switch level equivalent.

PEDG. This is due to its anticipated resistive nature as being a network situated at the grid-
edge having a low X /R ratio. This resistive nature creates strong coupling between active
power and voltage. Reactive power control will be irrelevant for resolving voltage stability
problem in the futuristic PEDG. As the reactive power will be decoupled from the voltage.
As well, this chapter revisits the mathematical derivation of how the voltage stability bound
at PCC bus i is impacted by its self-set-point change. Then, it extends this derivation to
how an adjacent PCC bus j set-point change impacts the voltage stability bound at PCC
bus i. This chapter clear misconception witnessed in the literature about reactive power

control importance in grid-edge networks such as the futuristic PEDG.
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4.1.2. Impact of Prosumers Grid-Feeding Inverter’s Active Power Set-Point Change
on the Local PCC Voltage

The network in Figure 4.1 is reduced to two buses at the perception of the i PCC bus,
where the i PCC bus perceives the rest of the network from its PCC bus terminals as a
Thevenin impedance in-series with a Thevenin voltage source as Figure 4.2 and Figure 4.3.
This Thevenin voltage source (V7y;) is a function of the rest of the network prosumers’ set-
points excluding the i PCC bus prosumer set-point. The relation between the Thevenin
voltage (¥ry;) and the PCC bus voltage for the i bus (¥pcc;) (see Figure 4.2 and Figure

4.3) is given by,

Veca = Rpitpec Vi 4.1)

where Rpy; 1s the Thevenin resistance, w is the angular frequency of the network, and ?PCCL-
is the current injected at the i PCC bus. The imaginary-part of the Thevenin impedance
(Z7pi) in Figure 4.3 is ignore because the network is resistive. Furthermore, in (4.1) the i

PCC bus voltage is given by,

Veca = |V;3cc;'| Lopee; =4 +JB (42)
Likewise, the rest of the network voltage is given by,

Vi = |Vrhf|45m = |V}hi|cos(5n1i)+j|l/}hi|5in(5Thi) (4.3)

To relate the PCC bus voltage (Upcc;) to the set-points; the current (_i)PCCi) can be

determined by,

- _ Ref RS ]
lpcci = (E ‘ _PL‘)VPCCI' = PoceiVecer (4.4)

Where U, is the complex conjugate of Upcc;, PiRef is the active power set-point of the ith
inverter, P;; is the active power load at the ith PCC bus, and Pp(; is the net injected active

power at the ith PCC bus. Merging (4.4) and (4.1) results in,
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Figure 4.3. Futuristic PEDG illustrating the i PCC bus equivalent: reduced circuit representation.

*

— % ] -
Veca = RThi B pcciVeca T Vi (4- 5 )

Then, multiplying (4.5) by the complex conjugate of Upc(; results in,

- R P o
VeceiVecoi = mitreci ¥ VeniVecci
—_— - (4.6)

-
2 p2 A . . .
4 +B; RyiPpeci +‘VTh:‘(A: 005(57'/,, )*B, 51“("1/,, ))* /(‘VTh:‘(A: 51“(57'/1, )*B, COS("T/H )))

Then, from (4.6) the solution for 4; and B; are given in (4.7) and (4.8),

Vo [[1+ 41 4Vv71R,P,,,) S
4 :| Thll( +\/ + | T/n| Thi* PCCi COS( Thl) (4.7)
! 2
Va1 14V.’1R.P,,.)' S
B :| T/nl( +\/ + | Thll Thi* PCCi Sln( Thl) (4.8)
! 2
now, \Vm‘ Z\I/f +B describes the impact of the i of grid-feeding inverter set-point of the

local i target PCC bus for a given Thevenin representation of the rest of network in (4.9).

v.| v [
|‘7PCC[|:%+ |Z| + Ry, Poce; (4'9)

Active power set-points in (4.9) that satisfies the range 0.9V, < |Upcc;| < 1.1V are
defined as the allowable operation set- points. Note that, the assumption of narrow-band
phasor withholds in this analysis as there is a timescale separation between the primary
control in Figure 4.4 and the change in dispatched set-points [140]. The crucial deduction
from (4.9) is that active power reversal at local PCC buses in grid-edge networks results in

overvoltage and vice versa (see the graphical example in Figure 4.5). Therefore, an
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Figure 4.4. Futuristic PEDG illustrating the i# PCC bus equivalent: controller representation for the i” local
PCC bus.

alternative active power cooperative control must be utilized to improve the network
voltage quality and stability instead of a reactive power cooperative control. However,
regarding the active power availability in the network, in the futuristic PEDG active power
availability will not be a problem as in the future it is anticipated the battery technology
will be mature enough enabling rich deployment of batteries by prosumers at the grid-edge

[141].
4.1.3. Voltage Stability Bound Derivations

4.1.3.1. Voltage stability bound at PCC bus i with respect to change in self-set-point
The stability bound found from a P(V') curve at PCC bus i by change in it self-set-point

is described here for a given Thevenin representation. Consider (4.10),

Vel Wi
|‘7PCCI|:%+ |TZ| + Ry, By (4.10)
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Figure 4.5. Impact of active power reversal on grid-edge network voltage: (a) internal PCC bus 2, internal
PCC bus 3, PEDG network example.

the stability bound is found at a specific self-set-point (Ppc¢;) when the condition (4.11)

happens.

0 |VPCCi | _

P 4.11)

PCCi
Then, (4.11) is expanded to (4.12).

(4.12)
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This means that the stability bound at bus i due to change at it self-set-point (Ppc(;) 1S

according to the following inequality shown in (4.13).

V hi ’ V hi ’
% 5 Stability Bound = _% (4'13)

Thi

B’CC;' =

Now, the stability bound of PCC bus i with respect to variation of the active power set-

point at an adjacent bus j (Ppccj) can be deduced by the same reasoning in the next

subsection.

4.1.3.2. Voltage stability bound at PCC bus i with respect to change in j™ PCC bus set-
point
Following the analogy of the previous subsection, the stability bound of PCC bus i with

respect to change of the active power set-point at adjacent bus j (Ppcc;) is direct resultant

form (4.14).
a |17PCCI'| aPPCC/
————— = or ——=0
OPrce) 3fFrec (4.14)
Equation (4.14) is expanded into (4.15).
7| 0V,|
— Thi
a|VPCCi| _ 1 a|VThf| + aPPCCj o (4 15)
OPpc; 2 0Ppcy |Vm |2 ’

4 T + RThiPPCCi

Solving (4.15) is not trivial with methodologies that have been discussed previously in the
literature so far. This is because there is no closed-form solution for Thevenin voltage and
thereby there is no way to express the derivative of the i PCC bus voltage with respect to
the j PCC bus active power set-point. Nevertheless, in this chapter for a given network
that is shown in Figure 4.5 for instance, a derivation concept is provided for the Thevenin

voltage expression as function of nearby buses excluding self-set point. This method of
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Figure 4.6. Stability bound prediction by observing the value of OPpcc2/Ollvpccsll.

derivation is presented by the authors of this dissertation in the previous publication [142].
The internal PCC buses in Figure 4.5(c) are described by the manifolds (4.16) plotted in

Figure 4.5(a) and (4.17) plotted in Figure 4.5(b).

v VI’
|‘7pccz| = M"' \/%"’ Ry Boces

2
|Vg|2 |Vg| ; (4.16)
where |Vm| = + Ry, Poces Y Ry, Ry, +|Vg|
v, V|
|‘7Pcc3 :l Z3|+ | TZ' + Ry Poces
. 4.17)
|Vg| |V%’|
where [17,,,| = T+ Ry, Poces +T

Hence, the voltage stability bound can be found in closed-form as in (4.18) for bus 3 with

respect to bus 2 of Figure 4.5(c) network.
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6|VPCC3 1 6|VTh3 |VTh3 -
OPpces 2 aPP((2 Th3
+ Rpyy Poces

(4.18)

| Th3 RTho

where |VTh3 Thz Poces _’ = > =

2 Pm \/|Vg|
=+ RTh PPCCZ
4 )
The closed-form solution of (4.18) is expressed in simplified form as (4.19),
a|‘7PCC3| _ L
OPrey @ (4.19)
where

2
vV, , 14
|2|+ RTh PPCC2 | Z| |Vg|2 :
4

.\ 0.5[V, |+ Ry, Prces +

Ry, 2
} PocesRys +

4 2 Th3 4
Sl
0.5[V, |+ Ry, Prces + ;

PPCC3RT113 +

4
2 2
|V | Th PCC2 +|VZ| |Vg|3 RTh2 |Vg|PPCC2 Rrh2 PPCC2 RThz PPCCZ + |VZ|
’ 8 AT 4 ’ 4
+P, R R, P +H
PCC3"*Th3 Thy = PCC2 4

now, Ppc, value that makes 0Ppqcp/0Vpccs €qual to zero in (4.19) is the voltage stability
bound for bus 3 with respect to active power change at bus 2 of Figure 4.5(c) network.
Unfortunately, this involves polynomial with an order higher than 5, finding the
deterministic roots of this polynomial is not feasible. This is proved by the fundamental
theorem of Galois [143]. Galois theory provides a connection between field theory and
group theory. This connection allows reducing certain problems (i.e., polynomial roots
finding) in field theory to group theory such as permutation group of their roots. By Galois

theory, it was proven that for a polynomial roots’ to be solvable by radicals and the main
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operations addition, subtraction, division, and multiplications; the order of the polynomial
must be less than 5 because its group of symmetries is solvable. Alternatively, instead of
seeking for Ppc, that makes the 0Ppccp/0Vpcc3 €qual to zero, the imaginary part of this
derivative can be plotted by spanning the active power set-point (Ppcc;). The voltage
stability bound can be predicted by observing a non-zero imaginary part existence. The
initial active power set-point where the imaginary value observed in dPpccy/0Vpccs iS
thevoltage stability bound. This can be seen in Figure 4.6 and Figure 4.7 for the network
example Figure 4.5(¢c). In more details, when Pp.c3=-7 kW, the voltage stability bound of
PCC bus 3 is — 7.5 kW. Meaning that, PCC bus 2 can sink maximumly 7.5 kW before PCC
bus 3 reaches to instability. Note that, observing the imaginary part in Figure 4.7 shows
that after the voltage stability bound the function has a non-zero value but before hitting
the voltage stability bound the imaginary part was always zero. This gives an advantage to
check whether the set-point will produce an instable voltage situation just by looking at the
imaginary part of this derivative.

The same concept is applied to study PCC bus 2 with respect to set-point change at PCC

bus 3 as in (4.20).

a|‘7PCC2| :la|VThZ 1+ |VTh2| —w
513,@3 2 8]3"663 |VTh2 |2
2 4 + Ry, Boces 4.20)
2] A A |
where |VThZ| = T"’Rm Proces _T RThz RTh3 +|Vg|’ P = | |2
PCC3 14

2 Z + RTh3 Prces

The closed-form solution of (4.20) is expressed in (4.21).
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Pey A 4.21)

where

+ Z +RTh3PPCC3

+|Vg | RTh3 RThz RTh3 Pocer + 2
n-fo 2 i f rF
4 RThz RTh3 Prcca RT”? * 4 +RTh Prees +|V‘5|RT113
. 2 4
T
Thy | |2 +|Vg|RTh3
4 +RTh3PPCC3
4

iy
A RThz g| Th |V | RTh PPCC3 | Th PCC3 R R 2 P
s A= + Th, * PCC2 Th3 PCC3

2
v, R AN
+
e Tel Ty g ThTPCC3 Ry |V| m R, |V |RTh PCC3
4
2
2 2 |Vg| 2
|Vg| Ry, 4 + Ry Poces Ry, |V| Ry Boces Ry, " Ry, Poces +RTh Brccs

4
now, Ppcc3 value that makes 0Ppces/ avpccz equal to zero in (4.21) is the voltage stability

bound for bus 2 with respect to active power change at bus 3 in Figure 4.5(c) network.
Unfortunately, this involves polynomial with an order higher than 5. Therefore, no closed-
form solution by radicals can be determined according to the fundamental theorem of
Galois [143]. As a substitute of seeking for  Ppccz value that makes the
0Ppcc3/0Vpccy €qual to zero, the imaginary part of this derivative can be plotted by

spanning the active power set-point (Ppcc3). The stability bound can be predicted by
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observing a non-zero imaginary part existence. The initial set-point where the imaginary

value observed in dPpcc3/0Vpccy is the voltage stability bound.

Table 9. Individual grid-feeding inverter ratings

Parameter Symbol Value
Rated Power SRated 20kVA
Switching Frequency Sfow 10 kHz
Nominal Grid Frequency W 376.8 rad/s
Voltage Peak Ve 171V
DC-Bus Voltage Vpci 420V
DC-link Capacitor Cpci 2 mF
Filter Inductor Lin =Lt 0.5 mH
Filter Inductor Resistance Riw =R, 0.05Q
Thevenin Resistance PCC bus 1 R 0.25Q
Thevenin Resistance PCC bus 2 R 0.5Q
Thevenin Resistance PCC bus 3 Rois 0.75 Q
Line Impedances Zj 0.25Q
250 T T T
Poccs =KW
Poccs = 6kW
200 | Poces = TKW | 1
Ppccs =-8KW
Poccs = 9KW
150 Poccs T 10KW I
S{ aI)PCCZ }
a|‘7PCC3|
[W/V] 100t .
Voltage stability
bound of PCC
50 bus 3 at -10 kW |
is 1.12 kW at
PCC bus 2
0 . . .
-1 -0.5 0 0.5 1
Prcer [W] x104

Figure 4.7. Stability bound prediction by observing the imaginary part of 0Ppcc2/0llvpccsll.
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Figure 4.8. Validation of the derived mathematical voltage stability bounds

4.1.4. Voltage Stability Bound Validation
The mathematical derivations provided in this chapter are verified by the simulation
scenario that is depicted in Figure 4.8. The grid-feeding inverters of this scenario are
according to Table 9 ratings. Specifically, Figure 4.8 scenario is representing how active
power set-point change impacts the local PCC bus voltages stability. In this scenario,
initially Ppcc2 is at 2 kW and Peccs is at -1 kW. These initial set-points are within the
voltage limit specified by the standard (see Figure 4.8 before time instant 0.4 s). Then, after
time instant 0.4 s the consumer at PCCj altered their set-points to 4 kW (see Figure 4.8
after time instant 0.4 s). This new set-point causes overvoltage in the network. After that,
the consumer at PCC; cause further overvoltage in the network by increasing the set-point
to 5 kW (see Figure 4.8 after time instant 0.8 s). Finally, the consumers cause more sever
voltage violations by inducing voltage instability at PCC> and PCC3 through requesting the

set-point -5 kW at PCC; and -8 kW at PCC;3 (see Figure 4.8 after time instant 1.3 s). This
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Figure 4.9. Virtual power plant concept as a power electronics-dominated grid.

verifies the voltage stability bound predicted theoretically in Figure 4.7. Particularly,
evidence on the PCC bus 3 voltage stability bound at - 8 kW that is - 4.9 kW from PCC
bus 2 (see in Figure 4.7 the purple curve initial crossing of the x-axis). Additionally, this
scenario shows the strong coupling between voltage and active power in the futuristic

PEDG and not with reactive power as assumed in most of the recent articles.

4.2. Online Voltage Stability Identification from Local PCC terminals

4.2.1. Online Voltage Stability Linkage to Cyber Security
To cope up with the energy transition paradigm, more power electronics driven
renewable power generation are anticipated to be integrated at the low voltage side of the

grid [131, 144]. The grid-following inverters are one of these power electronics driven
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Figure 4.10. Virtual power plant cyber-layer from the perspective of i prosumer point of common coupling

bus.

technologies that will be adopted extensively for interfacing photovoltaic, wind, and energy
storage [15]. Furthermore, the grid-following inverter is perceived by the upstream network
cyber-layer’s slow time scale as a current source [145, 146]. Its capability is limited to
supplying/absorbing current into/from their point of common coupling bus without
considering upstream network constrains and requirements [147]. Hence, the upstream
network operators are unobservable to grid-following inverter and vice-versa. To improve
the observability for upstream network operators, the concept of the virtual power plant
was introduced. The virtual power plant is a collection of different size and type distributed
energy resources that are aggregated into a single entity. This is to facilitate more
sophisticated interconnection and integration between transmission and distribution system
operators [133]. The virtual power plant concept is exemplified graphically in Figure 4.9.
Nevertheless, this futuristic power grid layout is anticipated to be susceptible to cyber-
attacks [148-151]. As more portion of the total generation will rely on power electronics
driven entities that are functioning outside the realm of the conventional power plant
authority. For example, cyber-attackers might take control over the virtual power plant

cyber-layer. Meaning that, the operation set-points that are requested from the individual
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prosumers in the virtual power plant network are compromised. Consequently, it is
conceivable that the cyber-attacker intends to violate the stability boundary of the network
with set-points manipulation. So, this chapter is proposing a technique to enable prosumer
to perform real-time stability boundary identification from their point of common coupling
bus. In other words, each prosumer is able observe the virtual power plant cyber-layer. This
is crucial to improve the cybersecurity aspect of the virtual power plant. As this provides a
secure alternative of the stability boundary that are communicated to the prosumers by the
virtual power plant cyber-layer. This stability boundary is identified conventionally by
performing power flow and time domain simulations at the virtual power plant cyber-layer.
Which might be compromised in case of a cyber-attacker taking over the virtual power
plant cyber-layer. In this chapter, a technique is presented that any specific prosumer can
observe the grid voltage seen at its point of common coupling. Then, this observation is
utilized in real-time in constructing the P — V curve or P — Q — V surface to determine the
stability boundary and the impact of their active and reactive power injection/absorption.
Moreover, the proposed observation method is based on correlating the variation in the
active and reactive power measurements at the prosumer point of common coupling bus to
the grid voltage seen at this bus. Specifically, through solving two simultaneous differential

equations.

4.2.2. Nearby Prosumers’ Set-Points Variation Impact on a Specific Targeted ith
Prosumer Point of Common Coupling Bus Voltage
From the perspective of an i specific targeted prosumer point of common coupling bus

in the virtual power plant depicted in Figure 4.9, the remaining nearby prosumers
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information are embedded in the voltage source (¥4;). Similarly, the network topology and
connection matrix information are embedded in the impedance Zg; = Ry; + jwLg; (see

Figure 4.10). Therefore, the targeted prosumer point of common coupling bus voltage

(Upcci) is denoted by (4.22).

Vecei = (Rgi +joL, )?IJCCi V= "VPCCi "2 LOpcci = M+ J1;
Vi = S Boceqinn» Crccion s+ » Preens Orecn)
Vg = "Vg,.”2 Zo, = ||Vg,.| , cos(ég,. ) + j”Vgi "2 sin(égi)

where ipcc; is the net current at the i prosumer point of common coupling bus. Upq¢; is

(4.22)

correlated to the targeted prosumer operation set-points through the point of common
coupling current (fpccl-) asin (4.23)

l?PCCi = (EDCC:‘ = JOpcci )v;ccl'_l (4.23)
where Ppcc; is the net active power at the i prosumer point of common coupling bus, and
Qpcci is the net reactive power at the i prosumer point of common coupling bus. Merging

(4.22) and (4.23) consequences in (4.24).

Voce = (Ry + JOL ) (Prcei = JQpeci ) Vreei ' + Vi (4.24)
Equation (3) is rearranged to (4) considering (1).
luiz + ’71‘2 = RgiPPCCi + a)LgiQPCCi + ||Vgt ||2 (lut Cos(é‘gi ) + 771' Sin (5gl ))

+J (a)LgiPPCCi - RgiQPCCi + ||VQI "2 (ﬂi sin (5gi ) —1; cos (é‘gi )))

It is straightforward to obtain a closed form solution for the parameters x; and #; from (4.25)

(4.25)

in (4.26) and (4.27).

#, =0.5] v,

Thi

Ve

, sin(5,)
;] )2 sin® (é‘gz )+ (ngiPPCCf - Rgl Orca )COS (5gi ) sin (5@ ) (426)

2
A ) +(Ry Py + 0L, Oy, )c0s* (8,

, COS(5g, ) + (RX,QPCCi - a)LgiPPCCI )

Ve

0.25| zcosz(é‘gl.)+((a)Lg‘.PPm ~RyOpec, )V
+

v,

- ((ng,PPCCi - RgiQPCCi )
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n, = (a)L P — Rg[QPCO. "V"i1 sec 5.)+0.5||Vg[||2 sin(5g,.)

+(Rg[QP“, &L, Py ” " sm tan(§ )+

0.25||Vgi||§cosz(§g) ((a)LglPPCCI Rngpcc,-)" " )sm (4.27)

\2
tan (8, ), [+(@L, Pce, = RyOpec; )05 (8, )sin (5, ) - ((ng,PM Rg[QPCO_)||Vg["21)
+(RyPocey + OL,Ope, )08’ (3,

This derivation concludes that the i prosumer point of common coupling bus voltage is
not only impacted by the set-point of the i prosumer set-points, but the nearby prosumers
also impact the i prosumer point of common coupling bus voltage. The information of the
nearby prosumers is embedded in the grid voltage (¥;) that is seen from this specific
targeted prosumer point of common coupling bus. Furthermore, for a given constant value
of the grid voltage (¥,;) the stability boundary is identified by either through P —V curve
or a P—Q — V surface (i.e., l|#pccill, Which is the modulus constructed from (4.26) and
(4.27) when 8||vpe0:1l,/ 0Ppcci = ). In the virtual power plant, the information of this grid
voltage seen from each prosumer point of common coupling bus is communicated after
performing power flow and time domain simulations for equivalent circuit estimation at
the cyber-layer. Which might be compromised in case of a cyber-attacker taking over the
virtual power plant cyber-layer. In other words, the stability boundary that is verified and
communicated by the virtual power plant cyber-layer is compromised. Therefore, the next
section describes a method to estimate this grid voltage ¥; that is seen by a targeted
prosumer point of common coupling bus in real-time for the identification of the stability

boundary in real-time.
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4.2.3. Real-Time Observation of Nearby Prosumers’ Set-Points Variation at a
Targeted i Prosumer Point of Common Coupling Bus
The active and reactive power measured at the point of common coupling by a specific

targeted i prosumer in a network is given in (4.28) and (4.29) [140].

1, . 1.

Freo: :EIPCCiVPCCi +El1gcc1'v1€ccl' (4.28)
1., 1, 4

Orcai :EchangCi _Elﬁcavpca (4.29)

The gradients of the active and reactive power with respect to time vector is expressed in

(4.30) and (4.31).
dBe 1 dipcei 1.0 Dpee |1 B digcc 1.4 dvgcc
L =y g yp Ry g 4.30
di 5 ec T 5 a4 5 e T 5P T ( )
dOpcei 1 5 dipe l .« dvﬁca' 1, dlfca' 1.y dvica

1
dt _EVPCCi dt ) PCCi dt B PCCi dt B PCCi dt (431)

Then, the chain rule is used to further simplify the gradients of the active and reactive

power using the expression of the point of common coupling currents and voltages

. . . . o e .B P B
gradients with respect to time vector (i.., the derivatives of ipcci, Ipoci Vpeci> and Vpeg

that are given in (4.32)-(4.35))

dipec; _ Veca _V_;_i;{ca (4.32)
dt Lgi Lgi Lgi |
. s P
dlﬁcc;' _ vﬁCCi _E_M (4 33)
dt Lg1 Lgi L81 |
Ve
T (&34
d\/ﬂ i a
% = WVpcqi (4.35)

where Lg; is the inductance seen by the i prosumer from its point of common coupling,
and Ry; is the resistance seen by the i prosumer from its point of common coupling, w is

the angular frequency of the network, and vg;, and vgi are the voltages that embed the

gi
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Figure 4.11. Online observation of the grid voltage (v,;) seen at i” prosumers point of common coupling
bus for online real-time stability boundary identification.

information related to prosumers set-points. Furthermore, with combining (4.32)-(4.35)
with (4.28) and (4.32)-(4.35) with (4.29), these two simultaneous ordinary differential

equations are obtained (4.36) and (4.37).

B B B B
dPpcq; Ry Prcci |V;cc:' + VPCCi| = 2VpceiVecer ~ VeeaiVer ~ VeeciVe 436
dt == = @Qpcc; + oL ( . )
gi gi
o Vil a
dOpcqi R,Opci VeccVe — Vicei Vei
= 0hc — + (4.37)
dt L, 2L,

These pair of differential equations are solvable by each prosumer in the virtual power

¢ and vP

gi> which embeds information related to

plant to obtain a real-time solution for v

real-time variation in other nearby prosumers set-points requested from the virtual power

plant cyber-layer. Explicitly, the solution for vgi and vfi is in (4.38). This is shown

graphically in Figure 4.11.

dPoce; 2
{v;j| 1 |:_VZCC’ _VI€CC‘:| 2Lgi 7 + 2Rgi Bocei + 2Lgi OQpec; — ”vPCCi ”2
ﬁ_ = 2| B ) a d .
Va | Vecaly LVeca Vica 2L, %— 2L, 0Py, + 2R, Opecy (4.38)

2 _| e s | o« B
”vPCCi”z |VPCCi +VPCCi| = 2VpeeiVeca
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Figure 4.12. Scenario I: duration (1) 5 kW with 0 kVar, duration (2) grid voltage sag, duration (3) 2.5 kW
with 0 kVar, duration (4) 8 kW with 0 kVar, duration (5) 8 kW with 2.5 kVar, and (6) 8 kW with -2.5 kVar.

Then, to construct the P — V curve or the P — Q — V surface with (4.26) and (4.27) for the

targeted i prosumer point of common coupling bus the instantaneous voltage (vgi) and

the angle (8,;) are given in (4.39).

bl = |

4.2.4. On-Line Voltage Stability Bound Identification Validations

Vi -i-vg.|2 —2v‘g’ivgﬁi Oy = tan™' (VZ/V;) (4.39)

The theoretical analyses are verified by three scenarios. The first scenario is validating the
proposed observation of the grid voltage (¥,;) for a single prosumer grid-following inverter
that is connected to a weak grid. This scenario includes grid voltage sag and the targeted
prosumer point of common coupling bus set-points variations. In this scenario Ithe stability
boundary is identified in real-time with every variation estimated in the grid voltage (V).
The main purpose of the scenario I is to verify the accuracy of the observation. Scenario 11
is addressing the online real-time stability boundary identification with nearby prosumer

point of common coupling bus set-points variations. Then, scenario III is a thirteen
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prosumers point of common coupling bus virtual power plant. In this scenario, the targeted

prosumer bus grid voltage is estimated for various random variation in the network

operation set-points.

4.2.4.1. Scenario I: Targeted Prosumer Point of Common Coupling Bus Set-Point

Variation and Grid Voltage Sag
The scenario I shown in Figure 4.12 validates the performance of the proposed real-time
observation of the voltage v, seen by a specific prosumer grid-following inverter with

voltage sag and set-points variations. In this scenario, a single grid-following inverter is

connected to a weak grid. Initially, the grid-following inverter before time instant 1 sec is
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Figure 4.13. Scenario I online stability boundary identification: (a) stability boundary for duration (1), (b)
stability boundary for durations (2), (3), (4), and (c) stability boundary for durations (5) and (6).
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Figure 4.14. Scenario I real-time stability boundary identification, the simulation set-up showing the
targeted prosumer point of common coupling bus.
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operating with 5 kW at unity power factor (see Figure 4.12). At this duration, the proposed
voltage observation is matching the measured voltage (see v, vs. Vgggr in Figure 4.12). In
addition, the real-time stability boundary is identified in Figure 4.13(a) using the proposed
observation and spanning the range of active power set-points. Then after time instant 1
sec, a voltage sag occurs in vy, The proposed real-time observation is able to predict this
in less than one cycle of the grid voltage (see Figure 4.12 after time instant 1 sec). The
consecutive durations (3), (4), (5), and (6) highlighted at Figure 4.12 are for testing the

performance of the proposed real-time observation with active and reactive power set-point
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Figure 4.15. Scenario II targeted prosumer point of common coupling bus at 2.5 kW with 0 kVar: duration
(1) nearby inverter 10 kW with 0 kVAR, duration (2) nearby inverter 5 kW with 0 kVAR, and duration (3)
nearby inverter -5 kW with 0 kVar
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dynamic change. As predicted theoretically that the voltage v, is independent from the

variation that occurs at the specific targeted prosumer point of common coupling bus itself.

In fact, this observed voltage is function of other nearby prosumers’ set-points. The real-

time stability boundary identified after the voltage sag is depicted in Figure 4.13(b) and

Figure 4.13(c). However, Figure 4.13(c) is considering the variation in the reactive power

impact on the stability boundary. As seen in Figure 4.13(c) with reactive power inclusion

the stability boundary identified is no longer a single point, it is a line in the three-
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Figure 4.16. Scenario Il real-time stability boundary identification: (a) stability boundary for duration (1),
(b) stability boundary for duration (2), and (c) stability boundary for duration (3).
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Figure 4.17. Scenario II real-time stability boundary identification: (a) simulation set-up showing the
targeted prosumer point of common coupling bus, and (b) alternative simulation to validate the estimated



dimensional space of the P — Q — V surface. The simulation set-up and scenario are shown

in Figure 4.14.

4.2.4.2. Scenario II: Nearby Prosumers Set-Point Variations Impact on a Targeted
Prosumer Point of Common Coupling Bus.
Scenario II depicted in Figure 4.15 validates the proposed real-time observation of the

voltage vy, by dynamic variation due to a nearby prosumer grid-following inverter at point
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Figure 4.18. Scenario 111 real-time stability boundary identification 13 prosumers point of common coupling
bus virtual power plant.

126



of common coupling bus vp.c,. The targeted bus is operating with constant 2.5 kW at
unity power factor for the whole scenario duration shown in Figure 4.15. At duration (1)
in Figure 4.15, the nearby grid-following inverter is operating at 10 kW. Then, at duration
(2) in Figure 4.15, the active power set-point changed to 4 kW. Notice that, the proposed
observation is consistent with the actual measurement (i.e., see Vg1 VS. Vgggry in Figure
4.15). Furthermore, at duration (3) in Figure 4.15, the nearby grid-following inverter
operation set-point is changed to sinking 4 kW. Similarly, the observation of vy, is
consistent with the actual measurement v, . The stability boundary is shown in Figure
4.16(a) —(c) for the highlighted durations (1), (2), and (3) in Figure 4.15. The simulation
set-up is shown in Figure 4.17(a). Note that, in these scenarios the actual measurement is
not possible in a real system. It was provided in this chapter by an alternative simulation
where the targeted prosumer point of common coupling bus is omitted (see Figure 4.17(b)).

This shows the importance of the proposed real-time observation.

4.2.4.3. Scenario III: Targeted Prosumer Point of Common Coupling Bus Real-Time
Stability Boundary in Thirteen Bus Virtual Power Point
In scenario III that is shown in Figure 4.18, the virtual power plant network consists of
thirteen prosumers point of common coupling busses in radial network. The network layout
is extension of the layout of Figure 4.17(a). Specifically, each two consecutive prosumers
point of common coupling bus’s impedance composed of a 0.25 Q resistance with 100 uH
inductance (see Figure 4.19 for the network detailed layout). Furthermore, in scenario III

the targeted point of common coupling bus (vp¢c,) is examined with the proposed method
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to estimate the stability bound in real-time. Also, in this scenario the remaining prosumers

point of common coupling bus set-points are changing randomly (see Figure 4.18).

128



However, the proposed method will construct a P — V curve for stability prediction online

in real-time (see Figure 4.20).
4.3. Cybersecurity Linkage to Stability Bounds

4.3.1. Cybersecurity in the New Energy Paradigm

The envisioned energy paradigm will implicate high deployment of renewable based
generation through the utilization of distributed energy generators (DEGs) [144, 152]. At
the low voltage side of the grid, grid-connected inverters are the dominant type of DEGs.
Grid-connected inverters are following the inertial response of the network through their
internal point of common coupling (PCC). In addition, these DEGs’ capabilities are
narrowed down to supplying current into the internal PCC terminals without considering

upstream network prerequisites [147]. In other words, DEGs at the low voltage side are
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Figure 4.21. VPP concept illustration as a power electronics-dominated grid
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Figure 4.22. Primary control layout considered for DEGs detailing the cybersecurity analytics and switch
level depiction.

unobservable to utility operators and vice versa. Thereby, it is essential to execute real-
time system level coordination and management to enable optimal utilization of these
unobservable DEGs that are deployed at the low voltage side [133].

The virtual power plant (VPP) concept is exemplifying to be an inspiring exemplar that
will expedite DEGs efficient integration with the utility grid. According to [153], VPP is
a collection of numerous size of DEGs that are aggregated into a single consortium.
Thereby, the VPP is an intermediate operator that facilitate the effective interconnection
between transmission and distribution system operators. In fact, VPP perception
introduction runs higher observability and controllability on DEGs and enables the optimal
utilization of inverter based generation features. Several practical VPPs are reported around

the world such as the European VPPs detailed implementations in [154] and [155].
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VPCCi

Figure 4.23. (a) VPP general network, (b) illustrating the i local PCC bus equivalent circuit at the secondary
control layer time scale.

Nevertheless, this futuristic grid layout is anticipated to be vulnerable to malicious
cyber-attacks [148, 149, 151, 156]. As more generation portion and intelligent devices will
function outside the conventional power plant administrative layout [150, 157]. For
instance, cyber-attackers might take advantage of the VPP infrastructure to initiate

catastrophic events disrupting the utility grid operation and create serious damages [158,
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159]. The detection of such type of cyber-attack is extremely difficult at early stages.
Thereby, this chapter improves the cybersecurity aspects of a VPP (see Figure 4.21).
Explicitly, by detection of a cyber-attacker manipulating the VPP cyber layer operation
set-points gradually to violate network stability bound. Furthermore, the cybersecurity
analytics proposed is based on a developed normal operation region identification
framework. This normal operation region provides a one-to-one mapping between the
network internal PCC bus voltage and the VPP cyber-layer generated set-points. This
derived mapping is compared with an inverse mapping through internal PCC bus voltage
monitoring for anomalies. Once, an inconsistency is witnessed by the cybersecurity
analytics between the one-to-one mapping and the inverse mapping, the voltage anomaly
is due to a cyber-attack. Then, after cyber-attack detection, the VPP control system is
alerted. Network stability bounds identification is an offline process. For instance,
conventional generator stability bounds are assessed with capability curve concept [160].

This curve provides the range of the dispatchable active and reactive power set-point
that guaranties the generator stable operation. The idea of the capability curve is extended
to VPP perception with exploiting upstream network constrains in [161]. Universally, the

capability curve is acquired by repetitive power flow solutions for several operational

N Targeted

Figure 4.24. Example of N DEGs VPP for Thévenin voltage closed form derivation
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scenarios that are chosen arbitrarily. Then, the realistic solution scenarios are mapped to
points in the capability curve. Thereby, up to the authors’ knowledge, exploiting the
existing body of knowledge of the capability curves for rapid cyber-attack detection against

operational set-points manipulation and breaches is not feasible.

4.3.2. Cyber-Attack Hypothesis, Normal Operation Region Derivation, and

Cybersecurity Analytics

4.3.2.1. Cyber-Attack Hypothesis and Malicious Set-Points Impact
Based on the time scale separation principle in Figure 4.22 DEG layout, the VPP in
Figure 4.21 from the perspective of the slow time scale cyber-layer is represented as Figure
4.23(a). Now, consider that a cyber-attacker is manipulating the operation set-points of the
i concerned internal PCC bus that are assigned by the cyber-layer to the primary control

of the DEG. From this cyber-attacker perspective, the impact of his manipulation can only

be comprehended from the measurements. This is because the cyber-attacker lacks
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Algorithm 1: Cybersecurity Analytics System
Function [Intrusion] = IDS [Vpcci, Ppec1, @pects - » Preen, @peen]
1: Continuously monitor the internal PCC bus voltages

Ppccillz > (Ppccr, @pects -+ Prcen, @peen)
If (I[Wpccillz = (Ppcct, @pccts -+ Peeens @peen ) | = R > R?Y)
Internal PCC bus voltage is anomalous
2: Utilize the normal operation region one-to-one mapping

(Ppcc1, @Qpccty - Preens @peen) = I1Wpccillz

If (Ppce1, @pccrs -+ Preens @peen) = Wpccill2 | = R?Y - R)
The anomaly detect is due to an intruder. Then, Intrusion = 1
Else
Intrusion =0

Else

Intrusion =0

knowledge associated with the network topology or nearby DEGs. Given this absence of
this knowledge by the cyber--attacker could induce catastrophic effect by pushing the i
concerned internal PCC bus to operate outside its stability bound by slowly and randomly

changing the operation set-points.

4.3.2.2. Developed One-To-One Mapping Between Internal PCC Bus Voltages and the
Cyber-Layer Operation Set-Points
From the perspective of an i” specific DEG in the network, the remaining VPP network
elements are seen as a Thévenin voltage source (Vry;) with a series Thévenin impedance
(Zrni = Rrpi + jX7ni) after the i internal PCC bus terminal (see Figure 4.23(b)).

Therefore, mathematically the internal PCC voltage (¥pc;) is represented by (4.40).

Vpcei = (RThi + JX )l?PCCi + ‘_;Thi = ||V[’CCi "2 Z51’CC,' = é:, +Jy,
Vi = ”VThi”z Z5T/u' = ||VThi||2 COS(5T111' ) + j"VThi "2 Sin(5Thi)

where ?pcci is the net current supplied at the i internal PCC bus. Upc(; is correlated to the

(4.40)

set-points of the cyber-layer through the internal PCC current (_i)PCCi) asin (4.41)

ZDCCI' = (RDCCI' = JOrcci ) ‘7;60_1 (4 41 )
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where Up; is the complex conjugate of Upcci, Ppeci is the total supplied active power at
the i concerned internal PCC bus, and Qpc(; is the total supplied reactive power at the i

concerned internal PCC bus. Unifying (4.41) and (4.40) results in (4.42).

vPCCz (RThz + ]X Thi )(BDCCI' _j QPCCi )v;ca_l + ‘7Thi (442)
Equation (4.42) is rearranged to (4.43) considering (4.40).

é:,z + '//12 TthPCO + XTh:QPCCz + " Thi ” (Ax COS(5Thi ) + Bi sin (5Thi ))
+J (XThIPPCCx RTh,QPCQ + " Thl” (Ai Sln(grhi)_ Bx cos (5Thi )))
It is fairly straightforward to obtain a closed form solution for the parameters & and ¥; from

(4.43)

(4.43) for a particular Theévenin depiction of the other elements in the network.

—O 5" Thi " COS(5Thi)+(RThiQPCCi — A rhi PCC!)" Thi " sin Tht)

0 25” TIn” COSZ (§Th1) ((XThlPPLCl RTthPC(,x || Thi || ) Sln 5Thx)

i (4.44)
[ (X Prces = R Qacer) €05 (83 )5in () = (X Prces = R Qo Vi)
+(Rp Prcei + X 11 Qrcci ) €08* (87,
W, = (X0 Prces = RinOrec )Vin |, see (S, )+ 0.5V, sin (8,
+( Ry Orces = X Prces Vel sin (8, ) tan (8,,) +
0.2503 1 €05 (3, )+ (X Prc ~ R Qrcc Wi ) sin () (4.45)

\2
tan (8, ), [+ (X Prccs = R Qoccr)©05( 83, )5in (6, ) = (X Prces = R Opce Vo)

(RThz Pocei + X1 Opeci ) cos’ (5Thi )

1Ppccillz = /ff + W2 describes the stability bound of the i concerned internal PCC bus

for a particular Thévenin depiction of the rest of network. The normal operation region
of the concerned i PCC bus is the projection of ||¥pcc;ll, on the Prcci and Qpcci plane
(i.e., the domain when ||[Upccill, € R). Yet, this normal operation region cannot be
exploited for rapid analysis. This is because the Thévenin source representing the

remaining elements in the network is obtained numerically with power flow. To extend
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this analysis, the insertion of adjacent PCC buses set-points on the i concerned PCC bus
is described by obtaining the expression of the Thévenin source in (4.40) as a function of
all the other grid-connected DEGs set-points. This results in generalizing the concerned
internal PCC bus voltage to a manifold. This process is repetitive for every individual
internal PCC bus in the network and then the intersection of all PCC buses normal
operation regions is considered as the whole network normal operation region. The whole
network normal operation region is the developed one-to-one mapping between the
network internal point of common coupling PCC bus voltages and the cyber-layer
generated set-points. Furthermore, to understand the Theévenin closed form, the network
with N DEGs shown in Figure 4.24 is taken as an example. The aim is to find the manifold
of the DEG at the N internal PCC bus in Figure 4.24. The N”* internal PCC bus manifold

is given in (4.46).

N-1
- _ 2 2 - - - -
HVPCCN H2 =4 Sy tvy Vin, = (3_N)Vg +ZVBM,. s Vg = |V:g|40
i=2

-1
vBus, = O'5|Vg|+j(Rn1,QPCCi _Xm, RDCCi)|I/g| +

] e (4.46)
\/0'25|I/g| _((RTh,QPCCi_XIh,RDCCi)|V;r| ) +(RTh‘PPCCi+XI71‘QPCCi)

j=N-1, k=N

The, normal operation region (Qnory) Of this DEGs at N internal PCC bus is defined as

(4.47).

o, =Pl oo ([T l) | e, <R
ForV P,0,.R.,0;,...P,,0, €R
Similar conclusions for the normal operation region are deducible to all other internal PCC

(4.47)

buses in the network. Thereby, the whole network normal operation region (Qnor) 18

described by (4.48).
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Quor :S_!NORI mQNORZ mg}NORJ ARRS QNORer mQNORN (4.48)

A four bus VPP example is considered, the network normal operation region depicted in

Figure 4.25.

4.3.2.3. Cybersecurity Analytics Framework
The cybersecurity analytics system is depicted in Algorithm 1. As aforementioned
earlier that this cybersecurity analytics system is mainly founded on the normal operation
region deduced in the previous subsection in (4.40)-(4.48). Particularly, the normal
operation region is the derived one-to-one mapping between the network internal PCC bus
voltages and the cyber-layer generated set-points. This derived mapping is compared with
an inverse mapping through internal PCC bus voltage monitoring for anomalies. Once, an
inconsistency is witnessed by the cybersecurity analytics system between the one-to-one
mapping and the inverse mapping, the voltage anomaly is due to an intrusion. Then, the

VPP is alerted.

4.3.3. Validation of the Derived Operation Regions

The cybersecurity analytics system performance is validated through simulation of two
cyber intrusion scenarios. The grid-connected inverter DEGs in the VPP are rated to 20
kVA apparent power, 10 kHz switching frequency, 420 V DC bus voltage, 0.5 mH filter
inductor with equivalent series resistance of 50 mQ , and 2 mF decoupling capacitor. The
utility grid is 120 Vrums at 60 Hz. Moreover, the two scenarios of Figure 4.26 and Figure
4.27 are identical regarding set-points gradual manipulation by the cyber-attacker seeking
for network stability boundary violation. However, in scenario II the DEGs are equipped

with the developed cybersecurity analytics system.
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Figure 4.26. Cyber-attack scenario I without activating the proposed cybersecurity analytics system
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Figure 4.27. Cyber-attack scenario II with activating the proposed cybersecurity analytics system
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4.3.3.1. Scenario 1

In the scenario I that is depicted in Figure 4.26, the cyber-attacker is seeking for
violating the network stability boundary. Initially, vpcc, 1s operating at 2 kW and vpcc3 18
sinking 1 kW. These initial operating points belong to the normal operation region. Then,
after time instant 0.2 sec in Figure 4.26, the cyber-attacker increases the operation set-point
passing to the primary control layer from the VPP cyber-layer to 4 kW at vpcc3. This new
manipulated set-point assignment by the cyber-attacker fails to violate the stability
boundary of network. After that, the cyber-attacker further pushes the operation set-point
at Vpccy to 5 kW after time instant 0.3 sec in Figure 4.26. Again, the cyber-attacker fails to
jeopardize the operation of the network as this set-point falls within the normal operation
region boundary. Therefore, the cyber-attacker once again changes the set-point of vpcc3
to 7 kW after time instant 0.4 sec in Figure 4.26. However, still he is incapable of
jeopardizing the network stability. Hence, the cyber-attacker decides to moves vpcc, and
Upcces to sinking 5 kW after time instant 0.5 sec. In this situation, the cyber-attacker
successfully jeopardizes the network operation as this set-point is outside the normal
operation region boundary (see Figure 4.25)). In fact, it is obvious that the network enters

voltage collapse situation after time instant 0.5 sec in Figure 4.26.

4.3.3.2. Scenario 11
In scenario II, the exact same operation set-point variation with respect to time evolution
of scenario I is occurring (see Figure 4.27). However, in scenario II the DEGs are equipped
with the proposed cybersecurity analytics. Therefore, once the cyber-attacker breaches the

network stability bounder after 0.5 sec in Figure 4.27, the DEGs are moved to internal PCC
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voltage control mode to regain internal PCC bus voltage normal operation (see Figure 4.27
after 0.5 sec). In other words, the cyber-layer set-points are ignored. Note that, the network
is no longer operating in optimal operation, but the cybersecurity analytics system avoids
catastrophic impacts on the network due to early intrusion detection and alerting the VPP

owner for further diagnoses.

4.4. Conclusion

In conclusion, the first section in this chapter provided insights into voltage stability
bound identification in the power electronics-dominated grid (PEDG). Specifically,
revisiting the mathematical derivation of how the voltage stability bound at PCC bus 1 is
affected by its self-set-point change. Then, extending this derivation to how an adjacent
PCC bus j set-point change influences the voltage stability bound at PCC bus i. These
derivations give a hint using the structure of the P —V curves to identify the voltage
stability bounds instead of the function values. Then, in the second section of this chapter,
an online voltage stability bound identification method is derived from the perspective of
consumer local point of common coupling point (PCC) bus. This online stability bounds
identification is inspired by the feedback linearization theories used in Chapter 2. These
bounds are utilized to improve the cybersecurity to grid edge consumers. Lastly, the third
section of this chapter, provided a method to derive the operation regions for multiple P —
V curves at different local PCC buses to improve the cybersecurity of the PEDG against
malicious set-points induced on the upper secondary control layer. This chapter facilitates
an introduction of the mathematical background and theory that will be utilized in the next

chapter to design an intrusion detection system.
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Chapter 5

5. Intrusion Detection System

Part of this chapter, including figures and text are based on my following papers:

© 2018-2022 IEEE

- A. Khan, M. B. Shadmand and S. K. Mazumder, "Intrusion Detection System for
Multilayer-Controlled Power Electronics-Dominated Grid," [EEE Access, vol. 10, pp.
98329-98347, 2022

- A. Khan, M. Hosseinzadehtaher, M. B. Shadmand, D. Saleem and H. Abu-Rub, "Intrusion
Detection for Cybersecurity of Power Electronics Dominated Grids: Inverters PQ Set-

Points Manipulation," 2020 IEEE CyberPELS (CyberPELS), pp. 1-8, 2020
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5.1. Future Power Grid and Cyber Threats

The futuristic energy paradigm implicates high penetration of nonsynchronous
generation at the grid edge through embracing dispersed energy generators (DEGs) [162].
At the grid edge, grid-feeding inverters are projected to be the prevailing type of DEGs. In
this mode of operation, the DEGs are following the inertial response of the network and
their capabilities are confined in injecting/absorbing current into/from their local point of
common coupling (PCC) without considering upstream network constrains and
requirements [147]. Accordingly, these DEGs are typically unobservable to the upstream
network and vice versa. Henceforth, real-time system level coordination and management
is crucial to ensure the optimal utilization of unobservable DEGs that are installed behind
the meters and offer an additive situational awareness to the system [133, 163].

The multi-layer-controlled power electronics-dominated grid (PEDG) is demonstrating
to be an effective example that is enabling DEGs to achieve the U.S. Department of
Energy’s 100% nonsynchronous generation based U.S. power grid [164]. The PEDG is a
cluster of distinct scale DEGs that can be aggregated into a single coherent entity. The
multi-layer-controlled PEDG is able to function as an intermediate interface between
transmission and distribution system operators [153]. Consequently, offering superior
observability and controllability on DEGs and permits optimal utilization of inverters-
based resources features. Various multi-layer controlled PEDG deployments exist around
the world such as the ones reported in documents in [154] and [155].

The futuristic 100% nonsynchronous generation-based power grid targeted in 2050 by

the U.S. Department of Energy is anticipated to be vulnerable to malicious cyber-attacks.
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This is because of the more dispersed generation that will operate outside the realm of old-
fashioned power-plant administrative domain through employing more DEGs at the grid
edge [150, 165-167]. The attack might be introduced into the PEDG infrastructure through
the communication medium that enables its harmonious operation. Security breach in the
cyber-layer of a PEDG has a direct influence on its physical layer, which disrupts its
nominal operation. A severe stealthy cyber-attack typically spreads throughout the grid
steadily compromising the cyber layer. This makes the detection of such a stealthy attack
extremely challenging at early stages using conventional protection and intrusion detection
schemes [134, 158, 168].

This chapter is enhancing the situational awareness against malicious PQ set-points
requests from a compromised secondary and cyber layer. These malicious set-points are
assigned by a stealthy intruder breaching undetectably into the secondary control and cyber
layer of the PEDG depicted in Figure 5.1. Furthermore, this situational awareness
improvement impacts positively the cybersecurity of the PEDG. In fact, according [169],
situational awareness feature offers a direct improvement of the system cyber-security
aspects. As situational awareness does not only provide accurate observation, but also
ensures availability of necessary functions that support predicting operation projections
and identifying potential risks [170]. Moreover, a mathematical theory is developed for
deriving a safe operation region (SOR). This mathematical theory extends the stability
margins inferred from P — V curves to the abstract concept of morphisms (see 5.6.3 for
Morphism theoretical background). Particularly, there are two morphisms for each PCC

bus when operating in the SOR: (Morphism 1) PCC bus voltage mapped to network set-
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points that is structured as R to R*" mapping, and (Morphism 2) network set-points mapped
to the PCC bus voltage that is structured as R*" to R mapping. Where N is the number of
PCC buses. Morphism 1 is used for anomaly detection originating from the secondary layer
dispatched set-points manipulation. Explicitly, observation of a non-zero imaginary-part in
the PCC voltage L, norm is evidence of an anomaly. Note that, L, norm properties are:
nonnegativity, definiteness, triangle inequality, and homogeneity must be satisfied in SOR
for PCC voltage as this preserves the R to R mapping structure. Inspecting an imaginary-
part invalidates nonnegativity property of the PCC voltage L, norm (i.e., R to R*is not
preserved see 5.6.4 for theoretical proof). Morphism 2 is utilized for independent decision
making at the primary layer of the DEG during cyber intrusion scenarios. In other words,
Morphism 2 1s an alternative for the secondary layer when the dispatched set-points are not
trusted.

In the literature, the capability of synchronous generator is estimated through the
concept of capability chart. This chart provides the range of dispatchable PQ set-points
without jeopardizing the stability of the synchronous generator [160]. The notion of
capability chart was first time utilized for multi-layer-controlled renewable based grid in
[161]. This capability chart was used as conventional generators capability charts that are
employed in scheduling and dispatching optimization. In other words, set-points that
belong to the capability chart are guaranteed to be executable when requested by the
upstream network. Though, the capability charts for renewable based grids are more
complex compared to conventional generators. This is because renewable based grid

capability charts are representing aggregation of various DEGs. An example of such
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capability charts is used to estimate the reactive power injection capability at different
active power levels in [171]. Another work is suggesting a methodology for approximating
capability chart numerically using repeated time domain simulations in [172]. In general,
the capability chart is obtained by repeated load flow solutions for various scenarios that
often are selected randomly. After that, the realistic load flow solutions consequence to
points that are constructing the capability chart. Another approaches that are reported in
the literature for approximating the capability charts are employing geometrical hypothesis
such as polyhedron, ellipse, and so on [173]. Furthermore, capability charts estimation with
incorporation of randomness is reported in [135]. Yet, these methods extensively rely on
repetitive load flow solutions that needs to be executed in secondary or tertiary layers,
which even turns out to be challenging to utilize fast load flow algorithms due to the
dominate resistive nature for the distribution network [174]. Furthermore, the considered
potential attack model, in which the intruder is compromising the secondary layer
controller and existing load flow algorithms, mandates another sanity checkpoint at the
primary layer for realizing an effective intrusion detection. Hence, to our knowledge,
utilizing the existing capability charts for intrusion detection against operational PQ set-
points manipulation is not viable from the perspective of the primary layer. The
contributions of chapter are summarized in the following bullet points:
¢ A mathematical theory extends the stability margins inferred from P — V curves to the
abstract concept of morphism. This morphism simplifies understanding the operation

limits of the unobservable DEGs without relying on repeated load flow solution at
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secondary/tertiary control layers, thus creating an independent framework for decisions
making at the primary layer.

e Intrusion detection by utilizing the SOR as a sanity checkpoint for PQ set-points
assignments by potentially compromised secondary layer; thus, detecting and

preventing a cyber intruder that is requesting malicious set-points from the DEGs.

5.2. Multi-Layer Controlled PEDG Network Understudy

5.2.1. List of Symbols Used in this Chapter

t Time
T Dummy intermediate variable for integrals
Cbe; DC-link capacitor of the i grid-feeding inverter
L; Filter inductor of the i” grid-feeding inverter
R; Filter inductor resistance of the i grid-feeding inverter
w Nominal angular frequency of the network
P; Active power of the i” grid-feeding inverter
Py Active power of the i” grid-feeding inverter load
Preci Active power of the i local PCC bus
Qi Reactive power of the i” grid-feeding inverter
Qui Reactive power of the i grid-feeding inverter load
Qpcci Reactive power of the i local PCC bus
Srated Rated appeared power of the i grid-feeding inverter
fsw Switching frequency of the i” grid-feeding inverter
Prei Active power reference of the i grid-feeding inverter
Qrefi Reactive power reference of the i grid-feeding inverter
Zij Line impedance between PCC bus i and j
Ry Line resistance between PCC bus i and j
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111,
X*

XT

Re{X}
Im{X}

Up;

Line inductance between PCC bus i and j

Square root of -1

Real number set symbol

Complex number set symbol

Number of DEGs

L> norm of X

Complex conjugate of X

Transposition of X

Phasor quantity of X

Real part of X

Imaginary part of X

LTI MIMO open loop state space active power dynamics input
LTI MIMO open loop state space reactive power dynamics input
DC link voltage of the i” grid-feeding inverter

i local PCC voltage

Alpha component of the i local PCC voltage

Beta component of the i local PCC voltage

i local PCC current

Alpha component of the i” local PCC current

Beta component of the i local PCC current

i grid-feeding inverter modulation index

Alpha component of the i” grid-feeding inverter modulation index
Beta component of the i” grid-feeding inverter modulation index
Projection function for safe operation region of the i local PCC bus
Projection function for stable/normal operation region of the i* local PCC bus
Error on active power of the i grid-feeding inverter

Error on reactive power of the i grid-feeding inverter

Active power control output of the i” grid-feeding inverter

147



QCLi

VCLi (xCLi)

Reactive power control output of the i grid-feeding inverter

Active power control proportional gain of the i” grid-feeding inverter
Reactive power control proportional gain of the i” grid-feeding inverter
Active power control integral gain of the i” grid-feeding inverter
Reactive power control integral gain of the i” grid-feeding inverter
Thevenin voltage phasor seen at the i local PCC bus

Thevenin voltage angle seen at the i local PCC bus

i local PCC bus voltage phasor angle

Grid voltage peak

Real part of the i” local PCC bus phasor voltage

Imaginary part of the i local PCC bus phasor voltage

Thevenin resistance seen at the i” local PCC bus

Thevenin inductance seen at the i local PCC bus

Developed Morphism 1: Generalization of the inverse of the P — V curve

Developed Morphism 2: Generalization of the P — V curve

Ohm’s law across linear resistor (R) as a morphism mapping current (iz) into
voltage (vr)
Ohm’s law across linear resistor (R) as a morphism mapping voltage (vz) into
current (ir)

Closed loop control of the i grid-feeding inverter state matrix

Closed loop control of the i grid-feeding inverter states vector

Closed loop control of the i grid-feeding inverter linear quadratic Lyapunov
stability theorem P matrix
Closed loop control of the i grid-feeding inverter linear quadratic Lyapunov
stability theorem Q matrix

Lyapunov function of the i” grid-feeding inverter closed loop control

5.2.2. Preliminary Considerations

The multi-layer controlled PEDG network understudy is portrayed in Figure 5.1. In this

PEDG, the main PCC bus voltage is the potential difference between the low side positive

terminal of the distribution pole transformer and the ground conductor (see Vpcep in
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Grid Operator !INTRUSION! “ Control & Grid-edge DEGs’ Primary

Secondary Control

Control Actions Controls

Figure 5.1. Multi-layered controlled PEDG concept extended to the grid edge with unobservable single-
phase DEGs in grid-feeding mode of operation.

K Slj ssﬂEl}

Li R,

CDCI VVYV
VDCi + + Rest
mypci vpc; Of the
SZ_]I EI} _ ll.PCCi ~ Network

Figure 5.2. Grid—feedmg primary control layer considered for DEGs in the PEDG: inverter structure.

Figure 5.1). Similarly, the internal local PCC buses are considered as each node that
consumers at the grid edge are feeding their local loads (see Vpcez Vpecss - Vpceny 1IN
Figure 5.1). In addition, DEGs are installed at internal local PCC buses. The grid-feeding
inverter’s in Figure 5.2 primary control layer considered in this work for DEGs is depicted
in Figure 5.3. The open loop system is represented by the multiple input multiple output
(MIMO) linear time invariant (LTI) state space in (5.1).

dF,

AT I

do, o -RL'|O 0 05L7" || uy

dt
) (5.1)
— a 4
Up; =My VpeiVeeei T MpVpeiVecer — "VPCCi”z
— V) a
Upi = My:VpeiVecei ~ MpiVpeiVecci
2 4vh

”vPCCi ”2 = Vo Pcc;
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This control is guaranteeing that primary control layer stability. The proof for the stability
of the primary control layer equilibrium is detailed in 5.6.1 with linear quadratic Lyapunov
stability theorem. Similarly, 5.6.2 details potential instabilities that might originate from a

cyber-attacker at the secondary control layer manipulating the dispatched PQ set-points.
5.3. Safe Operation Region Derivations and Intrusion Scenario

5.3.1. Intrusion and Malicious PQ Set-Points Impact

Consider the exemplification in Figure 5.4 of the multi-layer controlled PEDG
understudy shown in Figure 5.1, if a stealthy cyber intruder took control over the cyber
layer and he is targeting the i local PCC bus in Figure 5.4 by manipulating the operation
PQ set-points that are passing from the secondary layer to the primary layer of the DEG.
From the stealthy intruder perspective, he is altering the operation set-points and observing
the local measurement to understand the impact of his set-points manipulation. The intruder
could initiate catastrophic effect by pushing the targeted PCC bus to operate outside its
stable set-points domain by slowly and randomly changing the PQ set-points. Therefore,
the hypothesis in this chapter is that the primary layer will be equipped with the SOR, as a

sub-layer in primary. Then, if the DEG is pushed to operate outside SOR by the secondary

150



Morphism 1: £ :|Veeeill, = (Preer» Creers > Broew» Qrcen )» R—> R

PPC’C.\"QPCC’.\'\) - HVPCC’ H: ,R¥ >R
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Figure 5.3. Grid-feeding primary control layer considered for DEGs in the PEDG: controller structure with
measurements, nonlinear coordinate the transformation illustration, and the intrusion detection system.
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Figure 5.4. General PEDG network, illustrating the ith local PCC terminals equivalent circuit.

layer manipulated PQ set-points, the primary layer considers that the set-points passing
from the secondary layer are compromised. Moreover, the methodology that is optimal to
understand an intrusion occurred or not is by witnessing if the PQ dispatched set-points
passing to primary control layer from the upper control layer are intended to induce an
instability. Since rationally, the upper control must solve optimization on network level
and thus the stability of the network is one of the crucial constrains in that optimization.
Hence, to catch that there is stealthy intruder from the limited primary layer perspective,

witnessing requests of PQ set-points that belongs to unstable operation region (UOR) is
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helpful in detection. The method applied does not depend on measurements for deciding
intrusion occurred or not. The process of intrusion detection is initiated by checking the
structural preservation of the Morphism 1 which is a sort of abstraction of the inverse of
the generalized P — V curve (5.2).

Vprcci

f: ) - <PPCC1’QPCC17""PPCCN7QPCCN>? R - R (52)
The structure preservation is not sustained when Morphism 1 is producing a non-zero

imaginary valued L, norm. Then, the decision that this anomaly is due to an intrusion or
not is based on authenticating the set-point passing for upper layer into Morphism 2 (i.e.,

the generalized P — V curve expressed in (5.3)).

g: <PPCCI > QPL'CI [RRRE PP(,‘(,‘N > QPL'CN > - "VPCU "2 > R*" > R (53)
If the structure of Morphism 2 is not preserved i.e., non-zero imaginary valued L in

Superposition PCC 1 for Thevenin Voltage

Superposition PCC 2 for Thevenin Voltage  Superposition PCC 3 for Thevenin Voltage

Zot ypooy Zu ype, ZD Yeces Zot  yooer 212 ypee, In Yoocs

PCC 2 for Thevenin Iml%edance PCC 3 for Thevenin Impedance
Z Zy e 3

0l ypecy Yece2 Ypees Zot Zn Zys R

PCC 1 for Thevenin Impedance
0L ypc Z12 Yreca 33 Vpces

i L L

Figure 5.5. Four bus single-phase PEDG considered for illustrating the operation regions graphically in
scenario L.
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Morphism 2, then definitely the upper network set-point are compromised. Furthermore,
Figure 5.3 shows the details of the intrusion detection system. Specifically, the Morphism
1 and Morphism 2 in Figure 5.3 produce a binary output 1 when their structure preservation
are not sustained (i.e., both L, norms produce a non-zero imaginary part). Otherwise, the
Morphism 1 and Morphism 2 produce binary output 0. Then, these two signals pass through
a NAND gate to ignore or consider the upper layer set-point request. If intrusion happened
the DEGs operate in alternative control scheme that corrects the local PCC voltage terminal
using Morphism 2. Additionally, see 5.6.3 for Morphism background. 5.6.4 proves having
a none-zero imaginary part in the L, norm means that the set-points belong to UOR and

structural preservation of Morphism 2 is no sustained.
5.3.2. Safe Operation Region “i.e., Morphism 2”

To understand how the PEDG stability is impacted by grid-feeding inverters’ set-points
variations; in this subsection, an illustration of how a single grid-feeding inverter (i.e.,
representing an unobservable DEG at the grid edge) impacts its local PCC voltage in a
general single-phase network is carried out. In this situation, the network is reduced to two
buses where the i targeted grid-feeding inverter sees the rest of the network from its local
PCC terminals as a large synchronous impedance in series connection with a Thevenin
voltage source (see Figure 5.4). This Thevenin voltage source (V7;;) is embedding the rest
of the network PQ set-points. Then, the relation between the Thevenin voltage (Ur;;) and

the local PCC voltage for the i grid-feeding inverter (¥pc(;) is given by,

‘_;PCCI’ = (RThz' + joLy, ) gﬂca' +Vp (5 4)
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Figure 5.6. Eight bus single-phase PEDG example and the Thevenin impedance of PCC2.

where Ryy; is the Thevenin resistance seen by the i grid-feeding inverter from its local
PCC terminals to the main PCC bus terminal, Lg; is the Thevenin inductance seen by the
i grid-feeding inverter from its local PCC terminals to the main PCC bus terminals,  is
the nominal angular frequency of the network, and ZPCCL- is the current injected by the i

grid-feeding inverter into its local PCC terminals. Furthermore, in equation (5.2) the local

PCC voltage is as (5.5).

VPCC:‘ = "VPCCi "2 451900 =4+ JB, (55)
Similarly, the Thevenin voltage is given by,

vThi = "VThi "2 Ldm = ||VThi "2 cos(arhi ) + j"VThi”z Sin(arhi) (56)
To relate the local PCC voltage (¥pcc;) to the dispatched PQ set-points of the i targeted

grid-feeding inverter; the local PCC current (_{PCCL') can be written as (5.7).
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Superposition PCC 2 veees
for Thevenin Voltage

Figure 5.7. Eight bus single-phase PEDG example with the correction for Thevenin voltage on superposition
theory to obtain PCC2.

’Pcc: ((PRE/ —Pui ) (QR‘I QI"))VPCCz = (PPCCi _jQPCCi)‘—/;CCzil (5.7

Where U*pcc; is the complex conjugate of Upcci, PiRef is the dispatched active power

reference by the i targeted grid-feeding inverter, Qf “fis the dispatched reactive power
reference i targeted grid-feeding inverter, Py; is the active power load at the i targeted
local PCC bus, Qy; is the reactive power load at the i targeted local PCC bus, Pp(; is the
net injected active power at the i targeted local PCC bus, and Qpc; is the net injected

reactive power at the i targeted local PCC. Combining (5.7) and (5.4) results in (5.8).

Ve = (Rnu + joLy, )( pcci —J QPCC:) Vecci +VT1u (5.8)
Then, multiplying (6) by the complex conjugate of 5, . results in (5.9).

Ci

VPCCL PCCi (RTht + joLy, )( reci ~JOpeci ) + Vi vPCCz (5.9)
The key point from reaching to (5.9) is that the left-hand side (LHS) is all real valued terms.

In other words, the imaginary part is zero. This is an obvious resultant form multiplication
of the local PCC phasor voltage by its complex conjugate. Thereby, (5.9) can be rewritten

as (5.10).
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‘412 +Bi2 =Ry, Bocei + Ly, Opey +||Vm"2 (Az COS(5Mi ) +B, Sin(SThi))
+j(a)LThiEDCCi =Ry Opcci +||VThi"2 (Aw Sin(517u' ) -B COS(5Thi )))
Then, by equating the real parts of the LHS and right-hand side (RHS) of (5.10); (5.11) is

(5.10)

deduced.

Aiz + Bi2 =Ry Pocei + OLy, Opei + 4 "anz COS(§Thi ) +B "Vm "2 Sin(arhi) (5.11)
Similarly, by equating the imaginary parts of the LHS and RHS of (5.10); (5.12) is

obtained.

0=oLy, P =Ry Opei + 4, "VThi "2 Sin(5Thi ) - B, ”Vm "2 COS(§Mi) (5.12)
Now, from (5.11) and (5.12) a solution of 4; and B; parameters can be determined. Recall

that these parameters construct the real and the imaginary component of the i targeted
local PCC voltage given previously by (5.5). B; is written in term of 4; from (5.12) as

expressed in (5.13).

Bi = (a)LThiPPCCi - RThiQPCCi ) "VThi ";l sec (5Thi )+ Ai tan (5Thi ) (5 . 13)
For finding a solution for 4;; from combining (5.13) and (5.11) this parametric quadratic

equation expressed in (5.14) can be solved.

" "" Region
i W@%o =,
s Qs e
A WY -

Nocoil V)

5 Network Safe
Operation Region
Stable/Normal Qsor
Lower Limit

Network
Stable/Normal Region
Qsnor

-10 5 0 5 10
Undervoltage P KW)

Region

poca ¢

(2) (b) (© (d)

Figure 5.8. Operation regions of (a) PCC 1, (b) PCC 2, (c¢) PCC 3, and (d) SOR and SNOR of the four PCC
bus single-phase PEDG for scenario 1.
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2(R Opcci = OLy, P i)"VThi”il Sin(5Thi) -1)?
A -4 fhE=pea e pea 2 +((oL,, Pooe, — Ry Qe WV
i i +||VThi||2 cos(é‘Thi) ((CU Thi* PCCi TthPCCl )" Thi "2 )

- (RThiPPCCi + a)LThiQPCCi )COSZ (57}”‘ ) - (a)LThiPPCCi - RThiQPCCi )Cos(éﬂu‘ )Sin (5Thi ) =0
where

(5.14)

a=1

== (2 (RT/ziQPCC[ =Ly, Pocg )"Vm ": sin (5m ) + "Vm "2 Cos (5Thz ))

,b
2
,C= ((a)LT/ziPPCC[ _RT/ziQPCCi )"VThi”zl) - (RThiIJPCCi + wLThiQPCC[)COSZ (5Thi)

- (CULT/H'PPCC[ =Ry, Opcci ) COs (5Thi ) sin ((SThi )
Theoretically, equation (5.14) has two bifurcation solutions. However, only the solution

with a positive sign root is practical. This is because if the grid-feeding inverter is not
injecting any current at its local PCC terminals, the local PCC voltage must be equal to the
Thevenin voltage. While the impractical solution is giving a contradictory result of

Upcei = 0. The solution for 4; is given in (5.15).

4,=0.5 "Vm "2 cos (5711,' ) + (RThiQPCCi — 0Ly Pree; )"Vm ";1 sin (5Thi )

“1\2 .
0.25 "VThi "2 cos’ (5711:' ) + ((wLThiPPCCi =Ry Opeci )"VThillzl ) sin” (5711:' ) + (5 15)
—1\2 :
+ (a)LThiPPCCi — Ry, Opcci )COS (57;"' )Sin (é‘Thi ) - ((a)LThiPPCCi =Ry Opeci )"VThi "2l )

+(RT/11'PPCCI' + a)LThiQPCCi )COS2 (5Thi )
Furthermore, the solution for B; is given in (16).

B = (a)LThiP veei ~ R Opeci )"VThi ";1 Sec(aThi ) +0.5 " Vini "z sin (5Thi )
+(RThiQPCCi =Ly, Poce; )"Vm ";1 sin (5711,' ) tan (§Thf ) +

0.25[17, [ cos” (8, )+ (5.16)

Y )
tan(é‘Thi ) ((wLThiPPCCi =Ry, Opcer ) " Vini "21 ) sin” (§Thi ) + (wLThiPPCCi =Ry Opci ) cos (§Thi ) sin (5Thi )

2
- ((wLThiP reci — R Opeci ) "VThi "21 ) + (RThiB’CCi + 0Ly, Opcei )C052 (5Thi )

now, ||Vpecillo = +/A? + BZ describes the SOR of the i targeted local PCC bus in a three-
dimensional surface for a given Thevenin representation of the rest of network. In this
case, the SOR of the targeted i PCC bus is the projection of the surface on the Ppcc; and

Orcci plane where ||Upccill, € R . Also, subspace of the stable/normal operation region
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(SNOR) is described by projection of the surface with co-domain of ||Zp¢ i||2||ﬁg||;1 €

[0.8,1.2] on the Ppcci and Qpcci plane. On the other hand, any operation set-points that
satisfies ||Upccill, € R is in the UOR (see the proof in 5.6.4). Yet, these operation regions
cannot be utilized. As finding the Thevenin voltage of the rest of the network requires
repeated load flow solutions.

To extend this analysis to closed-form, the inclusion of nearby PCC buses PQ set-points
on the i targeted PCC bus is deliberated by finding the expression of the Thevenin voltage
in (5.6) as a function of all the other grid-feeding inverters PQ set-points except the targeted
i grid-feeding inverter. In fact, with such consideration the targeted PCC voltage is
expressed with a multi-dimensional manifold. This process is repeated for every local PCC
bus in the network and then the intersection of all PCC buses SOR is considered as the
whole PEDG SOR (i.e., Morphism 2 expressed in (5.3)) Note that, Morphism 2 closed-
form is developed mathematically in the next subsection. Whereas, Morphism 1 that is
expressed in (5.2)) cannot be derived in closed-form its R — R*" mapping structure

preservation is measured through observing the imaginary-part of the PCC voltage L, norm.

5.3.3. Graphical Example of Morphism 2 Derivation

The inclusion of nearby grid-feeding inverters (i.e., DEGs) influence is determined by
finding the closed form solution of the Thevenin voltage depicted (5.4)-(5.16). To
understand this, an example is taken here of the PEDG network shown in Figure 5.5. This
example can be extended to any network with an arbitrary number of grid-feeding

inverters. In this case, the Thevenin voltage of the grid-feeding inverter at local PCC bus 2
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is as (5.17). Then, this Thevenin voltage is combined with (5.15) and (5.16) considering
the index i equal to 2.

[Foceall, =N + B2 0, = (P, =5, )(Z0, )(Z0 ) 47,7, =[], 20

\73”53 = O-5||Vg "2 + j(RThJ Opees — a’Lm Prees )"Vg”;l

+\/0'25 ||Vg "z - ((RT/z3 QPCC3 - C‘)Lm PPCC3 )"Vg ";1 )2 + (Rm 83003 + a)LT/h Qpccs ) (5 : 17)

Zy =Zy+ 7R, = Re{zlez },LThz = Im{ZThz } "

12>

Zy, = Zoy+ 2y + Zo, Ry, =Re{Zy, |, Ly =1m{Z,, f o'

> Thy

Similarly, the voltage at the local PCC bus 3 is a function of all PQ set-points in the network
and can be described by (5.15) and (5.16) with index i equal to 3 and (5.18).

— _ 2 2 - =
HVPCC}HZ _\/Aa +B; Vi, = Vaus2

s =0V, (R Orccs =L B 1, + (5.18)

\/0'25ng _((an Opces _a)lﬂzPPCCZ)HVgH; )2 +(R7712PPCCZ +oL, QPCCZ)

Also, the voltage at main PEDG bus is a function of all PQ set-points in the network and

described by (5.19).

(VB”‘YZ a \7g )(ZTho )(ZThz )71 + (VBM - vg )(ZThn )(ZTh3 )71 + Vg

Zy, = Zos Ry, =Re{Zp, ), L, =Tm{Z,, } o

||Vpcc1 "2 =

2 (5.19)

In this example, each PCC bus is five dimensional manifold. A correction is needed in
finding the main PEDG multi-dimensional manifold. This correction is related to the usage
of the source ﬁg twice in the superposition analysis. Furthermore, this correction is depicted
graphically in Figure 5.5. This correction can be applied to any general network
architecture radial or mesh. In fact, a more complex PEDG network is taken as an example
to illustrate this correction on superposition theory application for obtaining local PCC bus
2 Thevenin voltage in Figure 5.6. Furthermore, the Thevenin voltage for local PCC bus 2

is summation of ¥, in all the five equivalent circuits shown in Figure 5.7. However, the
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correction in this example is to subtract four times the impact of ¥; on the local PCC bus
2. This approach allows obtaining local PCC bus 2 as a function of all PEDG PQ set-points.
Note that, this analysis focused on superposition is because the basis of this analysis is on
repetitive utilization of subsection 5.3.2.

Without loss of generality, let us consider Qpcc2 and Qpccs are zero. Then, the
realization of the different operation regions for each local PCC bus in Figure 5.5 is reduced
from a five-dimensional manifold to a three-dimensional surface depicted in Figure 5.8(a),

(b) and (c) for each PCC bus. Let {25og, be the projection of the surface Upcc, on the Prcc:

and Ppccs plane. Then, SOR for PCC; bus described by (5.20).

%OR, 2 PI‘OjPZ‘QZ)P}‘Q]) (||‘7PCCI "2) ||‘7Pcc, ”2 eR;VP,0,B,0,eR (5.20)
Similarly, SORs (£sor,) and (2sog,) for PCC2 and PCC3 are described in (5.21) and

(5.22), respectively.

)

Qor, £ Proj, o, 1 0., (”vPCC] "2) ”vpcc] "2 eR;VP,0,,h,0,eR (5.22)
The SNORs of each PCC bus (i.e., 2snor, > 2sn0R,> and 2snor, ) is a subspace of the SOR

Qor, £ Proj, o, 0., (||‘7PCC2 ||‘7PCC2 "2 eR;VP,0,,h,0,eR (5.21)

described by (5.23)-(5.25).

QNOR, éPrOng,Qg,I%,Qg, (”vPCCl ”2) “vpccl ”2 ||‘7€~||;1 6[0'8’1'2] (5.23)
VE.0,h,0,€R
A : = v =
o, 2Pr0j o 1 0. (Hv}m\z) [Frccs L[5 ], <lo-8.1.2] (5.24)
VP,0,h,0,€R
Qinor, éPrOjPz,Qz’ﬂ,Qs, (“ﬁPCCz ‘2) “vPCCz Hz "‘75 "; 6[0'8’1'2] (5.25)
VP.0,,h,0,€R
Therefore, the network SOR ({250R) is given by (5.26).
Qor = Do, M or, Nor, (5.26)
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Then, the subspace of the network SNOR (

SNOR

) is as (5.27).
Qor = QSNOR, N QSNORZ mQSNOR3 (527)
The network SOR (£259r) is depicted in Figure 5.8(d) and the network SNOR (£2550r) 18

depicted by the green area in Figure 5.8(d).

5.4. Cyber Intrusion Detection System and Situational Awareness

Improvement Based on Morphism 1 And Morphism 2

Summary of the designed IDS at the primary layer is illustrated in Figure 5.3. This IDS
is leveraging the developed SOR. Initially, an anomalous i local PCC voltage is
considered by the voltage monitoring system once the Morphism 1 is violated. Meaning
that, a non-zero imaginary-part in the PCC voltage L> norm is observed. Hence, the
morphism 2 is not producing R = R*N mapping. Remember that it is not possible to derive
a closed-form compact solution for Morphism 1. Recall that, L, norm properties
nonnegativity, definiteness, triangle inequality, and homogeneity must be satisfied in SOR
for PCC voltage (see subsection 5.6.4 for the proof). In fact, inspecting the non-zero
imaginary-part test validates holding nonnegativity property of the PCC voltage L> norm
and the mapping structure preservation. Morphism 2 is utilized for independent decision
making at the primary layer of the DEG during cyber intrusion scenarios. Morphism 2 is
an alternative for the secondary layer when the dispatched set-points are not trusted. In
fact, directly after detection of an anomaly by Morphism 1, Morphism 2:1s used to validate
if the mapping is satisfying R?Y — R in the primary layer with the closed-form solution

provided in subsection 5.3.2. If also Morphism 2 is not providing RN — R mapping; the
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set-points passing from the secondary layer are disregarded and the grid-feeding inverters
are changing the set-points and monitor if the local PCC voltage of the bus is regaining
safe operation (i.e., move the network to SOR).

The steps to generate the analytic expression of each PCC bus in the single-phase
PEDG as a function of all the network DEGs’ PQ operation set-points are as follows:
1 - Each local PCC bus can be described by (5.15) and (5.16). These equations include the
remaining non-targeted PCC buses operation set-points in the Thevenin voltage
expression.
2 - Then, finding the Thevenin voltage expression analytically requires application of
superposition multiple times. However, a correction must be done at the end to eliminate
the effect of using some sources multiple times. The repetition of these sources is used for
sake of solvability. In other words, this approach is followed to utilize repetitively the
analogy introduced in subsection 5.3.2.
3 - After that, for each local PCC bus a multi-dimensional manifold is acquired. These
manifolds are used to define the SOR of each local PCC bus when ||Upcc;ll, € R is satisfied
(This is the developed Morphism 2 when R?¥ — R). This is graphically representing the

projection of the manifold on the independent variables domain. Also, the subspace that
defined SNOR is the projection portion of SOR where the co-domain is ||#p¢ i||2 7, ||;1 €
[0.8,1.2]. In addition, any operation point outside SOR is in UOR of the local PCC bus,
Le., 1Tpccill, & R.

4 - The intersection of all local PCC SORs obtains the SOR of the whole single-phase

PEDG. This SOR region is used to enable understanding compromised secondary control
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layer dispatched PQ set-points that are passing to the primary control layer of the

unobservable DEGs.

The challenge that might arise is finding the Thevenin impedance or reduction of the
impedance network during each stage of superposition, if it is non-solvable due to network
connection complexity. This can be elucidated with using the general two point impedance

theory introduced in [175], [176] by using the network Laplacian matrix (see 5.6.5).

5.5. Validation on Intrusion Detection System Performance

The theoretical analyses established are validated by simulation of two scenarios. In

these two scenarios, the DEGs in the multi-layer controlled PEDG network are rated
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Figure 5.9. Scenario I effectiveness using the identified real-time operation regions for intrusion detection in
PEDG of Figure 5.5.
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Table 10. Individual Grid-Feeding Inverter DEGs Ratings

Parameter Symbol Value
Rated Power SRated 20 kVA
Switching Frequency Jfow 10 kHz
Nominal Grid Frequency W 376.8 rad/s
Voltage Peak Ve 171V
DC-Bus Voltage Voci 420V
DC-link Capacitor Cpci 2 mF
Filter Inductor L; 0.5 mH
Filter Inductor Resistance R, 0.05 Q

according to Table 10. Particularly, the inverters representing DEGs in the PEDG are rated
to 10 kVA, 60 Hz nominal frequency operation, 10 kHz switching frequency, 420 V DC
link voltage, and 0.5 mH filter inductor. These DEGs are controlled in grid-feeding mode

of operation through the primary current control scheme illustrated above in Figure 5.3.

5.5.1. Malicious Cyber-Attack Scenario I

The malicious cyber-attack scenario depicted in Figure 5.9 validates the operation
regions derived and shows the effectiveness of using these operation regions for intrusion
detection. Initially, the single-phase PEDG of Figure 5.5 is operating in the network SNOR
with Ppcc2 = 2 kW, Ppccs = -1 kW (see Figure 5.9 from 0.1 s to 0.2 s). Then, the intruder
manipulates the DEGs operation set-points passing from the secondary control layer by
utilizing the reserved generation (i.e., PV power reserve, or energy storage) at PCC2. The
new operation set-points results in surplus of 4 kW at PCC2 bus (see Figure 5.9 from 0.2 s

to 0.3 s). At this duration, the PEDG is moved to the overvoltage SOR and the attacker

Figure 5.10. S_even bus single phase PEDG for scenario_II
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Figure 5.11. Scenario II for the seven bus single-phase PEDG shown in Figure 5.10 the PEDG operator is
utilizing the operation regions after detecting anomalous voltage at PCC2 and PCC3.

0.7

fails to jeopardize the operation of the network also the IDS is not performing any action
as no anomalous voltage is observed. After that, at time instant 0.3 s in Figure 5.9 the
attacker manipulates the generation at PCC2 and PCC3 by reducing the generation so the
net power appearing at PCC2 and PCC3 is -5 kW. Now, the PEDG is witnessing unstable
operation seen in the voltage waveforms, power oscillations, and overcurrent after 0.3 s in
Figure 5.9. In this situation, the IDS catches through Morphism 2 and Morphism 1 mapping
nature that the last operation set-points belong to the UOR. After that, PCC2 and PCC3

grid-feeding inverter are controlling their local PCC voltage through the set-points and
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disregard the PEDG secondary layer dispatched set-points after 0.4 s in Figure 5.9. The
new operation PQ set-points are obtained by using the generation reserved at PCC2 and
PCC3 to 2 kW and 4 kW. As consequence, the PEDG regains operation in the undervoltage

SOR after 0.4 s in Figure 5.9.

5.5.2. Malicious Cyber-Attack Scenario 11

Now, for the scenario of the PEDG with seven buses that is shown in Figure 5.10, each
local PCC bus is described with eleven dimensional manifolds. Furthermore, in this
scenario initially the PEDG is operating in the SNOR of the network (see Figure 5.11

Ppccy = Ppees= Ppecs = 0

o
T

=
=
&
& 5F Network Safe Network
Operation Region  g¢aple/Normal
Qsor Region
QSNOR
10 : :
10 -5 0 5
Ppcca [kw)

Figure 5.12. Seven bus single phase PEDG for scenario II operation regions.

before time instant 0.3 s). All consumers DEGs are meeting their local loads and not
injecting any power into their local PCC terminals. After that, power reversal occurs at
PCC2 and PCC3 after time instant 0.3 s in Figure 5.11 due to a manipulation by a cyber
intruder at the secondary layer. At this duration, the set-points 2 kW for PCC2 4 kW for
PCC3 belong to the SOR and the intruder fails to jeopardize the network operation. Then,
after 0.4 s in Figure 5.11, PCC2 and PCC3 are pushed to unstable operation by the intruder.

This new operation set-point -5 kW for PCC2 and PCC3 are in the UOR and the intruder
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is successful to induce an unstable operation. The IDS will alert the DEG that an anomalous
voltage is detected, then the DEGs are moved to local primary control mode based on PCC
voltage condition to push the PEDG to the SNOR (see Figure 5.11 after time instant 0.5 s).
For this example, the local PCC buses and the main PEDG bus eleven dimensional

manifolds are described by (5.28) — (5.33).

Frcerly =+ 3 G =) (20 ) (2| 5. =1 20 (525)
= 2
Vo = 0'5”1/8“2 +j(Rﬂr, Opcci — 0Ly, PPCC!')HVg ;l *

2 -1\2
925 (RO 0 B L) (R P 00 0

x=N-1,y=N
Thi = z Z,\‘)/’RTh‘ = Re{ZThi} ’LTh‘ = Im{ZThi} a)—l ’N = 6

x=0,y=1

Z

[Prccal, =y 4 + B2, 5, =7, +2(va —ag)(zr,h )(Zm )_1 (5.29)

6

[Frccsll, =42 + B ¥ = Wy +§(VM 32, )(2,,) (5.30)
6 _
Frccall, =2 B i = Vs + Vs =, +§(9M )20, )(2) (5.31)
_ 4
||‘7PCC5||2 =\IA52 +Bs2 Vs =(‘7Bu36 _ag)(ZThS )(ZTh(,) 1 _2‘7g +ZZ:‘78usi (532)

5
= _ [ P -
P 2 ’ - Ve wusi .
”V CC6|| As + B¢ Ve 3v +ZVB (5 33)

i=2

The SOR and SNOR of each PCC bus is described in (5.34) and (5.35), respectively.

Q or, éProjP2 0B 05 (Hﬁmﬁl ”2) “vPCCr “z €R (5.34)
VP,0,...P,0, R
O 2030, ()| e 5 <0512 639
VP,0,...2,0, cR
Consequently, the network SOR (QggRr) is given by (5.36).
Qgor £ QSOR, N QSOR2 an0R3 szo&, N QSOR5 OQORG (536)

Then, the subspace of the network SNOR (Qgnor) 1s as (5.37).
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Oivor £ %NOR, N QNORZ ﬁQSNOR3 N OSNOR4 mQSNOR5 N QSNOR6 (537)
Based on (5.28)-(5.37) the operation regions are depicted in Figure 5.12 for scenario II.

It worth mentioning that once the IDS identified malicious PQ set-point and the DEG
disregard the secondary layer controller set-point assignment, the DEG network may not
operate in optimal operation set-point anymore which was the task of secondary layer
controller, but it prevents the collapse of the network which may have catastrophic impact
on the PEDG. Thus, the objective of the proposed approach is prevention of the
catastrophic grid failure and large blackouts by intrusion detection at early stage while the

grid operates are being alerted for further diagnosis, devices and controllers reset, etc.

5.6. Mathematical Background and Proofs

5.6.1. Stability of the i*" Grid-Feeding Inverter Primary Layer Used for DEGs In The
Single-Phase PEDG (Time Separation Proof)

Consider the i single-phase grid-feeding inverter that is connected to its local PCC
terminals in Figure 5.1. The active power (P;) and reactive power (Q;) injected into the
network by this inverter can be measured by using the second order generalized integrator

(SOGI) presented as (5.38) and (5.39), respectively.

IR

P= treciVreci | treaVeea (5.38)
2 2

0= i;ccl‘;’gca _ iﬁcci’?ca (5.39)

By differentiating equations (5.38) and (5.39), the state-space model that includes active

and reactive power as state variables can be determined,

dak, _ Vecer ipeci n Ipcci WVpeci n Vocai difec n ipcc: Vhea (5.40)
dt 2 dt 2 dt 2 dt 2 dt
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p o a a ] « B a
A0, Vpea Aipeei | bpeci Wecei  Veca Bipeai tpeai Ve 41
% + - - (541)

dt 2 dt 2 dt 2 dt 2 dt
Furthermore, the expression for the derivatives of the stationary reference frame PCC

currents ipqc; and {5 . in (5.40) and (5.41) are deduced by applying Kirchhoff voltage law

PCCi

at the loop of common coupling depicted in Figure 5.2. Hence, the PCC currents derivatives

are as (5.42) and (5.43).
diy,
lgco - Ll_lmdivDCl _Li_lszCI Ll_lelzCCz (542)
t
difee; _ - - IR
:ZC =L 1mﬂivDCi -1 1Vgca' -L lRflgca (543)

where m{* and mf are stationary reference frame modulation indices of the i inverter, L;
is the filter inductance of the i inverter, and R; is the filter resistance of the i inverter.

Similarly, expression of the derivates of the stationary reference PCC voltages vp.; and

vﬁca in equations (5.40) and (5.41) are given as (5.44) and (5.45).

Ve

% = _a)vgca' (5.44)
i, “

% = WVpcqi (5.45)

where w is the angular frequency of the network. Therefore, substituting (5.42), (5.43),
(5.44) and (5.45) into (5.40) and (5.41) results in the time varying MIMO state-space
system given by (5.46). The system is time varying because the stationary reference
modulation indices m{ and mf are multiplied by the PCC voltages. In addition, this MIMO

state space control inputs are coupled in both states.

P

dt :[_Rfol — }[P}_O 5L { VoeiVrcai +mﬁ Da"Pco " Vrcci " (5.46)
Q o ~RL m; VDCt‘VI[jCCi mzﬁ VpaiVcei

dt
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where ||Dpccill3 is the L, norm of Upc;. However, if the two inputs are defined as (5.47)
and (5.48), then, the state-space in (5.46) transform into a simple linear time invariant (LTI)

MIMO state-space as (5.47).

Up; = M Vi, Vpce; + miﬁvDCivI/fCCi - "T}PCCi "2 (547)
Uy = mza VDCfvgca' _miﬂ vDCingCi (5 48)
P
— -1
di|_ [‘Rfo “"lw }+0.5Ll.' {”} (5.49)
g, @ -RL™ || O, Uy
dr

now, consider the error on the instantaneous active and reactive power for the i inverter

as (5.50) and (5.51),

ey =hy—F (5.50)
ey =G — €, (5.51)

where Pres is the reference commanded active power and Qg is the reference commanded
reactive power. Moreover, the cancellation of the coupling terms in (5.49) is achieved by
taking the following control law that includes feedback and feedforward as (5.52) and
(5.53).

Up = 2LwQ, +2Lv,,

Feedforward ~ Feedback

u, =—-2LoP +2Lyv
o T ST T o (5.53)
Feedforward Feedback

The feedback term vp in (5.52) is obtained with a Proportional Integral (PI) controller as

(5.52)

(5.54) that tracks the desired active power reference.

Vp = Kp,ep +KPI:‘J‘€P[ (v)dr (5 5 4)
0

Similarly, the feedback term vp in (5.53) is deduced with a PI controller as (5.55), this PI

controller assures tracking the desired reactive power reference.

Vo =Ky +K@ijegi(r)dr (5.55)
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Moreover, substituting (5.54) into (5.52) and then placing the resulting expression into
(5.49) yields the error dynamics of the active power that is given by (5.56).

% :_(Kazi +R’Liil)epi _Kﬁiz[eﬁ'(r)dz- (556)

Likewise, inserting (5.55) into (5.53) and then substituting the resulting expression into
(5.49) yields the error dynamics of the reactive power as (5.57).

de, i
% :—(Kgﬂ +1§Q")eg —KQI.,.J.eQi(T)dT (5.57)

The active and reactive power error dynamics in (5.58) and (5.59) indicate that if the
controller gains Kppi, Kpii, Kgpi and Kp;; are positive, the primary control layer is
exponentially globally asymptotically stable. This is proved by linear quadratic Lyapunov

stability theorem as follows, (5.56) and (5.57) are expressed by the state-space (5.58).

dx
dZL’ = ACL, Xer,
Xep, € R“,ACL’ e R** (5 58)
de,. deQ,' !
Xer, = |:el’i d: €oi dt
0 1 0 0
_KPii _(KPpi+RiLi71) 0 0
ACL, =
0 0 0 1
0 0 ~Ky  —(Kgu +RL™)

Then, to prove the stability of the closed loop control, the selection of a positive definite
symmetrical matrix (Q¢, € R**%), results in a positive definite symmetrical matrix (P L; €
R***) for satisfying the (5.59).

PCL, ACL, + ACL,TPCL, + QCL, =0 (559)
To show this, the selection of Qc;, = I***( I*** is the identity matrix with dimension of

4x4) which is a positive definite symmetrical matrix. The solution of (5.59) will be as given

in (5.60).
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@, 050, 0 0

_|-050, ©, 0 0 560
S ) 0 A, 05A, (5.60)
0 0  —05A, A,
©, =K, +(Kp +RL™) +K,,0, =K, 7,0, =K, (K, +RL) —1
11— "pii Ppi i Pii> 12 T ARpii > 22 T AR pii Ppi i >
Ay =K+ (Ko +RLY + KAy = K ' Ay = Ky (K +RL™) -1
1= Qi Opi i Qiid M2 T i ot r22 T i Opi i

If the parameters Kppi, Kpii, Kgpi and Kg;; are designed respecting the conditions shown in
(5.60),

K, +RL" >0, K, >0,K, +RL" >0, K, >0 (5.61)
Then, P¢;, > 0 (i.e., positive definite symmetrical matrix since all leading minors and the

determinant are positive). Therefore, the equilibrium point (0, 0, 0, 0) is globally
exponentially asymptotically stable. Hence, convergence of the error dynamics to the
equilibrium point (0, 0, 0, 0) means the original system is converging to (Prefi, 0, Orefi, 0)

as t — . The Lyapunov candidate energy function is mathematically described in (5.62).

_ T
VCL‘ (xcg ) = Xa, F c, Xt >

CWCL‘—(xCL‘)zxchT(PCLACL + 4 TPCLv)xCL

Ay <0, Ry -0

> L,

. dVCL (xCL )
. 0, ——=<0
Vo, (xCL‘ ) - v <

To retrieve the original system inputs which are the inverter stationary reference

(5.62)

B

i

a a B
|:mi :| _ 1 |:VPCCi Vrcci j| (uPi +
Bl I~ 2| .8 a
m; "v pCCi " Vecci ~Vecci
2

L> norm [|Vpccill, in (5.63) is [|[Vpccillz € R in network stable conditions, since Upc¢; is

modulation indices m{ and m

Vpcci

)V (5.63)

1
UpiVpei

well-posed and the signals vp.; and vﬁcct are always orthogonal. Finally, the modulation

index that controls the single-phase grid-feeding inverter is given as (5.64).
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a

m =[1 1]{'”;} (5.64)

i

The controller structure is illustrated in Figure 5.3.

5.6.2. Implication of L2 Norm Im{llvpccill2}in Unstable PEDG Conditions Induced By
Cyber Intruder Set-Points

The impact of unstable network conditions can be understood from the conditions where
the L> norm ||Upcc; ||, of (5.63) is non-real or the existence of the active and reactive power
measurement for the primary controller feedback in (5.38) and (5.39). Specifically, when
there is an ill-posed local PCC voltage imposed on the terminals of the grid-feeding inverter
due to a cyber-attacker requesting malicious set-points at the secondary control layer, the

L>norm expressed in (5.65) belong to the complex subspace.

_[a 2, 75 2
, = NVeca + Vet €C

Im{ ‘:PCCi||2} #0

Vpcci

(5.65)

L> norm € C means singularity, which results in non-existing stationary reference
modulation indices (i.e., no solution for (5.63)). Also, with no PCC voltage, measuring the
active and reactive power by (5.38) and (5.39) for the primary controller feedback will not
be possible. Hence, these unstable conditions will cause PEDG DEGs operation failure.
Hence, this proves that any instability witnessed in this PEDG is originated from unstable

network conditions and not from the primary control layer.

5.6.3. Morphism Terminology Linked to Safe Operation Region
A morphism is a structure-preserving map from one mathematical structure to another
mathematical structure. In contemporary mathematics, the terminology morphism is an

abstraction for any sort of mapping concept. For example, in linear algebra, the linear
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transformation is a special type of morphism that provides a linkage between two different
linear systems, in topology, a continuous function is a morphism that provides an image of
a specific quantity to another quantity. For example, the voltage (vg) and current (ig)
relation across a resistor (R) are described by the two morphisms % in (5.66) and w in (5.67)
that are C — C mappings.

h:v, =>i,,C>C (5.66)
Wi, >v,,C—>C (5.67)
Trivially, the morphisms 4 and w are described deterministically in closed-form functions

by Ohm’s Law in (5.68) and (5.69) for a specific special case of a linear Ohmic resistor.
However, the morphisms that are presented in (5.66) and (5.67) are abstraction of these
structure-preserving maps from one mathematical structure (vg) to another mathematical

structure (ig), or vise-versa.

h(i,) =V, =i,R (5.68)
w(v,) =i, =V, R (5.69)
In other words, morphism is a generalization of all mapping used in different mathematical

fields in the sense that the mathematical objects involved are not necessarily sets. In fact,
the connections between them may be somewhat other than maps. Even though, intuitively
the morphisms between the objects of a given category must behave equally to maps. In
this chapter these concepts are borrowed for cyber intrusion detection and two morphisms
are described that are extension of the P —V curve and its inverse in the following

subsections.

5.6.3.1. Morphism 1“Generlization of the P-V Curve Inverse”

For each PCC bus when operating in the SOR this property holds.
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fH;PCC’“Z _)<B’CC1’QPCCI7'"’PPCCN’QPCCN>’ R—>R™ (5.70)

(5.70) means there is some sort of mathematical mapping (i.e., morphism) that transforms
the real-valued L norm lvpeeill2 to real-valued set-points
(Ppcc1, Qpccis o Preeny Qpcen)- Morphism 1 cannot be derived in closed-form. In this
chapter, it is structure by being an R to R*N mapping is observed from measuring the

imaginary-part of the L, norm ||¥pcc;ll».

5.6.3.2. Morphism 2 “Generalization of the P-V Curve”

For each PCC bus when operating in the SOR this property holds.

g: <PPCC1’QPCC1 s+ Epcws QPCCN> _>“VPCG

(5.71) 1s a generalization of the P — V curve used for stability analysis to morphism. This

SRV SR (5.71)

morphism is describing that the set-points (Ppcc1, @pccts -+ Prcens @peen) that are real-
valued are transformed to real-valued L> norm ||Dp¢c;ll,. Morphism 2 is an alternative for

the secondary layer when the dispatched set-points are not trusted.

5.6.4. Proof On L2 Norm Non-Zero Imaginary Value Indicates That the Set-Point
Requested From The Upper Layer Belongs To Unstable Operation Region (UOR)
The theoretical proof behind having a none-zero imaginary part in the L> norm of the
local PCC voltage results in concluding that the set-points belong to unstable operation
region (UOR) can be understood from the following example of Figure 5.5 network. The
stability margin found from a P — V curve at PCC bus i by change in it self-set-point is

described here for a given Thevenin representation. Consider (5.72),

_||VThi||2+ "VTZME +R

"vPCCi "2 -, Thi

P (5.72)

PCCi
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(5.72) is an example of Morphism 2, the stability margin is found at a specific self-set-

point (Ppc¢;) when the condition (5.73) happens.

NFrcall,|
O B (573)
Then, (5.73) is expanded to (5.74).
6"‘71%‘01‘ "z | _ RThi =0
0P, | Wl (5.74)
2 4 + RTh[PPCC[

This means that the stability margin at bus i due to change at it self-set-point (Pp¢c;) is

according to the following inequality shown in (5.75).

Pppey=-10kW— P, . =-TkW— P, . =-6kW
Ppocs =9 KW — Pprcz = -8kW— Py =-5kW
160 T — 160
| | | |
g | | y Stability
140 : : : 140 bound
120 1! | | | 1120
| | |
- | : |
Im{"vpcmuz} 100 | | 1100 ||‘7PCC3 "2
I [
[V] 80 r | | lso [V]
Dashed line [ [ | vl
60 1 } } : S‘}ability 160 Solid line
I | I | bound of
PCC; at-10
40 J\‘\ 1 1 : kq‘\’vlisl.lz 140
Ne_ T i | KW at PCC;
Z I NN | | 120
I N\ N | |
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Figure 5.13. Stability margin observation from the developed generalized P — V curves at local PCC bus 3
(llvpceslla) (i.e., Morphism 2) showing that the after the stability margin the structure of Morphism 2 is not
sustained from R* to R.

) 2
2 - [V (5.75)

PCCi = > * * = Stability Bound ~—
4R, 4R

Thi
now, the stability margin of PCC bus i with respect to variation of the active power set-

point at an adjacent bus j (Ppc¢;) can be deduced by the same reasoning. Following the
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analogy, the stability margin of PCC bus i with respect to change of the active power set-

point at adjacent PCC bus j (Ppc(;) is direct resultant from (5.76).

8" Vrca =00 or —a};cq = (5.76)
P OPrcal,
Equation (5.76) is expanded into (5.77).
v Wk
O¥rccill, _ 1 21V, N 0Py — (5.77)

PCCi

I

Solving (5.77) is not trivial. This is because there is no closed-form solution for Thevenin
voltage and thereby there is no way to express the derivative of the i PCC bus voltage
with respect to the j” PCC bus active power set-point. Nevertheless, for a given network
that is shown in Figure 5.5 for instance, a derivation concept is provided for the Thevenin
voltage expression as function of nearby buses excluding self-set point is provided in the
developed morphism 2. The internal PCC buses in Figure 5.5 are described by the

manifolds (5.78) and (5.79).

Wl el
"Vpccz "2 BN 2 m2Lpcca

5.78
(JEE kL), , - e
where "VT,,Z"2 + Ry, Precsy = B Ry, Ry, + "Vg”z

Thy

2
Sy Ty
||VPCC3"2_ 4 + K3 Lpecs

(5.79)
"Vgni "Vg”z
—=+R, P

mLpccy T

where ||VT,13 || , =

(5.79) is an example on the proposed generalized P — V curve (i.e., Morphism 2) for the
internal PCC bus 3 in the network in Figure 5.5. Furthermore, this Morphism 2 is plotted

in Figure 5.13. Specifically, the Morphism 2 structure preservation is not sustained as seen
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in Figure 5.13 after passing the set-point that belongs to the UOR. Moreover, the stability
margin can be found in closed-form as in (5.80) for bus 3 with respect to bus 2 of Figure

5.5 network.

OFrces, _ 10| N [V, W
OP, 2 OP, 2
PCC2 PCC2 2\/||V723 "2 FR, P,
2
v v (5.80)
where ||VT,,3||2 = @+Rm2 P, +@,
Wall, _ Ra,
oP 2
e \/"V"2 e
4 h, L PCC2
The closed-form solution of (5.80) is expressed in simplified form as (5.81),
O¥pccs _r
OPpccy @ (5.81)

where

4

["VZHZ + RThz Prces +||Vg||z}

+

Il WE)
V V
{ ;2+ RThz})PCC2+ ZZJ

Ry, 2

PPCC3RTh3 +

2
V V
"g2||2+ Ry, Pocer + " 2"2

N—
[N)

PPCC3RTh3 + 4

2 2
4 + 126 2 + Th,

2

2 7.
"Vg "2 RTh2 Prcer + Vg "2 Pocs . RThz Poces RThz Boeer + 4

4 4
Ak

4
now, Ppcc, value that makes 0Ppccs/0||Vpcesll, equal to zero in (5.81) is the stability

>

8

+})PCC3RTh3 RThz })PCCZ +

margin for bus 3 with respect to active power change at bus 2 of Figure 5.5 network.

Unfortunately, this involves polynomial with an order higher than 5, finding the
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deterministic roots of this polynomial is not feasible. This is proved by the fundamental
theorem of Galois [143]. Galois theory provides a connection between field theory and
group theory. This connection allows reducing certain problems (i.e., polynomial roots
finding for our case) in field theory to group theory such as permutation group of their roots.
By Galois theory, it was proven that for a polynomial roots’ to be solvable by radicals and
the main operations addition, subtraction, division, and multiplications; the order of the
polynomial must be less than 5. Alternatively, instead of seeking for Pp(, that makes the
0Ppcc2/0Vpccsll, equal to zero, the imaginary part of this derivative can be plotted by

spanning the active power set-point (Ppcc). The stability margin can be predicted by

Ppee3=-10 kW— Poocy = TkW— P,y =-6 kW
- — Pprey =-8kW— P, s =-5kW

300 o Stability
bound
250
200
Im {%} Re {%}
O¥ecesll, 150k Orcesl.
[W/V] [W/V]
Dashed line 100 F Stablhty‘ 1100 Solid line
bound of
PCC3at-10
KW is 1.12
50 P 1
KW at PCCs| 0
0 - —— =l
-10000 -5000 5000

0
P, PCC2 [W]
Figure 5.14. Stability margin prediction by observing the real and imaginary parts of 0Ppcc2/Ollvpccslly

observing a non-zero imaginary part existence. The initial active power set-point where the
imaginary value observed in dPpccy/0||Vpcesll2 is the stability margin. This can be seen in
Figure 5.14 for the network example Figure 5.5. In more details, when Pp;c3= -7 kW, the

stability margin of PCC bus 3 is -7.5 kW. Meaning that, PCC bus 2 can sink maximumly
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7.5 kW before PCC bus 3 reaches to instability. Note that, observing the imaginary part in
Figure 5.14 shows that after the stability margin the function has a non-zero value but before
hitting the stability margin the imaginary part was always zero. This gives an advantage to
check whether the set-point will produce an instable voltage situation just by looking at the
imaginary part of this derivative. Note that, real-valued functions cannot produce a
derivative that has a non-zero imaginary part. In other words, even though these stability
margins are deduced from the derivatives of Morphism 2, the structural preservation of the
Morphism 2 is not preserved when a non-zero imaginary part is observed at the derivative
of these morphisms. Meaning that, the results are valid to provide a conclusion about the

structure of Morphism 2.

5.6.5. The Two Point Impedance Theory Used in Morphism 2 Analysis
This two-point impedance theory was developed to anticipate possible LC resonance
excitation modes in a general impedance network by finding the vanishing eigenvalues in
[175], [176]. The theory is leveraged to evaluate the equivalent impedance for simplifying
the reduction of the network for developing Morphism 2.
At any reduction stage in developing Morphism 2 for any targeted bus the network,

denoted by £, which consists of N nodes numbered as oo =1, 2, ... N. For a given current
configuration, f, the effective impedance between two general points, p and q (Z,4) can be

obtained after solving the Kirchhoff equation of the network expressed in equation (5.82).

Yi=7 (5.82)
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where Y is the admittance matrix (i.e., the Laplacian matrix from a graph theoretic point of
view), and ¥ equals the network of node voltages. Specifically, the effective impedance

between p and q points is given by
Z _ Vl’ B Vl]
" _Ia/(é‘ap_é‘ap) (5.83)
(5.83) depends on the fact that the admittance matrix, (Y) is invertible. Nevertheless,
because the admittance matrix is a symmetrical matrix, Y matrix is always singular (i.e.,
determinant Y matrix is equal is to zero).
The singularity issue of admittance matrix Y is resolved by modifying equation (5.82) into

equation (5.84).

Y(e)(e)=1i (5.84)
where the modified matrix Y(¢) is composed of the original admittance matrix, Y, in

addition to elements of value, €, imposed on all the diagonal entries of Y as equation (5.85).

Y()=Y +¢l (5.85)
where I is the identity matrix. After that, the modified admittance, Y(¢), is not singular.

Linear algebra theories can be applied to find the inverse of Y(¢).The final step is to push
the limit of the parameter, ¢, to reach zero. No divergent solutions are expected to happen,
as the system should have a valid physical solution. However, because the admittance
matrix, Y(¢&), is complex, valued, and symmetrical, then (5.86) is true.

Y (&)=Y (&)= Y(¢) (5.86)
where YT (¢) is the Hermitian conjugate of Y(¢), and Y*(¢) is the complex conjugate of

Y(¢). Hence, due to the property of (5.86), Y(¢) is a non-diagonalizable matrix. An
alternative approach to find the eigenvalues and eigenvectors of the admittance matrix,

Y(¢), is by considering the matrix, YT (£)Y(¢), which is diagonalizable (5.87).
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Y'(e)Y(e)w, (e)=0,(e)w, (¢), 0,20, a=12,..,N (5.87)

The first eigenvalue is o; ()= €2, and the first eigenvector is 1, (&)= [1,1,...,1]7 /V/N.
The eigenvalues, o, (), and eigenvectors, P,(e) of YT(€)Y(e) can be converted to

eigenvalues and eigenvectors of the admittance matrix, Y(¢), as (5.88).

Y(&)u, (&) =+Jo,(£)e’u” (&), 6,(¢) =Real, a=1,2,...,N (5.88)
Therefore, Y(¢) is diagonalizable by the transformation expressed in (5.89).

U (&)Y(e)U(g) = A(e) (5.89)

where U(¢) is unitary matrix with columns consisting of u,(¢) , and A(¢) is diagonal
matrix with diagonal entries of /o, (¢)e/% () Therefore, the inverse of the admittance
matrix Y(¢) is as (5.90).

Y '(e) =U(e)A™ (6)U" (¢) (5.90)
Finally, (5.83) is solved to obtain (5.84) by using (5.90) as (5.91).

N (u (&)—u (£))
R G RNG)
s—04 \/O-a (&)’ 2 (£)

where uqy (€) is the pth component of eigenvector, u, (€).

(5.91)

5.7. Conclusion

The overall objective of this chapter is to realize an IDS for a multi-layer controlled
PEDG to improve the situational awareness feature. This situational awareness
enhancement results in improved cybersecurity against malicious set-points requests for
the upper layer. Firstly, a mathematical theory is developed for deriving a safe operation
region for multiple point of common coupling (PCC) buses. This mathematical theory
extends the stability margins deduced from P —V curves to generalized morphisms.

Particularly, there are two morphisms for each PCC bus when operating in the safe
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operation region: (Morphism 1) PCC bus voltage mapped to network set-points that is R
to R?Y mapping, and (Morphism 2) network set-points mapped to the PCC bus voltage that
is R to R mapping. Morphism 1 is used for anomaly detection originating from the
secondary layer dispatched set-points manipulation. Explicitly, observation of a non-zero
imaginary-part in the PCC voltage L; norm is evidence of an anomaly. Morphism 2 is
utilized for independent decision making at the primary layer of the DEG during cyber
intrusion scenarios. In other words, Morphism 2 is an alternative for the secondary layer
when the dispatched set-points are not trusted. Finally, two scenarios were simulated

illustrating the effectiveness of the proposed theory.
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Chapter 6

6. Corrective Action Post Cyberattack Operation Based on

Consensus Dynamics Control

6.1. Post-Attack Operation

This chapter presents an event-triggered consensus distributed control scheme for
multiple grid-following inverters (GFLIs) in a power electronics-dominated grid (PEDGQG).
The main objective is to address the voltage and frequency stability for network of GFLIs
in stealthy-cyberattack scenarios on the grid configuration shown in Figure 6.1.
Particularly, the considered stealthy-cyberattack scenario is when the centralized
secondary control layer dispatched set-points are compromised. The objective of the
proposed event-triggered consensus distributed control is to regain normal point of
common coupling (PCC) voltage and frequency levels in the PEDG. This is accomplished
through distributing the reactive and active power among the GFLIs to correct the
frequency and the voltage of the network. This consensus distributed control is validated
with 5 different scenarios (see Figure 6.2(a)-(e)) demonstrating that the GFLIs are capable

to operate independent of the secondary control layer.

6.2. Background about Consensus Dynamics Control in Power Systems

The legacy power system is evolving progressively toward the PEDG paradigm [131].

In fact, the grid-edge network now, with the support of GFLIs, can generate power. It is
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projected that the utilization of GFLIs will create phenomena with fast-time scale dynamics
that previously were not observed in the power grid [177]. Consequently, more rigorous
control schemes are developed to optimize the power exchange between the grid-edge
assets and the upper grid. For instance, the multi-layer-controlled PEDG is a good
candidate for operating the grid-edge network. In this control, the primary layer of the
GFLI’s receives optimally dispatched set-points from the centralized secondary control
layer (see Figure 6.1). This centralized control layer sent optimized set-point obtained
using forecasted data for optimal frequency and voltage profile operation [178].
Nevertheless, this futuristic grid layout is vulnerable to cyber-attacks as more dispersed
energy generation are deployed. For instance, security violations in the cyber-layer have
an instantaneous impact on the physical layer, which disturbs nominal operation. A stealthy
cyberattack spreads slowly compromising the cyber-layer and may remain hidden from
intrusion detection systems until a tipping point when the grid voltage and frequency
restoration become infeasible. The scope of this chapter is to provide an alternative control

that can operate the PEDG without relying on the centralized secondary control layer. This

| Tertiary Control H-

| Alternative
Consensus Control

- - >| Secondary Control
Control Actions Between Tertiary

. Control & Secondary Control _ﬂ_ Control Actions Between Secondary Communication
Grid Operator !INTRUSION! Control & Grid-edge DEGs’ Primary links between GFL;
Control Actions “ Controls < ->

v

Prey & Orey
based on

vece & free [FS T
correction

Figure 6.1. Multi-layered controlled PEDG with stealthy attacker compromising the secondary control layer
and showing that the GFLIs are distributing the active and reactive power reference generated from
correcting he main PEDG PCC bus voltage and frequency through a specific mesh graph.
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Figure 6.2. Consensus dynamics control cyber layers layout tested in this chapter: (a) scenario 1, (b) scenario
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alternative distributed control is based on consensus dynamics theory. Consensus control

is an agreement control where all participating agents exchange information to reach a

common specified target collectively. This theory is intersection of systems theory with

graph theory. Mathematically, the consensus control is an unforced dynamical system that

is governed by the interconnection topology and the initial condition for each participating

agent. In power system, consensus control has been introduced in [179], for forcing
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dynamics control.

multiple distributed energy resources to agree on the active power set-point requested at
primary bus interconnecting the distribution system to the transmission system. Likewise,
the same concept is utilized in [180] for distributing the reactive power requested by
transmission system among distribution system distributed energy resources. These

consensus controls are model free and have the benefit of no requirement of knowing the
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detailed modeling of the distribution system. In fact, this control is based on simple integral
control that is practical and acceptable in the industry [181]. This chapter is utilizing a
similar concept; however, the consensus agents agree on forcing the PEDG main PCC bus
to stay within acceptable frequency and voltage levels during different events

independently of the secondary control layer.
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6.3. Event-Triggered Consensus Distributed Control Scheme

Formulation

Consider the PEDG Network depicted in Figure 6.1, during a stealthy-cyberattack
scenarios the dispatched set-points of the centralized secondary control layer are
disregarded. Then, the GFLIs operate in a way that the PCC bus regains normal frequency
and voltage through an alternative secure communication link. This is achieved by the

controller in (6.1).

dQRef 7
a | k, ( pee = free ) (6.1)
By |k (2 ~[Precl) |

where ky is the integral gain that corrects the frequency through reactive power control, k,

is the integral gain that corrects the voltage through active power control, fplzeg is the

A . Ref .
reference frequency, fpcc is the measured frequency, v, is the reference voltage,

[Tpccll2 is the measured L, norm of the main PEDG main PCC bus voltage. Moreover,
the GFLIs are communicating with each other through an undirected and connected graph
of G =W,€), V={1,..,n} with Laplacian matrix L. The event-triggered consensus

distributed post-attack control is described by (6.2) for i = 1, ..., n.

% kQ (7/ iQRef - Z/\: Ez/ (QPCC/‘ = Opci ) —7 iQPCCiJ
- 6.2)

PCCi
dt kP [/uiPRe/' - z ‘Cij (P PCG PPCCi ) - :uiPPCCiJ

JeN;

The parameters y; and y; are vector whose value is all zero except for the GFLIs that are
receiving direct communication of the vector [Qres Pref]T (i.e., These GFLIs are the

consensus control leading GFLIs and any other GFLI is considered as a nonleading GFLI).
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Figure 6.5. Current control of the GFLIs used in the consensus dynamics control validation scenarios.

Note that, the assure the correct operation and avoid mixing the dynamics of frequency and
voltage restoration with the consensus control the gains k and k,, must be faster than the
gains of the consensus dynamics control kg, and kp. Furthermore, regarding the stable
range of the frequency and voltage restoration gains ky and k,, the closed loop control
plant is always stable, the gain amount just assures faster convergence to the references
required to be distributed by the consensus control among the GFLIs. Moreover, to model
the upper grid after the main PEDG PCC bus with different dynamical degree of coupling
between voltage, frequency, active power, and reactive power, two universal grid-forming
inverters with inertia, tau, droop gains, and power limiters considered as degrees of
freedom. The first universal grid-forming inverter in Figure 6.3 is to emulate P — f and

Q — v coupling dynamics. This grid-forming inverter under active load disturbances
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produce frequency deviations, and for reactive load disturbances will cause voltage
deviations. The second universal grid-forming inverter in Figure 6.4 has reverse dynamics
as P —vand Q — f. This grid-forming inverter under active load disturbances causes the
voltage of the network to change, while, under reactive load disturbances the frequency of
the network will be influenced. Regarding the primary current control of the GFLIs, the
control is depicted in Figure 6.5. This control was developed in Chapter 2 which is PLL-

less with adaptation feature to the frequency of the network.
6.4. Validations Scenario with Stability Analysis

6.4.1. Validation Scenario 1: Two GFLIs in Radial Network with Cyber Layer Layout
of Figure 6.2(a)

Consider a radial network where the two integral controllers that corrects the frequency
and the voltage in (6.1) and (6.2) are communicating with the PCC bus 1 GFLI; directly
(see Figure 6.1(a)). Then, the GFLI; at PCC bus 1 is communicating with PCC bus 2 GFLI,
(see Figure 6.2(a) for the cyber layer of this scenario). This system can be formulated with

the following state-space in (6.3) utilizing (6.2).

_dQPCCl_
dt
d0pees ~1-k, 1 0 07 [ Opees 10
A || 1 100 QPCCHOO{QM}
% 0 0 ~I-k 1 B 0 1 PRef (63)
dt 0 0 1 —1||Pw]| |0 0 ‘
% A X B
L dt ]
dx
dt
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The operation set-points decided by the distributed control for the GFLI; at PCC bus 1 are

derived from the inputs of the state-space (6.3), as the following (6.4) and (6.5).

s+1
QPCCI(S) - S2 +(2 + kQ )S + kQ QRef (S) (6.4)
s+1
Frea ()= s*+(2+k,)s+k, B ) 6.5)
This is found from the selection of an appropriate C output matrix and utilizing % =

C(sI — A)™'B. Then, GFLI, at PCC bus 2 formulate its set-points from the operation set-

points of the GFLI; at PCC bus 1 as (6.6) and (6.7).

1
Opcca (8) = EQPCCI(S) (6.6)

1
Precs () :mppca (s) (67)

The stability of the consensus dynamics control is investigated simply by checking the
eigenvalues of the state space in (6.3). These eigenvalues provide evidence on the internal
stability of the consensus control indicating the allowable range of the consensus control

gains kg, and kp. Therefore, the eigenvalues of the consensus control produce a Hurwitz A

matrix in (6.3) if the conditions below (6.8)-(6.11) are satisfied.
k / k,?
Re{—1—79+ 1—%}<0 (6.8)
k k,’
—1—79—,/1—%}@ (6.9)
[k}
1—7} <0 (6.10)

<0 6.11)

z
—— Y
L
|
Nl;‘N
+
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Figure 6.6. Range of consensus gain k, that guarantees BIBO stability

0 2 4 6 8 10

Figure 6.7. Range of consensus gain k, that guarantees BIBO stability that produce oscillatory behavior.

Furthermore, regarding the reachability of consensus dynamics nonleading GFLIs, firstly
it can be seen that the gains that guarantees making the matrix A in (6.3) Hurwitz, is also
the same eigenvalues of the leading GFLI consensus dynamics. However, for nonleading
it can be deduced from (6.6) and (6.7) that both active and reactive power dynamics for the

nonleading GFLI has a pole at -1. This conclude that the consensus control is stable in the
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Figure 6.8. Scenario 1 the proposed distributed control performance under random disturbances in resistive
radial PEDG with GFLI; at PCC bus 1 and GFLI, at PCC bus 2 with capacities of 20 kVA: (a) control is
activated, and (b) control is deactivated. [frequency base is 60 Hz, voltage base is 171 V, active and reactive
power base is 20 kVA]

sense of Bounded Input and Bounded Output (BIBO). In fact, assuring the Hurwitz stability
property is sufficient to conclude BIBO stability. Furthermore, the example of the range of
the consensus gain that produce a Hurwitz system with BIBO stability is plotted in Figure
6.6 for inequalities (6.8) and (6.9). Figure 6.6 depicts that for consensus gain kg in range
(0, 2] the response of the system is Hurwitz with no oscillatory sinusoidal behavior.
However, the for consensus gain k, in range [2, ) the response is Hurwitz but with an
oscillatory sinusoidal behavior that is damped quickly if the consensus gain is high as
evident in Figure 6.7. Note that, the conclusion regarding the gain of the active power

dynamics consensus gain kp is identical to k¢, due to the symmetry in the in the inequalities

in (6.10) and (6.11) compared to (6.8) and (6.9).
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Figure 6.9. Scenario 2 the proposed distributed control performance under random disturbances in resistive
radial PEDG with five GFLI with the capacities of 20 kVA: (a) control is activated, and (b) control is
deactivated. [Frequency base is 60 Hz, voltage base is 171 V, active and reactive power base is 20 kVA]

This control is tested for operating the GFLIs independently from the upper layer in Figure
6.8. Particularly, in the scenario 1 shown in Figure 6.8(a), the network is operating
independently of the upper layer control and the target is to maintain the main PEDG PCC
bus frequency and voltage in the nominal level. It is evident in Figure 6.8(a) that the GFLIs
are participating in correcting the main PCC bus voltage and frequency. In contrast, Figure
6.8(b) shows that when the event-triggered consensus distributed control is deactivated, the

active load disturbances result in deviating the frequency. This example shows that the
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proposed event-triggered consensus distributed control can successfully operate

independently without relying on a secondary control layer.

6.4.2. Validation Scenario 2: Five GFLIs in Radial Network with Cyber Layer Layout
Figure 6.2(b)

In Figure 6.9, another example is considering for testing the proposed distributed control
for a radial network with cyber layer layout as Figure 6.2(b). In this scenario, the network
has five GFLIs. The integral control that corrects the frequency and voltage at the main
PEDG PCC bus is communicating with GFLI at PCC bus 1, then PCC bus 1 is
communicating with PCC bus 2, and PCC bus 2 with PCC bus 3, and so on (see Figure
6.2(b) for the cyber layer of this scenario). As shown in Figure 6.9 (a) the proposed control
can adjust the active and reactive power injected by GFLIs with targeting correct frequency

and voltage levels at the main PEDG PCC bus. In contrast, when the consensus control is
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Figure 6.10. Scenario 3 the proposed distributed control performance under random disturbances in resistive
radial PEDG reverse coupling dynamics P — V and Q — f with GFLI; at PCC bus 1 and GFLI; at PCC bus
2 with capacities of 20 kVA: (a) control is activated, and (b) control is deactivated. [frequency base is 60 Hz,
voltage base is 171 V, active and reactive power base is 20 kVA]
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deactivated in Figure 6.9(b) and with absence of the secondary control layer the frequency

and voltage of the main PEDG PCC bus cannot be regulated. These results are evident that

the proposed control can operate independently without the need for a secondary control

layer when the upper layer is suspected to be compromised. Note that, in these scenarios

the GFLI’s primary control is adaptive to frequency and the upper grid dynamics are

represented by a grid-forming inverter with virtual inertia and tau of 5.067x107 kg/m>.

Furthermore, this grid-forming inverter has coupling dynamics as P — f and Q — v.

Moreover, regarding the stability of the consensus dynamics in this scenario, the leading

GFLIs gains are described in (6.12)-(6.15).

Re —l—k——1/l—— <0
2 4

(6.16) and (6.17) described how leading GFLIs deduce their set-points.

s+1
S)= (s
Orccim (5) 2+ (2 +k, )s +k Orr (9)

0

s+1
s*+(2+k,)s+k,
For nonleading GFLIs the dynamics are as follows.

P, PCClniing (s)= PR(,/ (s)
QPCC (s)= QPCC (s)

Frec, )=~

s+1 Free )
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Figure 6.11. Scenario 4 the proposed distributed control performance under random disturbances in
distribution feeder with 42 GFLIs in a reverse coupling dynamics P — V and Q — f with GFLI; at PCC bus i
and GFLI;+; at PCC bus i+1 with capacities of 20 kVA: (a) frequency at main PCC bus, and (b) voltage of
the main PCC bus. [frequency base is 60 Hz, voltage base is 171 V]

Meaning that, nonleading GFLIs has poles at -1. Concluding, that the consensus dynamics

control in scenario 2 is BIBO stable.

6.4.3. Validation Scenario 3: Two GFLIs in Radial Network with Reverse Coupling
Dynamics P — V and Q — f with Cyber Layer Layout Figure 6.2(c)

This scenario is testing the operation of the GFLIs independently from the upper layer
in Figure 6.10 with reverse coupling dynamics P — V and Q — f with cyber layer layout as
Figure 6.2(c)Figure 6.8. Particularly, in the scenario shown in Figure 6.10(a), the network
is operating independently of the upper layer control and the target is to maintain the main

PEDG PCC bus frequency and voltage in the nominal level. It is evident in Figure 6.10(a)
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Figure 6.12. Scenario 4 the proposed distributed control performance under random disturbances in
distribution feeder with 42 GFLIs in a reverse coupling dynamics such as P — V and Q — f with GFLI; at
PCC bus 1 and GFLI;+; at PCC bus i+1 with capacities of 20 kVA: (a) internal PCC bus GFLI active power
from bus number 1 to 10, and (b) internal PCC bus GFLI active power from bus number 11 to 20, (c) internal
PCC bus GFLI active power from bus number 21 to 30, and (d) internal PCC bus GFLI active power from
bus number 31 to 42. [Active power base is 20 kVA]
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Figure 6.13. Scenario 4 the proposed distributed control performance under random disturbances in
distribution feeder with 42 GFLIs in a reverse coupling dynamics such as P — V and Q — f with GFLI; at
PCC bus i and GFLI;+; at PCC bus i+1 with capacities of 20 kVA: (a) internal PCC bus GFLI reactive power
from bus number 1 to 10, and (b) internal PCC bus GFLI reactive power from bus number 11 to 20, (c)
internal PCC bus GFLI reactive power from bus number 21 to 30, and (d) internal PCC bus GFLI reactive
power from bus number 31 to 42. [Reactive power base is 20 kVA]
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Figure 6.14. Scenario 4 the post-attack operation without the proposed distributed control performance under
random disturbances in distribution feeder with 42 GFLIs in a reverse coupling dynamics P —V and Q —
f network with GFLI; at PCC bus i and GFLI;+; at PCC bus i+1 with capacities of 20 kVA: (a) frequency at
main PCC bus, and (b) voltage of the main PCC bus. [Frequency base is 60 Hz, voltage base is 171 V]

that the GFLIs are participating in correcting the main PCC bus voltage and frequency. In
contrast, Figure 6.10(b) shows that when the event-triggered consensus distributed control
is deactivated, the reactive and active load disturbances result in deviating the frequency
and the voltage from nominal range. This shows that the proposed event-triggered
consensus distributed control can operate independently without relying on an upper

secondary control layer even in a network with reverse coupling dynamics P — V and Q —

f.
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6.4.4. Validation Scenario 4: Distribution Feeder with 42 GFLIs in a Reverse Coupling

Dynamics P — V and Q — f with Cyber Layer Layout Figure 6.2(d)

6.4.4.1. Post-Attack Operation with the Consensus Control

This scenario is application of the consensus dynamics control on a distribution feeder
with 42 internal PCC buses with 42 GFLIs communicating with each nearby GFLI (see
Figure 6.2(d) for the cyber layer of this scenario). This network is designed to have reverse
coupling dynamics (i.e., P —V and Q — f). In this scenario, random active and reactive
loads disturbances occur to validate the capability of the GFLIs to collectively support the
main PCC bus voltage and frequency. It is evident in Figure 6.11 (a) and (b) that the
frequency and voltage are always restored to their nominal ranges by the support of the
network GFLIs’ set-points changes through consensus control. Specifically, it is evident
that the GFLIs active power set-points are supporting the voltage of the main PCC bus as
depicted in Figure 6.12(a)-(d). In contrast, the GFLIs reactive power set-point is supporting
the frequency of the main PCC bus as seen in Figure 6.13(a)-(d). This scenario shows that
the consensus dynamics distributed control can operate a network with high penetration of
GFLIs independently without the need for an upper secondary control layer. In fact, as the
network becomes highly penetrated by GFLIs the restoration of the main PCC bus
frequency and the voltage to nominal range is faster and more aggressive. Similarly, if the
consensus dynamics communication graph produces a Hurwitz consensus A matrix the

system is always reachable in sense of BIBO stability even with high penetration of GFLIs.
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Figure 6.15. Scenario 4 the post-attack operation without the proposed distributed control performance under
random disturbances in distribution feeder with 42 GFLIs in a reverse coupling dynamics such as P — V and
Q — f with GFLI; at PCC bus i and GFLI;+; at PCC bus i+1 with capacities of 20 kVA: (a) internal PCC bus
GFLI active power from bus number 1 to 10, and (b) internal PCC bus GFLI active power from bus number
11 to 20, (c) internal PCC bus GFLI active power from bus number 21 to 30, and (d) internal PCC bus GFLI
active power from bus number 31 to 42. [Active power base is 20 kVA]
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Figure 6.16. Scenario 4 the post-attack operation without the proposed distributed control performance under
random disturbances in distribution feeder with 42 GFLIs in a reverse coupling dynamics such as P — V and
Q — f with GFLI; at PCC bus i and GFLI;+; at PCC bus i+1 with capacities of 20 kVA: (a) internal PCC bus
GFLI reactive power from bus number 1 to 10, and (b) internal PCC bus GFLI reactive power from bus
number 11 to 20, (¢) internal PCC bus GFLI reactive power from bus number 21 to 30, and (d) internal PCC
bus GFLI reactive power from bus number 31 to 42. [Reactive power base is 20 kVA]
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Figure 6.17. Scenario 5 the proposed distributed control performance under random disturbances in
distribution network in ring configuration with 42 GFLIs in a reverse coupling dynamics P —V and Q — f
network with GFLIs of 20 kVA and the cyber layer is as Figure 6.2(e): (a) frequency at main PCC bus, and
(b) voltage of the main PCC bus. [frequency base is 60 Hz, voltage base is 171 V]

6.4.4.2. Post-Attack Operation without Consensus Control

The scenario in Figure 6.11, Figure 6.12, and Figure 6.13 is repeated but without
activating the consensus dynamics control in Figure 6.14, Figure 6.15, and Figure 6.16. It
is evident without activating the consensus control the main PCC bus voltage and
frequency are not being restored to nominal values as seen in Figure 6.14 (a) and Figure
6.14(b). Note that, random active power disturbances cause drifting the voltage of the main

PCC bus. While random reactive power disturbances influence the frequency of the main
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Figure 6.18. Scenario 5 the post-attack operation without the proposed distributed control performance under
random disturbances in distribution network in ring configuration with 42 GFLIs in a reverse coupling
dynamics P —V and Q — f network with GFLIs of 20 kVA and the cyber layer is as Figure 6.2(e): (a)

frequency at main PCC bus, and (b) voltage of the main PCC bus. [frequency base is 60 Hz, voltage base is
171 \71

PCC bus. This is because this distribution feeder has reverse dynamic coupling (i.e., P —V
and Q — f). The deactivation of the consensus control is evident in the waveforms of the
GFLIs’ active and reactive power injection shown in Figure 6.15(a)-(d) for active power
and Figure 6.16(a)-(d) for reactive power. This scenario shows the powerful contribution
of the GFLIs in Figure 6.11, Figure 6.12, and Figure 6.13 in post-attack operation when
the secondary upper layer control is lost compared to Figure 6.14, Figure 6.15, and Figure

6.16.
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6.4.5. Validation Scenario 5: Distribution Network in Ring Configuration with 42
GFLIs in a Reverse Coupling Dynamics P — V and Q — f with Cyber Layer Layout of

Figure 6.2(e)

6.4.5.1. Post-Attack Operation with the Consensus Control

This scenario the cyber layer layout is defined as Figure 6.2(e) for a distribution network
in ring configuration layout and with reverse coupling dynamics P —V and Q — f.
Random active and reactive load disturbances occur in this scenario. The consensus
dynamics control is able to maintain the main PCC bus voltage and frequency in their
nominal range (see Figure 6.17(a) and (b)). This is done by the support of the 42 GFLIs
that are cooperating among each other’s through consensus dynamics control graph of

Figure 6.2(e) by changing their active and reactive power set-points.

6.4.5.2. Post-Attack Operation without the Consensus Control

The same scenario Figure 6.17 is repeated without activating the consensus dynamics
control in Figure 6.18. Note that, in this scenario initially the reactive load was intentionally
unbalanced with the supply of reactive power. This is to show that the consensus control
is able to balance the reactive power demand initially and indicates the coupling between
the reactive power and the frequency dynamics. It is evident that the without the consensus
control activation the frequency and voltage at the main PCC bus are not within the nominal

range as seen in Figure 6.18(a) and (b) compared to Figure 6.17(a) and (c).
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6.5. Conclusion

An event-triggered consensus distributed control for multiple grid-following inverters
(GFLIs) in a power electronics-dominated grid (PEDG) is proposed in this Chapter. This
control is a substitute control for the GFLIs in stealthy-cyberattack scenarios when the
upper secondary control layer dispatched set-points are compromised. The objective of this
control is to regain normal point of common coupling (PCC) voltage and frequency levels.
This is accomplished through distributing the reactive and active power among the GFLIs
to correct the frequency and the voltage of the network. In addition, stability analysis is
done to establish that the consensus dynamics control gains that guarantee the consensus
control system matrix is Hurwitz is sufficient to conclude BIBO stability. This consensus
distributed control is validated with 5 different scenarios showing that the GFLIs are
capable to operate independent of the centralized secondary control layer. This Chapter
provided an alternative solution for the PEDG network to operate after the intrusion
detection system designed in Chapter 5 decided that the upper control layer is

compromised.
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Chapter 7

7. Conclusions

In this dissertation, the stability aspects, vulnerabilities, and cybersecurity of the modern
power grid that is heavily penetrated by power electronics-based power generation (i.e.,
power electronics-dominated grid (PEDG)) are discussed in Chapter 1. Then, in Chapter 2,
the phase locked loop (PLL) issue related to grid-following inverter operation in futuristic
power grids is discussed. Furthermore, chapter 2 develops a single loop decoupled direct
active and reactive power control for grid-following single-phase inverters without PLL
requirement with adaptation feature to the network frequency deviations. This developed
control stability, and stability from the perspective of the upper network voltage is
analyzed. Chapter 3, provides a solution for the issue of DC link failures that is expected
to occur frequently in the futuristic PEDG. Firstly, a solution is developed with
conventional grid-following control to describe the origin of the 2™ order harmonic that is
associated with DC link failures. This solution stability, control design, system design,
stabilization schemes are analyzed. After that, a solution is provided based on the
developed grid-following control without PLL requirement with adaptive to network
frequency and 2" order harmonic ripple mitigations. Chapter 4, is theoretical backgrounds
that links the voltage stability bounds to cybersecurity through the field of group theory.
Chapter 5, designs an intrusion detection system based on the developed theory in Chapter

4. Chapter 6, is developing control in post-attack operation. Specifically, how consensus
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dynamics control can be utilized to maintain a network of grid-following inverter operating

correctly with absence of the upper layer secondary control. Chapter 7, is the conclusions.
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