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SUMMARY 

Antennas are indispensable to wireless communications. With high frequency band 

signals applying in 5G channels, the wireless transmission rate is significantly boosted. 

While 5G technologies are expected to be the foundation for the next generation’s 

communication systems, the high frequency band leads 5G antennas be very sensitive to 

the environment. To set up the base stations efficiently, the demand for a fast and accurate 

measurement method of antenna radiation patterns is urgently needed. In addition, the 

development of multi-input-multi-output (MIMO) antenna systems also plays an essential 

role in 5G technologies. However, the mutual coupling effect significantly affects the 

performance of MIMO antenna systems which not only degrades the data diversity but 

also reduce the antenna gain.  

This dissertation presents two machine learning-assisted applications in 

electromagnetics (EM) and antenna areas. The first model represents a neural network 

architecture that enable rapid and accurate retrieval of the three-dimensional (3-D) 

radiation pattern and radar cross-section (RCS) from the sparse measurement data. 

The proposed algorithm based on generative adversarial network (GAN), can rapidly 

and accurately retrieve the three-dimensional (3-D) radiation pattern and radar cross-

section (RCS) from the sparse measurement data. The sparse antenna radiation 

patterns are randomly collected and pre-processed as space correlated two-

dimensional arrays. The GAN model attempts to recover the entire radiation pattern 

in the angular space. The result shows the proposed GAN model can measure the 3-D 

radiation pattern of an antenna without tediously measuring the radiated power at all 

directions, thereby leading to a significant reduction of measurement time when 

compared to direction far-field measurements and near-field, spherical-scanning. 
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SUMMARY (Continued) 

The second part of this thesis studies a machine learning-assisted inverse design 

for antenna radomes with broadband, wide-angle unidirectional or bidirectional 

absorption, aiming to reduce mutual coupling in multi-input-multi-output (MIMO) 

antenna arrays. MIMO antennas usually align in a limited space with narrow gaps 

between each other, resulting in high correlation and strong mutual coupling effects 

that reduce the antenna gain and increase the data transmission error. One of the 

solutions is to cover the antenna array with a radome that can mediate the 

electromagnetic mutual coupling between antennas. The proposed ML algorithm can 

automatically synthesize the metasurface radome to tailor reflection, transmission, 

and absorption of EM waves in a unidirectional or bidirectional manner. The 

metasurface is composed of a transparent conducting sheet and assembled by the 

pixel-based bricks. The data for training is generated by random numerical simulations. 

The inverse design model is then trained by the dataset loaded with EM information 

including reflection and transmission spectra and polarization dependencies, so as to 

produce the optimum metasurface geometry for the specific application. A set of 

metasurface configurations are inserted back to the numerical simulator to validate 

the performance of the ML-assisted design tool. Several constraints are made to limit 

the searching space. Three representative metasurface design examples, including an 

ultrathin, bidirectional metasurface-absorber (which exhibits high absorption in the 

entire X-band, and a wide-angle unidirectional metasurface-absorber, are presented 

to validate the the proposed ML-assisted design model. 
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1. INTRODUCTION 

1.1. Motivation 

Antennas are indispensable to wireless communications. From televisions to 

mobile phones, people receive information propagating using different type of 

antennas in their daily life. Recently, products using 5th generation technology 

standard (5G) have been well-developed [1]–[9]. With high frequency band signals, 

the wireless transmission rate rapidly speeds up. While 5G are expected as the 

foundation of the next generation’s technologies, there are several drawbacks needed 

to be improved [10], [11]. One of the most serious problems is the coverage rate. In 

exchange for the high speed, 5G signals are very sensitive to the environment due to 

the high frequency band, so that the coverage area of a 5G antenna is much smaller 

comparing to the antennas in previous generation. In order to make the coverage area 

as wide as possible in noisy environment, Unmanned Aerial Vehicles (UAVs) are used 

to measure the antenna radiation pattern and find the best place to set up 5G base 

stations recently [12]–[15]. The antenna radiation pattern plays an important role for 

deployment and configuration of antennas and their arrays. However, measuring an 

antenna's radiation pattern and gain is generally very time-consuming and is limited 

to specific planes or angles [12], [13]. Hence, it is an urgent task to develop new 

measurement and characterization techniques that enable fast and accurate 

evaluation of radiation patterns of antennas placed in realistic environments. 

In this thesis, we proposed a series of machine learning (ML)-assisted models, 

such as the convolutional neural network (CNN), the ResNet, the generative 

adversarial network (GAN), and the auto-encoder-decoder (AED) architecture, that 

have a better performance compared to traditional electromagnetic (EM) methods like 
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the numerical simulation. Among the ML architectures we used in this thesis, GAN is 

a popular neural network (NN) model and has been applied to many applications in 

computer vision area. GAN can learn how to generate new data with related features 

of the training set and can be particularly useful for generating images that look 

authentic to human observers. In the field of the computer vision, it has been proved 

that GAN has a strong ability to dehaze or recover the blank of images [16]–[18]. In the 

same vein, GAN may allow one to exploit the limited measurement data to evaluate 

the detailed radiation pattern with sidelobes and nulls, so that to extremely reduce 

the measuring time of UAVs. In addition, AED is also a powerful technique in data 

reconstruction. It can extract the key features from the input and construct the 

expected output based on these features. AED is not only applied to the applications 

of computer vision and object detection, but also the applications of natural language 

processing (NLP) due to its flexibility. As a result, we come with an idea that the ML-

assisted models can also be a potential tool for solving EM problems. 

Machine learning is so popular that even in the field of electromagnetics, many 

prior studies have used the techniques such as the inverse design model to substitute 

the numerical simulation for optimizing the configuration of the design of 

metamaterials and antennas [1], [2], [5], [19]–[29]. However, based on our literature 

review, none of prior works applied GAN to radiation pattern measurement as far as 

we know. We believe that the proposed method will be a great contribution to 5G 

infrastructure constructions. 

1.2. Antenna in 5G Telecom 

    Antennas enable telecommunications. They can transfer the signals made of 

electrical current to electromagnetic waves and transmit the waves through the space 
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or receive the radio waves in the opposite way. There are many types of antennas such 

as wire, loop, helix, horn, and microstrip antennas. Among all the antennas, Yagi-Uda 

antenna is one of the most popular type of antenna array [3], [7], [29]–[33]. It is 

composed of series of dipole antennas. All of the dipole antennas except for the last 

one are called the director and driven element, which receive radio waves with specific 

frequency from the desired direction and amplify the received energy. The lengthy 

antenna at the end of the structure is called the reflector, which reduces the signals 

propagating in its own direction and reflects the energy towards the driven element 

and director. Therefore, Yagi-Uda antenna is highly directional and wave selective. In 

early ages, Yagi-Uda antenna is well-known as the television antenna. Due to its high 

directivity and simplicity of the structure, it can also be made as microstrip antennas 

and apply to those fashion wireless technologies such as wireless fidelity (Wi-Fi) 

stations, Bluetooth, and radio frequency (RF) applications [3], [7], [30]–[33]. 

    Recently, in consequence of lacking capacity in 4G frequency bandwidth, the 

development of 5G mobile networks become more significant. Comparing to 4G long 

term evolution (LTE) networks, 5G new radio (NR) uses the frequency band from 2.5 

GHz to 44 GHz (or from 120 mm to 12.5 mm in wavelength) [10]. It is typically called 

sub-6 GHz bands for the frequency smaller than 6 GHz, which has been designed for 

mobile phones, hence the size of the antenna must be significantly reduced. There are 

several potential challenges for sub-6 GHz band antennas. First, in order to achieve 

high data transmission rate, massive multiple-input and multiple-output (M-MIMO) 

technology is required [1], [5], [8], [31], [34], [35]. Besides, not only 5G antennas, 4G 

LTE, 3G, Bluetooth, Wi-Fi antennas, or even the near field communication (NFC) coil 

need to be considered due to the compatibility, hence increasing the number of 

antennas integrated inside the mobile phone. It is critical to arrange these antennas 
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within mobile phones since a few millimeters change would make the performance be 

very different. Furthermore, since users desire higher performance in 5G smart phones 

which requires, the size and weight of traditional batteries must be larger to satisfy the 

growing demand of power consumption [10]. Therefore, the breakthrough of battery 

technologies and power management becomes more and more important. These 

challenges restrict the performance of the 5G antenna and is urgently needed to be 

resolved. On the other hand, for the frequency band above 6 GHz, it is usually called 

mm-Wave bands. This type of antennas usually has high gain and supports multiple 

beams and can be designed as chip-integrated arrays due to its small physical size. 

Therefore, it becomes a solution for M-MIMO and can provide high quality data link in 

all directions around mobile phones.  

    The rapid growth of 5G wireless technology has also raised the demand of the 

base station antenna. With the high gain capabilities, M-MIMO antennas can 

significantly improve the quality of the connection to end users [34], [35]. However, 

due to the short wavelength, radio waves in 5G frequency bands attenuate rapidly 

through the space and are easily to be blocked by obstacles around the environment 

comparing to waves in 4G and LTE bands [10], [11], [13], [14]. To increase the coverage 

rate of 5G signals efficiently, optimizing the location of 5G base stations is one of the 

key challenges as well as increasing the number of the base station. In recent, UAV has 

been used to measure the antenna radiation pattern and search the optimal place to 

set up 5G base stations since it can move arbitrarily in 3D space without any 

confinement [12]–[14]. However, measuring an antenna's radiation pattern and gain 

is still very time-consuming even using UAVs. Therefore, it is an urgent task to develop 

new measurement and characterization techniques that enable fast and accurate 

evaluation of radiation patterns of antennas placed in realistic environments. 
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1.3. Machine Learning and Neural Network 

    Machine Learning (ML), the most popular Artificial Intelligence (AI) technology, 

has been widely used in many fields such as medical science [36]–[38], computer 

vision [16]–[18], [39], [40], signal processing [41], [42], and communications [43], [44]. 

It is a study regarding the algorithm that computers can learn things themselves and 

improve automatically through experience. In general, ML includes three categories: 

supervised learning, unsupervised learning, and reinforcement learning. In supervised 

learning, all the targets are known and the computer learns with questions (inputs) 

and desired answers (outputs). Classification and regression are two typical problems 

of supervised learning. So far, most of mature ML applications are based on supervised 

learning. For instance, in medicine, pre-trained AI is used to help doctors diagnose 

patients [36]. It is also useful in object detection area since the pattern of the object is 

specified. On the other hand, in unsupervised learning, the answer is unknown or 

cannot be limited within a range. Comparing to supervised learning, the data set in 

unsupervised learning area does not have the ground truth, hence the computer must 

organize itself using special techniques such as principal component analysis (PCA) or 

clustering. In fact, most of the problems in real life are belong to unsupervised learning 

area. For instance, the data mining researchers try to discover the association among 

each data in order to figure out the behavior of customs and improve the efficiency of 

the recommendation systems [44], [45]. In pattern recognition area, unsupervised 

learning models are also applied to anomaly detection [46], [47]. Different with the 

two models above, reinforcement learning trains the computer with reward and 

punishment mechanism. The computer is rewarded for the correct moves and 

punished for the incorrect ones. In sum, reinforcement learning is a type of 

optimization problems. Unlike supervised and unsupervised learning, the 
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reinforcement learning models do not need to be well pre-trained. In contrast, it keeps 

training when practicing. Self-driving car is one of the most popular reinforcement 

learning applications recently. The AI collects data around the environment and give 

the commend to drive the car automatically. Although there are still several issues 

needed to be resolved, these ML applications, however, will play a crucial role in 

human society and certainly raise a new industrial revolution in the future. 

Among all the ML method, Neural Network (NN) is one of the most popular 

models recently. In 1986, G. Hinton, et al. [45] proposed back-propagation algorithm, 

which becomes the main core of NN. Y. LeCun, et al. [48] then developed a NN model 

to recognize hand-writing numbers based on back-propagation algorithm, which is so-

called Convolutional Neural network (CNN) later. As hardware advances, starting from 

1993, more and more ML applications are developed in speech processing [49], [50] 

and pattern recognition [46], [47]. In 2006, G. Hinton, et al. [45] proposed Restricted 

Boltzmann Machines (RBMs) and Deep Belief Networks (DBNs), and successfully 

trained the multi-layers network, which becomes the prototype of deep learning. A 

year later, NVIDIA developed Computer Unified Device Architecture (CUDA). ML 

developers can calculate deep NN using GPU via CUDA easily, making the 

computational speed ten times faster than before. In 2010, ImageNet, a large image 

database for object recognition constructed by F. F. Li [51], began to hold an annual AI 

competition called ImageNet Large Scale Visual Recognition (ILSVR). Until 2017, Many 

novel NN algorithms proposed by ILSVR participants, such as AlexNet (2012) [52], 

GoogleNet (2014) [53], [54], ResNet (2015) [55], and SENet (2017) [56], [57], got 

outstanding performances and became the prototype of many later works. Comparing 

to traditional ML methods, such as Markov model or Support Vector Machine (SVM), 

NN has relatively simple calculation process and model architecture but better 
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performance in most cases, hence is applied to more and more complicated 

applications such as natural language processing (NLP) [58], [59] or data mining [60], 

[61]. 

1.4. Applications of Neural Network models in Electromagnetics 

    The performance of NN models is so vigorous that the model has been used in 

many research areas. In the field of electromagnetic (EM), the NN models are 

constantly being substituted for the simulation models using numerical methods such 

as finite-difference time-domain (FDTD) and finite element method (FEM) since the 

numerical simulation models are usually very time-consuming. So far, the EM 

researchers mainly focus on two topics: the parameter prediction and the inverse 

design model [9], [10], [13], [19], [54]. Similar as those typical NN applications, the 

parameter prediction is to evaluate the parameters of the performance of the 

designed antenna or nanostructure. In these models, the shape of the designed 

structure is usually fixed. The model is then fed with the tunable configurations of the 

designed structure and predicts the optical properties, such as the central frequency 

of the working region, as the output. However, since the prediction is usually 

inaccurate when the number of the output is more than the number of the input in 

the NN model, these models are usually used to predict only the properties that can 

be described with a few parameters such as resonant frequency, antenna gain or 

directivity. Even though, it is a powerful substitution of numerical simulations 

especially when in the configuration swipe. 

    In contrast, the inverse design models are expected to help optimize the 

configurations of the designed structure based on the desired parameters [62], [63]. 

Like parameter prediction models, the shape of the designed structure has been 
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decided in the beginning as well. However, the input of the model is now the 

performance properties while the output becomes the optimal configurations of the 

designed structures. It can be achieved from training parameter prediction model and 

then making it upside-down, which is so called the inverse design. The inverse design 

model can rapidly reduce the time and calculation resource comparing to the model 

using numerical simulation, since it can only evaluate the parameters from the 

configuration of the designed structure, hence is inevitable to repeat try-and-error 

tasks and consume vast time. 

Despite many prior works in EM field have used NN models, none of them 

applied to evaluate the radiation pattern. Therefore, we envision that the proposed 

technique may be beneficial for practical experimental measurements of antenna 

radiation patterns, radar cross sections (RCS), wireless channel capacities, as well as 

various radiation and scattering parameters.  

1.5. Research Contributions 

The main contributions of this thesis are represented as follows: 

1. We proposed a novel ML-assisted model based on conditional-generative 

adversarial networks (c-GANs) that can assist the measurement of antenna 

radiation patterns and hence enable a fast and accurate antenna pattern 

measurement method. 

2. We proposed a novel ML-assisted inverse design model based on auto-encoder-

decoders (AEDs) that can inversely design metasurfaces composed of pixel-level 

bricks from the spectra of s-parameters. Moreover, the proposed model can 

provide the design for multiple applications based on the given purpose. 
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3. We demonstrated that the proposed ML-assisted inverse design model has the 

state-of-art potential in the metasurface radome design by presenting three 

10 × 10 design cases for different applications. In addition, the experiments also 

show that AED performs better than other common neural network structures 

such as ANN and CNN when applied into the proposed design cases. 

1.6. Thesis Outline 

The rest of this thesis is organized as follows. In Chapter 2, we provided a detail 

literature review for the related topics. In chapter 3, we first presented an EM 

scattering problem under specific constraints which is solved by a complex analytical 

solution. Then, in chapter 4 and 5, we represented the development of an efficient 

radiation pattern measurement method and a unique inverse design method for 

metasurface radomes, respectively, to demonstrate the feasibility of the ML-assisted 

model applied in EM applications. The conclusion and potential future work are 

presented in chapter 6. 
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2. REVIEWS OF RELATED WORKS 

This chapter presents a detail literature review of the background knowledge and 

previous works related to the topic and contribution of this thesis. 

2.1. Development of Antennas 

Antenna is indispensable to wireless communication nowadays. From old-fashion 

wireless channels of televisions to the internet of things (IoTs) on smartphones, the 

demand for high quality antennas grows up quickly. Not only industry, but 

infrastructures that enable stable and high data rate transmission have also been 

desired for entertainment applications. In addition, the evolution of antenna size has 

gradually become smaller due to the demand of higher frequency band.  

 

Figure 2-1 The schematic of (a) classical dipole antenna, (b) bow-tie antenna, (c) microstrip 

antenna, and (d) monopole antenna. The radiation efficiency becomes optimal when the length 

of dipole antenna equals to half wavelength. 
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The most classical antenna is probably the dipole antenna [64]–[66]. The 

schematic of a dipole antenna is presented as Fig. 2-1. It consists of two equal-length 

rods made of conductive materials (e.g., copper) arranged with a small gap along the 

major (lengthy) axis. The high frequency AC current flow is fed from the middle gap 

and propagated to the edge of each rod. Due to open circuit, the current distributes 

as a standing wave which vanishes at the end of two sides, result in the radiation wave 

excited from the gap. In order to achieve the largest excitation, the optimal length of 

the entire dipole antenna is half of the resonant wavelength since the current 

distribution will have a maximum at the gap area, hence nearly all of the source power 

can be transferred to the radiation power. In addition, the input impedance of half-

wavelength dipole antennas is approximately 73 Ω  which is a suitable value for 

source impedance [65]. However, since the radiation wave propagates toward all 

direction perpendicular to the antenna structure, the directivity and gain of dipole 

antennas is low comparing to other types of antennas. Therefore, the dipole antenna 

is usually used as an excitation source of other antennas such as reflector antennas 

[67], [68] or the driven element of Yagi-Uda antennas [69]–[71]. 

Despite of the excitation source, there are still several applications of dipole 

antennas. One of the advantages of the dipole antenna is that the shape can be varied 

to match the usage and environment and hence can be easily applied for multi-

purposes. For instance, Fig. 2-1(b) shows a deformed dipole antenna called bow-tie 

antennas. The bow-tie antenna is a dipole antenna with triangle or trapezoid arms, 

which increases the frequency bandwidth so that it is widely used in ultra-high 

frequency (UHF) television antennas [72], [73]. The monopole antenna, which is 

shown in Fig. 2-1(d), is another kind of dipole antennas which consists of one physical 

arm and an imaginary arm reflected by the ground plane based on the method of 
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images [74]. Comparing to the ordinary dipole antenna, the monopole antenna has 

half input impedance but double gain and directivity since the wave radiated toward 

only upper hemisphere, hence it is suitable to be used in an inner space, such as Wi-Fi 

routers. Moreover, in modern age, the microstrip antenna shown in Fig. 2-1(c) becomes 

popular due to the small size and thickness [64]. Developed from classical dipole 

antennas, the shape of the microstrip antenna changes from rods to thin planes, so 

that it can be placed in a small area, such as smart phone or even 5G MIMO antenna 

stations, which may contain only a few millimeters.  

Except for dipole antennas, most of the antenna are usually highly directional so 

that the radiation wave can propagate far away with even feeding power. In late 

twentieth century, the Yagi-Uda antenna was widely used for public to receive the 

signal of television channels [75]. Invented by Shintaro Uda and Hidetsugu Yagi in 1926, 

the Yagi-Uda antenna consists of three parts: the director, the driven element, and the 

reflector, as shown in Fig. 2-2(a). The director guides the radiation wave excited by the 

driven element toward the direction along the antenna’s major axis. The reflector is 

placed in the rare to reflect the radiation wave propagating backward out of phase, so 

that all the excitation power can be concentrated on the forward direction, hence 

enable a high gain, high directivity propagation. The reflector antenna is another type 

of high directivity antennas [67], [68]. Similar as Yagi-Uda antennas, the reflector 

antenna is usually composed of an excitation source and one or more reflector(s), as 

shown in Fig. 2-2(b). The excitation source is placed at the focal point of the reflector. 

The reflector reflects the radiation wave excited by the feeding source. According to 

the geometrical optics, the wave will defocus and become a plane wave and hence it 

enables the long-term signal propagation. As a result, the reflector antenna is widely 

used in radar, satellite communications, remote sensing, and astronomy searching. 
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There are many kinds of reflectors, such as parabolic, hyperbolic, plane, or corner 

reflectors. The most popular shape is parabolic which is widely used in radio 

astronomy and telecommunication areas. 

Horn antennas are also a common type of high gain and high direction antennas 

that are widely used as an efficient antenna measurement tool or a feeding source for 

 
Figure 2-2 The schematic of high-directional antenna: (a) Yagi-Uda antenna and (b) reflector 

antenna. It is noticed that the reflector of the reflector antenna can be varied.  
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large antennas [76]–[78]. The horn antenna has a horn connected to a waveguide. The 

horn is used to compensate the impedance difference between the waveguide and 

the propagation media (i.e., air) and emit the electromagnetic wave from the 

waveguide toward the forward direction [78]. The beamwidth of an idea horn antenna 

with impedance match is usually narrow since nearly all the radio waves propagate 

along the major axis without dissipation, result in high directivity. In addition, since 

 
Figure 2-3 The schematic of different types of the horn antenna: (a) Pyramidal horn antenna (left) 

and two special types - E-plane (upper-right) and H-plane (bottom-right) sectoral antennas. (b) 

Conical antennas with different feeding length. 
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there is little loss from the waveguide to the horn, the gain of the horn antenna is 

nearly equal to the directivity. Therefore, it is also a suitable baseline for the 

measurement of s-parameters and radiation patterns in the anechoic room [79], [80]. 

Furthermore, the horn can have different shapes and flare angles to match different 

waveguides and polarizations. As represent in Fig. 2-3(a), pyramidal horns [79], [80] 

are used to connect with rectangular waveguides and radiate linear polarization waves. 

With controlling different flare angles of each direction, the beamwidth can be 

moderated. Sectoral horns [81]–[83] are the special case of pyramidal horns. The 

shape is also rectangular which has flare edge along only one direction and a parallel 

edge pair on the other direction. This horn antenna is used to focus on the specific 

polarization, such as the E-plane horn (the horn flared along the direction of the 

electrical field) and the H-plane horn (the horn flared along the direction of the 

magnetic field), which the schematics are shown in the right side of Fig. 2-3(a). Conical 

horns [84] and exponential horns [85] are used to fit the cylinder waveguide. The 

shape of the two horns is as a cone with the circular cross section, as shown in Fig. 

2-3(b).  

Recently, as the operating frequency gradually move to gigahertz, which drops 

the wavelength from millimeter to even hundred micrometers. Hence, the size of 

antennas must be decreased to the same scale as the wavelength, too. Traditional high 

gain antennas such as horn antennas may not be suitable under this scale due to the 

fabrication limit of the materials and geometry. In addition, the gain becomes much 

weaker due to the small source power. To solve this issue, the Fabry-Perot Cavity (FPC) 

antenna is a simple but efficient option since it can be fabricated under micrometer 

scale and achieve high gain and high directivity radiation, which enable the 

applications requiring long-range wireless communications [86]–[88]. The FPC 
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antenna consists of a partially reflective surface (PRS) and a metal ground on the top 

and bottom surface respectively to form a resonant cavity, as shown in Fig. 2-4. A 

source antenna feeds a radio wave to the cavity. The wave propagates back and forth 

insider the cavity, and eventually emits a signal generated by the superposition of all 

in-phase radiation waves reflected inside the cavity toward PRS’s direction, resulting 

 
Figure 2-4 (a) The schematic of FPC antenna. The PRS and ground plane are made of conductive 

materials like metals. The Cavity is usually filled with dielectric substrate. (b) The schematic of 

how the FPC antenna functions. 
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in high gain and high directivity [86]. Due to the cavity structure, FPC antennas is not 

a suitable option for millimeter wave (mmWave) application. The size and weight of 

the cavity must be large compared to horn antennas or Yagi-Uda antennas. However, 

when in the frequency band of 5G communication, the cavity structure becomes a 

valuable advantage since it can induce high gain radio waves by Fabry-Perot resonant 

while is easy to be fabricated. 

Nowadays, bunches of advantage technologies, such as internet of things (IoTs) 

[89], autonomous driving [90], healthcare and medical applications [91], or smart 

home technologies [92], required tremendous data transmission simultaneously in the 

city. As a result, the growing demand for high data transmission rate and broad channel 

bandwidth has become an essential topic in modern wireless communication systems 

[92]. The development of the multi-input and multi-output (MIMO) antenna array 

becomes an extremely popular topic recently since it can achieve high capacities and 

high-speed wireless communication at the same time. Unlike the single-input and 

single-output (SISO) antenna system (as shown in Fig. 2-5(a)) that the transmitter and 

the receiver are one to one, the MIMO antenna consists of multiple antennas that can 

transmit or receive the same data simultaneously, as Fig. 2-5(b) shows. Several 

techniques can be achieved by MIMO antenna systems. The first one is called spatial 

multiplexing [93]. The data is split to multiple parts and sent to the corresponding 

antenna elements in the receiver. The receiver reconstructs the data based on the 

information collected by each antenna element. Therefore, the data transmission rate 

sharply increases since it only takes 1 𝑛𝑛⁄  the time to download the entire data where 

n is the number of the antennas in the MIMO array. The second technique is related 

to the diversity [94], [95]. When transferring the data through the environment, the 

signal may be corrupted by noises or obstacles. The MIMO antenna array can “observe” 
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the same data in different views of its antenna elements. By comparing and combining 

the signals from each element, the data can be well reconstructed without losing the 

information. It is noticed that the corruption issue can also be solved by using signal 

processing coding methods such as space time coding (STC) [96]. However, the MIMO 

system can achieve the diversity and multiplexing at once, which is outperformed 

comparing to traditional signal processing and communication encoding techniques. 

Furthermore, since the MIMO antenna system is an antenna array, the beam will be 

more concentrated on the major direction than that from a single unit cell, as shown 

in Fig. 2-5(c), which is so called the beamforming technique [96]. As a result, the MIMO 

system is undoubtedly a core technology for the revolution of next generation 

communications. 

 

 

Figure 2-5 The schematic of (a) SISO antenna, (b) MIMO antenna, and (c) the beamforming 

technique, the blue and red cone present the beamwidth of the radiation waves excited by single 

antenna and an antenna array, respectively. 
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2.2. Antenna Characteristics 

It is required to validate the performance of an antenna before implementing it 

to a wireless system. Therefore, the antenna under test (AUT) is used to measure the 

characteristics of the antenna. Common characteristics are listed as follows: 

1. Radiation pattern 

The radiation pattern shows the function of an antenna. It represents the 

distribution of the intensity emitted from or received by the antenna in the entire 

angular space. The radiation pattern of a functional antenna usually consists of a main 

lobe with the largest intensity and several side lobes. The main lobe presents how the 

antenna operates (e.g., directivity, bandwidth, gain, etc.). For instance, the radiation 

pattern of a high directional antenna, such as horn or Yagi-Uda antennas, would have 

a narrow main lobe with the largest intensity along the operation direction, while 

 

Figure 2-6 Examples of antenna radiation patterns. (a)(b)(c) show the 3-D radiation pattern plot, 

while (d)(e)(f) show the 2-D radiation patterns. The type of antennas are: (a)(d) Horn antenna, 

(b)(e) Yagi-Uda antenna, and (c)(f) Dipole antenna, respectively.  
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several side lobes with relatively small intensity toward other directions in the angular 

space, as the example shown in Fig. 2-6(a)(b)(d)(e). On the other hand, for a wide band 

antenna, such as dipole antennas, the main lobe will occupy wide angle, so that the 

radiation pattern looks like an apple, as shown in Fig. 2-6(c)(f). The intensity is usually 

smaller than high directional antennas due to the distraction, hence it is mainly used 

to as a feeding source for those high directional antennas. 

2. Polarization 

Polarization is one of the essential characteristics of antennas that cannot be seen 

in the radiation pattern plot. It represents the orientation of the oscillation of the 

radiation waves. An antenna with the polarization along one direction cannot receive 

the radiation wave with the linear polarization orthogonal to the original polarization. 

Hence, it is important to make the polarization of both the transmitter and the receiver 

antennas consistent. On the other hand, the polarization can also be a kind of filters 

for channel selection. For an antenna array, each antenna can receive their 

corresponding signal independently if they have independent polarization. This can be 

done from the design of the antenna or by rearranging the antennas in the array.  

In general, there are two types of polarizations for most of antennas: Linear and 

circular polarizations. A radio wave with the electrical field oscillating along a fixed 

direction is called the linear polarization wave. In the same vein, an antenna that can 

transmit or receive the signals with linear polarization is called the linear polarization 

antenna. For antennas, the linear polarization is defined as vertical or horizontal 

polarized if the electric field is vertical or parallel to the ground. For instance, the 

antenna for AM radio broadcast channels is vertical polarized. On the other hand, the 

antenna for television channels (e.g., Yagi-Uda antennas) is horizontal polarized. 
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The second type is called circular polarization. It is the polarization when the 

polarized direction rotates with time. The circular polarization is a special case of 

elliptical polarizations with constant magnitude of the oscillation. It is called right-hand 

circular polarization (RHCP) if the rotation is clockwise looking in the direction of 

propagation and left-hand circular polarization (LHCP) if the rotation is 

counterclockwise. An advantage of circular polarized antennas is the stability of 

propagation. For instance, when communicating with an orbital satellite from the 

earth surface. The relative position and the rotation of the satellite will seriously affect 

the receiver with linear polarized antennas. However, if the antenna is circular 

polarized, the propagation will be independent to the angle. In the same vein, the 

circular polarized antenna can receive signals stably even on the moving object. 

Therefore, it becomes popular in wireless communications nowadays. 

3. Directivity and Gain 

The directivity of an antenna is defined as the ratio of the maximum power 

density to the average power density over the observed surface (i.e., the sphere in the 

far field). The directivity is always larger than one or equal to one if the maximum 

power density is equal to the average power density, which implies that the radiation 

wave propagates to all over the direction averagely and hence the antenna is non-

directional. Large directivity implies that the radiation wave of the antenna is highly 

directional. 

The gain is defined as the ratio of input and output power of the antenna. For a 

transmitting antenna, the gain describes how efficient the antenna converts the 

source power to the radiation wave toward a specific direction. On the other hand, for 

a receiving antenna, the gain represents how efficient the antenna can convert the 

radio wave incident from a specific direction to the electrical signal. In other words, 
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the gain can be seen as the peak on the radiation pattern plot. We usually only 

consider the gain of the main lobe when measuring the radiation pattern of an 

antenna since it directly refers to the efficiency of the antenna. 

It is noticed that for an antenna, the gain is related to the directivity as: 

𝐺𝐺 = 𝜂𝜂𝜂𝜂 

where G is the gain, D is the directivity, and 𝜂𝜂  is the antenna efficiency factor, 

respectively. For a lossless antenna, 𝜂𝜂 = 1 and the power is fully converted between 

the electrical signal and the radio wave. In practice, 𝜂𝜂 is always smaller than 1 due 

to the loss induced by unperfect impedance match or energy dissipation during the 

transmission. 

4. Beamwidth 

The beamwidth of an antenna describes how wide the main lobe is. It is usually 

represented as the angle between the specific points on the two sides of the main lobe. 

When measuring the radiation pattern of an antenna, the beamwidth usually refers to 

 

Figure 2-7 The HPBW for the radiation pattern of the Yagi-Uda antenna mentioned in Fig. 2-6(b) 

on (a) E-plane and (b) H-plane. 
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the half power beam width (HPBW). HPBW is an angle between the half power (−3 dB) 

points on the two sides of the main lobe. An example of the HPBW for the radiation 

pattern of the Yagi-Uda antenna mentioned in Fig. 2-6(b) is presented in Fig. 2-7. The 

beamwidth is usually evaluated on 2-D radiation patterns due to the convenience and 

visualization. As shown in Fig. 2-7, the HPBW is measurement on the radiation pattern 

on E-plane (i.e., the azimuth angle is equal to 0𝑜𝑜) and H-plane (i.e., the azimuth angle 

is equal to 90𝑜𝑜). Except for HPBW, the first null beam width (FNBW) is also a common 

parameter of the beamwidth. Unlike HPBW, the FNBW uses the null points (0 dB) as 

the reference points. It presents the actual angular separation of the main lobe. In 

general, narrower beamwidth implies higher directivity and higher gain, since more 

power is converted to the radiation wave toward a particular direction. In addition, the 

signal to noise ratio (SNR) also increases when the beamwidth decreases. 

5. Others 

There are still several important factors which can present the performance of an 

antenna which are not shown in the radiation pattern plot. For instance, the input 

impedance is defined as the ratio of the voltage to the current from the input source 

according to Ohm’s law. The radiation impedance and the loss impedance present the 

efficiency of the input power converted to the radiation wave and the heat, 

respectively. 

The operating frequency and the frequency bandwidth also play an important 

role in antenna measurement. They represent the center frequency and the frequency 

band of where the antenna operates. When measuring an antenna, it is required to 

pick a suitable baseline antenna that has the operating frequency band the same or 

wider than the antenna needed to be measured. Numerical simulation software is a 

convenient tool to validate the design operating frequency band before the real 
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measurement. The simulation enables the broad frequency band scan of an object 

structure and evaluates the configures such as s-parameters, electric and magnetic 

field distribution, surface charges and current flows, or radiation patterns within a 

short time compared to the measurement process.  

2.3. Antenna Measurement Methods 

The measurement of an antenna is usually in the anechoic room. The anechoic 

room is a chamber covered with broad band, high absorption materials. The radio 

waves will be absorbed when propagating to the edges of the chamber, so that the 

measuring environment can be considered as an infinite open space without any 

scattering or reflection waves. A schematic of the general measurement setup in the 

anechoic room is represented in Fig 2-8. Typically, the measurement setup consists of 

 
Figure 2-8 The schematic of the antenna measurement setup. 
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two or more reference antennas as the source (transmitter) and the receiver system. 

In addition, several stages or racks compose of a positioning system which is used to 

fasten or rotate the object. The reference antenna is the antenna which has high gain, 

high directivity, and wide and steady frequency band when tuning the operating 

frequency for measurement in order to offer a baseline of the measurement process. 

For instance, the horn antenna is one of the common reference antennas. The source 

and received signals are controlled by an analysis device such as vector network 

analyzers (VNA) or spectrum analyzers (SA). The analyzer is used to analyze the 

received signal and measure the characteristics, such as the impedance, s-parameters, 

and the radiation pattern, of the object.  

For s-parameters measurement, two reference antennas are placed in the 

corresponding position and toward the object as the source and receiver, respectively. 

When measuring the reflection (𝑆𝑆11), the two reference antennas are placed next to 

each other with a slight tile angle toward the object. The object is fastened by the 

stage or rack on the positioner. The receiver receives the radio wave emitted by the 

transmitter and reflected by the object. Therefore, the tilt angle of the two reference 

antennas is essential to get the accurate measurement result. In addition, the 

interference from each other also raises the difficulty of the reflection measurement. 

On the other hand, when measuring the transmission (𝑆𝑆21), the reference antennas 

are placed on the two sides of the object. The receiver receives the radio wave emitted 

by the source antenna on the other side and transmitting to the object. Comparing to 

the reflection measurement, the transmission measurement is simpler to set up since 

there is no tilt angle or near field interference between the two reference antennas. A 

schematic describing the s-parameters measurement is presented in Fig. 2-9. 
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 When measuring the radiation pattern of an antenna or radar cross section (RCS) 

of an object, the target antenna or the object is fasten on the positioner which enable 

the rotation along both azimuth and elevation angle, hence the measurement process 

is to spin the object instead of moving the transmitter and receiver antennas around 

the object, as Fig. 2-10 shows. In addition, there may be only one antenna with 

 
Figure 2-9 The schematic of the measurement setup of (a) the reflection rate (𝑆𝑆11) and (b) the 

transmission rate (𝑆𝑆21). 
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simultaneous transmit and receive (STAR) function for the radiation pattern 

measurement. The STAR antenna can emit radio waves as well as receive the reflective 

signals from the object, hence it can reduce the interference and the inconsistent issue 

between the transmitting and receiving waves. The radiation pattern measurement is 

very time-consuming since it requires to measure all sets of (𝜃𝜃,𝜙𝜙)  in the angular 

 
Figure 2-10 The schematic of the radiation pattern measurement. The positioner enable the 

rotation along 𝜃𝜃 (polar angle) and 𝜙𝜙 (azimuth angle) and is controlled on the work station for 

a steady rotation. 
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space. Therefore, the demand for an efficient measurement method has growing up 

quickly recently. 

A straightforward thinking is to reduce the required measurement times. Since 

the radiation pattern has to be measured from the far field distance, the angle interval 

between each measuring point cannot be large. For instance, if doing the 

measurement every 5𝑜𝑜 , the measurement will require 72 × 36 = 2,092  times to 

evaluate the entire spherical surface. To reduce the measurement times, an idea is to 

measure the pattern at the near field distance and predict the far field pattern based 

on the near field result. A schematic of the idea is as represented in Fig. 2-11. Basically, 

the radiation pattern at far field distance does not change. However, when in the near 

field region, the shape of the radiation pattern is unstable and may change with the 

distance. The technique that transforms the measured near-field to the radiated far 

field pattern is called the near-field to far-field transformation (NF-FFT) [97], [98]. The 

prototype of NF-FFT is developed by Barrett and Barnes [99] around 1950. Barrett and 

Barnes are the researchers of the Air Force Cambridge Research Center. In the 

beginning, they built a near-field antenna scanner called “automatic antenna wave 

front plotter” to support the flight object scanning of radar. With this invention, they 

obtained a series of the phase and amplitude contour plots measured in front of a 10-

wavelength reflector antenna [99]. In the next ten years, many researchers observed 

that there is a relationship between the near field plot and the corresponding far field 

pattern and tried to build the mathematical model. In 1953, Woonton [100] assumed 

that the voltage induced in the near field scanning probe comes from the measured 

electric field. In 1955, Richmond and Tice [99] made a series of experiments to 

calculate the far field radiation pattern from the measured near field of microwave 

antennas and compared to the measured far field pattern. In 1958, Kyle [101] tried to 
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compare the far field radiation at antenna X-band (i.e., 8 GHz to 12 GHz ) pattern 

evaluated from the theoretical calculations using the amplitude and phase of the near 

 

Figure 2-11 (a) The schematic of the explanation of near field, Fresnel region, and far field area. 

R, D, and 𝜆𝜆 are the distance from the object, the dimension of the object, and the wavelength 

of the radiation wave, respectively. (b) The schematic of the radiation pattern measurement using 

NF-FFT. 
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field measurement and the direct measurements by a circular waveguide probe at the 

far field distance. In 1960 and 1961, Gamara and Clayton, et al. [99] did several 

experiments similar to Kyle’s and successfully obtained the main lobe and couple side 

lobes that are consistent with the measurement result using the theoretical model. 

In general, the transformation model in 1960 was based on the amplitude and 

phase of the measurement result using probe scanning which converts electrical fields 

to electrical voltage and current due to the technology limit. Therefore, the accuracy 

and consistency were not high. In 1963, Kerns [102] proposed a solution for the probe 

correction issue using the plane wave analysis. The modification terms by Kerns raised 

the accuracy of the transformation, which proved that the plane wave representation 

for the probe is a better choice compared to the amplitude and phase plot from the 

voltage change on the probe. In 1975, Wacker [103] proposed a novel transformation 

method using fast Fourier transformation (FFT) and several signal processing 

techniques. In 1977, Wood [104] developed an alternative spherical scanning 

technique using the Huygens probe. Then Yaghjian and Wittmann [105] derived an 

alternative formula with spherical transmission instead of traditional canonical form. 

This formula excludes the rotation and translation terms, and hance enable the direct 

computation of the integration in angular space under spherical coordinate. 

Nowadays, the algorithms of NF-FFT for AUT are usually based on the near field 

measurement over a selected canonical surface [97], [98]. That is, measuring the 

radiation waves at near field distance using a waveguide probe or probe antenna with 

the aperture of specific shape. Though NF-FFT can achieve a fast evaluation of far field 

patterns, it is easy to be interfered with the environment. In addition, different probes 

also affect the transformation result. For instance, for the spherical near-field 

measurement, the probe antenna is required to be rotationally symmetric in its 
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radiation pattern in order to obtain an accurate transformation [98]. Therefore, the 

problem is how to design a sensor that matches a specific measurement environment. 

To overcome the task, many optimal methods based on convex optimization algorithm 

have been developed [106]–[110].  

Another technique is called modal expansion [98]. It is the technique that the 

near field is expanded in a set of orthogonal basis functions and can be transformed 

to the far field pattern directly. However, it still requires a strict requirement of the 

measurement surface due to the orthogonal basis functions. Therefore, it may not be 

a suitable technique for some applications, such as portable and aerial measurement 

systems that require a flexible measurement surface. In 2017, Y. Alvarez et al. [111] 

proposed a complementary technique that adds the equivalent surface currents over 

the measurement surface into account. With the surface current, the surface can be 

more arbitrary. In 2019, M. G. Fernandez et al. [112], [113] proposed a technique that 

reconstruct the far field pattern by combining the on-site antenna measurement using 

UAVs and NF measurement at spherical range in anechoic room. F. R. Varela et al. [114], 

[115] also proposed a multi-level spherical wave expansion for NF-FFT in 2020. Those 

previous works widely expand the usage of NF-FFT and make the far field radiation 

pattern measurement more efficient.  

2.4. Mutual Coupling Effect of MIMO Systems and Reduction Methods 

Though the MIMO antenna technology satisfies the demand of high data 

transmission rate without sacrificing the bandwidth or gain, it still encounters several 

challenges such as in-situ performance [116], [117], antenna size [118], [119], and 

mutual coupling effect [120], [121]. Among the challenges, the mutual coupling effect 

is one of the main reasons that affects the performance of MIMO systems. Mutual 
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coupling refers to the electromagnetic interaction of two or multiple antennas. When 

two antennas are closed, the radiation wave emitting from or propagating to one 

antenna may affect the wave that is from or to the other antenna, result in a 

correlation of the wave. The mutual coupling effect not only degrades the data 

diversity but also reduce the gain of both antennas. Therefore, it is significant to find 

a way to reduce the mutual coupling effect. 

A schematic diagram of mutual coupling effect in antenna arrays is represented 

in Fig. 2-12. It is noticed that an antenna array may occur multiple mutual coupling 

between every two antennas. In addition, except for the radio wave interference, the 

surface wave and current flows through the substrate of the antenna array may also 

induce the mutual coupling effect. As shown in Fig. 2-13, the radiation not only towards 

upper direction but through the substrate due to the permittivity difference between 

 
Figure 2-12 The schematic of Mutual coupling effect among the antennas. The red box and arrows 

mark the region the phenomenon occurs. It occurs no matter the antennas are transmitting or 

receiving waves (left). In addition, there may be multiple mutual couplings among the antenna 

elements in antenna arrays (right). 
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the air and the dielectric material. The surface wave will dissipate after a distance 

depending on the attenuate coefficient of the material. However, when in antenna 

arrays, the surface wave may not fully disappear before propagating to other antennas, 

resulting in the radiation excited from the edge of the antenna and the substrate. 

Therefore, the proper isolation of each antenna element is essential for improving the 

radiation efficiency and increasing the diversity.  

There are many isolation techniques for antenna arrays. A simple idea is to 

rearrange the antennas’ alignment in the antenna array. For the antennas with specific 

linear polarization or narrow beamwidth of each, rearranging the alignment of the 

antennas can be considered as a natural isolation and enable high polarization diversity. 

For instance, H. Huang et al. [122], [123] proposed an orthogonal alignment technique 

in 2015 for the ultrawideband (UWB) MIMI antenna. The realignment benefits the 

antenna system −20 dB  more isolation without adding any complex structure. 

Coming out with similar ideas, W. J. Liao et al. [124] placed four inverted-F antennas 

orthogonally at four corners and got approximately 15 dB isolation compared to the 

 
Figure 2-13 The schematic for the mutual coupling effect induced by surface waves and current 

flows propagating through the dielectric substrate. 
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antenna array with ordinary alignment in the same year. Nirdosh et al. [125] in 2018 

enhanced the radiation efficiency of the T-shaped MIMO antenna operating in X-band 

and Ku-band by realigning the antenna elements. A schematic diagram of the 

realignment technique is as shown as Fig. 2-14. It can simply achieve antenna isolation 

without adding any extra structures. The only trade-off is that the size of antenna 

arrays may become increase due to the larger alignment area. However, the condition 

is very limited and is case by case.  

Except for the realignment, digging a trench or adding an extra structure between 

the antennas are also effective ideas. Though it wastes more materials and sometimes 

also reduces the antenna gain of each element, it enables a relatively stronger isolation 

since it physically blocks the radiation or surface waves propagating from one element 

to another. Therefore, it is powerful even for wideband or UWB antenna arrays. Among 

all the extra structure technique, the defected ground structures (DGSs) are the most 

popular one for mutual coupling reduction. Instead of modifying the geometry of the 

antenna array, The DGS technique digs defects on the ground plane that disturbs the 

propagation of surface current flows. The advantage of DGSs is that the geometry of 

 

Figure 2-14 The schematic of realignment technique for mutual coupling reduction. With the 

rearrangement, all antenna elements are orthogonal and hence reduce the interference from 

others. The trade-off is a slight size increment (red box area in the middle). 
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the defect can be freely modified since it is in the different layer with the antenna 

structure. In addition, it can block the surface wave while not disturb the radiation 

wave. There are many different shapes of DGS. In 2014, MoradiKordalivand et al. [126] 

made a rectangular slot on the ground plane of a four elements antenna array and got 

15 dB better than ordinary design. J. Y. Deng et al. [127] in 2017 proposed a T-shape 

slot DGS for a dual-band inverted-F MIMO antenna system. In 2018, D. Lu et al. [128] 

proposed a multi-objective optimization method for a fragment type DGS and achieve 

more than 30 𝜖𝜖𝑑𝑑 isolation for a bow-tie MIMO antenna array. There are still many 

different shape DGSs, such as H-shape [129], split ring resonator (SRR) [130], annular 

slots [131], meandering lines [132], and 𝜋𝜋-shape [133].  

Adding parasitic structures (shown in Fig. 2-15) between the antennas in the 

antenna array is another common and popular method. For a single antenna, the 

parasitic structure is used to enhance the resonance of the antenna without making a 

large antenna array. In MIMO antenna systems, the parasitic structure can be a 

reflector or absorber that enable the antenna isolation. In addition, with an optimal 

design, the parasitic structure may also enhance the radiation of the antenna elements. 

 

Figure 2-15 The schematic of the parasitic element implemented for mutual coupling reduction. 

The structure can be on the top or bottom of the antenna surface and can be used to block the 

surface wave as well as the radiation wave excited by the antennas. 
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Unlike other resonator, the parasitic structure does not have to connect to the ground 

and can construct an out-of-phase resonance that can compensate the mutual 

coupling effect. Moreover, a design of parasitic structures can be applied to multiple 

types of antennas. It is an independent element in the antenna array. For instance, H. 

Arun et al. [134] proposed a serpentine structure for at most 34 dB mutual coupling 

reduction of MIMO antennas in 2014. M. S. Sharawi et al. [135] applied a central 

metallic reflector into two kinds of dielectric resonator antennas (DRA) in 2017. Other 

design like L-shape [136], H-shape [137], ×-shape [138], or C-shape resonators [139] 

have been proposed and applied as the parasitic structure. Generally, parasitic 

structures can adjust to most of the cases while achieving high isolation no matter for 

narrow or wide band antennas, hence it is the most popular technique among the 

traditional methods. 

 
Figure 2-16 (a) The concept of negative refractive index of metamaterials. (b) The example of 

different types of the metamaterial structure: SRR (upper-left), CSRR (upper-right), Cross (bottom-

left), and C-shape SRR (bottom-right). The FSS can be composed of either structure with the size 

matched the operating frequency. 
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Recently, metamaterials have also got a great concern for mutual coupling 

reduction. Metamaterials are an artificial material made by specific structures that 

enable negative permittivity and negative permeability to the materials. A schematic 

diagram of the concept of metamaterials is presented in Fig. 2-16(a). Though the theory 

has been proposed in late twentieth century by V. G. Veselago [140], a real sample are 

made physically by D. R. Smith et al. [141] in 2006. Typically, matters in nature have 

positive permeability and permittivity larger than one. Negative properties of these 

two parameters lead negative refractive index, result in the opposite phenomenon of 

the light passing through the material. By combining metamaterials with materials in 

natural, the direction of light, or radiation waves can be controlled. Hence, it has a 

huge potential in mutual coupling reduction applications. In fact, metamaterial 

technique can be considered as a special case of parasitic structures. It is also 

implemented to the center of gap among the elements of antenna arrays. Many 

classical metamaterial structures have been implemented, like the split ring resonator 

(SRR) [142], complementary SRR (CSRR) [143], and frequency selective surface (FSS) 

[144]. Some examples of different types of metamaterials are shown in Fig. 2-16(b). 

In addition to metamaterials, metasurfaces are also a potential tool for mutual 

coupling reduction. The metasurface is a kind of metamaterials with extremely thin 

thickness compared to the scale of the structure so that can be considered as a 2-D 

surface. It is especially significant for reducing the mutual coupling from the radiation 

wave due to the size and weight. A famous case, proposed by H. M. Bernety et al. [145] 

in 2015, is to cover the strip dipole antennas in the antenna array using confocal 

elliptical metasurface cloaks. In the same year, Z. H. Jiang et al. [146] also proposed a 

similar idea with two layers quasi 2-D metasurface clocks covering two monopole 

antennas operating at 2.4 GHz  and 5.2 GHz  respectively. A schematic diagram of 
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metasurface cloaks is presented in Fig. 2-17(a). Moreover, metasurfaces can be applied 

to build the antenna radome covered on the top of the antenna array and achieve the 

mutual coupling reduction induced by radiation waves, which is shown in Fig. 2-17(b). 

So far, the previous work mentioned above only focus on 2 × 2 or 4 × 4 antenna 

arrays due to the implement difficulty and other complex mutual coupling effect of 

 
Figure 2-17 The schematic of the metasurface in different mutual coupling reduction applications: 

(a) Metasurface cloaks. (b) Antenna metasurface radome. 
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massive MIMO systems. The metasurface radome can be placed outside of the 

antenna array so that it is working for even massive MIMO antenna array. As a result, 

metasurface radomes play a significant role in the next generation communication 

systems. 

To quantize the mutual coupling effect, the envelope correlation coefficient (ECC) 

and the diversity gain (DG) are evaluated as the characteristic factors of antenna arrays. 

The ECC is a kind of correlation coefficient that describes the correlation among the 

antennas and 0 ≤ 𝐸𝐸𝐸𝐸𝐸𝐸 ≤ 1. As the schematic diagram shown in Fig. 2-18, when two 

antennas placed far away from each other, 𝐸𝐸𝐸𝐸𝐸𝐸 = 0 , which implies that the two 

antennas are completely independent. When they are entering the operating area of 

each other, 𝐸𝐸𝐸𝐸𝐸𝐸 > 0 and the mutual coupling occurs. If the two antennas are totally 

the same, 𝐸𝐸𝐸𝐸𝐸𝐸 = 1. However, it is impossible to get an ECC exactly be 1 from two 

antennas since it implies not only the radiation pattern, but also the location is the 

same, which means that the two antennas are overlapped spatially.  

Typically, the radius of the interference area is approximately half operating 

wavelength. ECC is proposed by Kumar et al. [147] and can be described as: 

𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖,𝑗𝑗 =
�∑ 𝑆𝑆𝑖𝑖,𝑛𝑛∗𝑁𝑁

𝑛𝑛=1 𝑆𝑆𝑛𝑛,𝑗𝑗�
2

∏ [1 − ∑ 𝑆𝑆𝑖𝑖,𝑛𝑛∗𝑁𝑁
𝑛𝑛=1 𝑆𝑆𝑛𝑛,𝑗𝑗]𝑘𝑘=(𝑖𝑖,𝑗𝑗)

 

where 𝑆𝑆 is the s-parameter of an antenna element, 𝑖𝑖 and 𝑗𝑗 denote the index of the 

element in the antenna array, and 𝑁𝑁  demotes the total number of the antenna 

elements in the antenna array, respectively. ECC can also be evaluated by the radiation 

pattern from the far field. It implies the isolation level and can also be described as: 

𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖,𝑗𝑗 =
�∬𝐹𝐹𝑖𝑖 ∙ 𝐹𝐹𝑗𝑗 𝜖𝜖Ω�

2

∬|𝐹𝐹𝑖𝑖|2𝜖𝜖Ω ∙ ∬�𝐹𝐹𝑗𝑗�
2𝜖𝜖Ω
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where 𝐹𝐹𝑖𝑖(𝜃𝜃,𝜙𝜙)  and 𝐹𝐹𝑗𝑗(𝜃𝜃,𝜙𝜙)  are the far field radiation patterns of the antenna 

elements taken into account. It is worthy to mention that the equation can be 

 

Figure 2-18 The schematic of the concept of ECC when the two antennas are (a) far away, 𝐸𝐸𝐸𝐸𝐸𝐸 =

0. (b) close, 0 < 𝐸𝐸𝐸𝐸𝐸𝐸 < 1. (c) completely the same and overlapped, 𝐸𝐸𝐸𝐸𝐸𝐸 = 1. 
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considered as a correlation coefficient between the two far field radiation patterns of 

the considered antenna elements. 

𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖,𝑗𝑗 = �1 −
𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚

𝜂𝜂𝑖𝑖𝜂𝜂𝑗𝑗
 

where 𝜂𝜂𝑚𝑚𝑚𝑚𝑚𝑚  is the maximum efficiency, 𝜂𝜂𝑖𝑖  and 𝜂𝜂𝑗𝑗  are the efficiencies of the 

antenna elements taken into account.  

 On the other hand, DG represents how the MIMO antenna array improves the 

efficiency (gain) of the antenna compared to the single SISO antenna system. It is not 

built for quantizing the mutual coupling reduction originally. However, by comparing 

the difference of DG of the MIMO system with and without the mutual coupling 

reduction mechanic, it can clearly evaluate how efficient the mechanic can achieve. 

Followed by Kumar et al. [120], [147], DG can also be described by ECC as: 

𝜂𝜂𝐺𝐺 = 10 × ��1 − �0.99 × 𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖,𝑗𝑗��
2
 

2.5. Summary 

In this chapter, we present a detail explanation of the concept related to this 

thesis. In addition, a literature review of the related previous works is also presented. 

Start from the development history of antennas, the dipole antenna, monopole 

antenna, bow-tie and microstrip antenna, Yagi-Uda antenna, reflector antenna, horn 

antenna, FPC antenna, and MIMO antenna array system are introduced in Sect. 2.1. 

Then, a detail explanation of the performance characteristics of antennas and the 

measurement methods of the antenna radiation pattern and s-parameters are well 

described in Sect. 2.2 and 2.3. These two sections play an important role in Chapter 4. 

Lastly, a introduction of mutual coupling effect in MIMO antenna array systems as well 
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as a review of the techniques for mutual coupling reduction are presented in Sect. 2.4. 

The mutual coupling reduction techniques include some traditional methods such as 

rearrangement and reorientation of the antenna elements in the MIMO system, 

making defects, or adding some extra parasitic structures between the antenna 

elements. In addition, some modern techniques, such as metamaterials and 

metasurface cloaks and radomes are also mentioned in the later part of Sect 2.4. This 

section is related to Chapter 5 which we proposed a method for metasurface radome 

design that can effectively reduce the mutual coupling effect from the radiation waves 

using deep learning models. Next, from the next chapter, we will present the work and 

contribution of this thesis. 
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3. DEGENERACY OF LIGHT SCATTERING AND 

ABSORPTION BY A SINGLE NANOWIRE 

The content of this chapter was published as Lee, JY., Chen, YH. & Chen, PY. 

Degeneracy of light scattering and absorption by a single nanowire. Sci Rep 11, 18657 

(2021). https://doi.org/10.1038/s41598-021-98011-x [148]. 

3.1. Introduction 

Scattering is a fundamental problem in classical EM field. Starting from John 

William Strutt, also known as Lord Rayleigh, who proposed a famous theory regarding 

light scattering through the atmosphere called Rayleigh scattering [149], [150] in 1900, 

many numerous researchers have been fascinated by these optical phenomena. In 

1909, German physicist Gustav Mie and Danish physicist Ludvig Lorenz [150] 

developed the analytical solution for the scattering of light incident into a 

homogeneous dielectric ball, which is called Mie theory after. Comparing to Rayleigh 

scattering describe the light incident into particles which size is much smaller than the 

wavelength (i.e., < 0.1𝜆𝜆 ), Mie theory involves all scattering phenomenon with 

different particle-wavelength ratio, hence including Rayleigh scattering as well. It 

should be noticed that when the particle size is close or equal to the wavelength, the 

light will be scattered nearly along its incident direction and absorbed by particle’s 

electrons at the same time. The interest in the interaction among the radiation, 

scattering, and absorption keeps increasing incrementally recently since it can be 

applied to a vast variety of applications such as solar energy harvesting [151], [152], 

high directivity antenna [153]–[155], metamaterials [156], bio-sensors [157], and bio-

images like magnetic resonance imaging (MRI) or computer tomography (CT) [158]. 

However, there are still several problems require careful inspection. For instance, 



44 
 

scattering and absorption of an isotropic scatterer in extremely subwavelength 

dimension would have a single partial mode limit [159], [160]. To overcome this limit, 

the multi-resonant system is necessary. A composite subwavelength system with 

proper configurations of the multi-layer structure can induce multiple resonances at a 

specific frequency (i.e., degenerate resonances). It has also demonstrated that in the 

whispering gallery framework, excitation of a confined polariton can result in 

superscatterer [161]–[163]. Analogous to degenerate resonant mechanism, minimum-

scattering superabsorbers, that can retain not only minimum scattering power but also 

arbitrarily strengthen absorption, was also demonstrated in previous works [164].  

Benefit from the phase diagram for scattering coefficients, the scatterer system 

of each partial mode can be analyzed since the scattering, absorption, and extinction 

of the partial mode are bounded due to the constraint imposed by passivity and 

causality [165], [166]. This can provide a complete information of light scattering 

process in power distribution which enable the development for nano-photonics 

devices. However, the interferences from reality environments make the scattering 

situations ambiguously. It is urgent to develop a new way to completely figure out all 

power distributions of every scattering situation. 

In this chapter, we derived an energy function related to scattering and 

absorption using calculus of variations and applied it to address power distribution of 

scatterer systems. According to the power distribution, the relation between 

scattering and absorption in a scatterer system can be displayed clearly. In addition, 

the power diagram also indicates each mode and figures out the most dominated 

mode in the system. In the following section, we will theoretically and numerically 

prove that for a linear polarized plane wave incident normally into a single nanowire, 

there exists a power diagram indicating all possible contributions from any arbitrary 
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scattering situations.  

3.2. General Power Diagram 

    Consider a cylindrical scatterer that is impinged normally by a plane wave with 

transverse electrical field (TE) mode, as shown in Fig. 3-1, the power of scattering, 

absorption, and extinction can be expressed as: 

𝑃𝑃𝑒𝑒𝑚𝑚𝑒𝑒 = 𝑃𝑃𝑠𝑠𝑠𝑠𝑚𝑚 + 𝑃𝑃𝑚𝑚𝑎𝑎𝑠𝑠 = −
2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

|𝐸𝐸0|2�𝑅𝑅𝑅𝑅(𝑎𝑎𝑛𝑛𝑠𝑠)
∞

−∞

 

𝑃𝑃𝑚𝑚𝑎𝑎𝑠𝑠 = −
2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

|𝐸𝐸0|2�[𝑅𝑅𝑅𝑅(𝑎𝑎𝑛𝑛𝑠𝑠) + |𝑎𝑎𝑛𝑛𝑠𝑠 |2]
∞

−∞

 

where 𝐸𝐸0  is the amplitude of incident electric field (assume 𝐸𝐸0 = 1 ), 𝑎𝑎𝑛𝑛𝑠𝑠   is 

complex-valued scattering coefficient, 𝑘𝑘0 is environmental wave number, and 𝜀𝜀0, 𝜇𝜇0 

are permittivity and permeability, respectively. Due to cylindrical symmetry, the 

scattering coefficient 𝑎𝑎𝑛𝑛𝑠𝑠   is also symmetric with n, i.e., 𝑎𝑎𝑛𝑛𝑠𝑠 = 𝑎𝑎−𝑛𝑛𝑠𝑠  , where 𝑛𝑛 =

{0, 1, 2} denotes the electric dipole, magnetic dipole, and magnetic quadrupole. As 

the definition, the extinction power is the summation of the scattering and absorption 

power. A system with non-zero absorption power must possess a scattering electric 

field along the forward direction. Under a no-loss condition, due to the conservation 

law, 𝑃𝑃𝑒𝑒𝑚𝑚𝑒𝑒 should be a constant. Hence, enhancing the absorption would reduce the 

scattering and lower the scattering intensity toward all directions except the scattering 

along forward scattering which is remain a constant.  

In addition, due to the energy conservation in such a passive system, the partial 

absorption cross sections for each partial mode should be restricted to −[𝑅𝑅𝑅𝑅(𝑎𝑎𝑛𝑛𝑠𝑠) +

|𝑎𝑎𝑛𝑛𝑠𝑠 |2] ≥ 0 , where −[𝑅𝑅𝑅𝑅(𝑎𝑎𝑛𝑛𝑠𝑠 ) + |𝑎𝑎𝑛𝑛𝑠𝑠 |2]  is defined as normalized partial absorption 

power. According the inequality, a physical bound of scattering coefficients for each 
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partial modes, i.e. |𝑎𝑎𝑛𝑛𝑠𝑠 | ∈ [0, 1] and 𝐴𝐴𝜀𝜀𝐴𝐴|𝑎𝑎𝑛𝑛𝑠𝑠 | ∈ [𝜋𝜋
2

, 3𝜋𝜋
2

], is obtained. The normalized 

partial absorption power at each partial mode can not go beyond 0.25 , while the 

upper limit for normalized partial scattering power, defined as |𝑎𝑎𝑛𝑛𝑠𝑠 |2, is 1 for each 

partial mode. If a system has a N partial modes excitation, the maximum absorption 

power cannot over (2𝑁𝑁 + 1) × 1
2𝑘𝑘0

�
𝜀𝜀0
𝜇𝜇0

  while the corresponding scattering power 

would be (2𝑁𝑁 + 1) × 1
2𝑘𝑘0

�
𝜀𝜀0
𝜇𝜇0

  which is corresponding to multi-channel coherent 

perfect absorption[167], [168]. Moreover, in an extreme situation, the maximum 

scattering power in N partial modes can reach (2𝑁𝑁 + 1) × 2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

  while its 

absorption is zero. 

3.3. Numerical Simulation Environment Setup 

In this work, the full-wave simulation was performed using the commercially 

 
Figure 3-1 The schematic of the cylinder core-shell nanorod scatterer. A plane wave with TE mode 

(i.e., The electric field is always along Z-axis) impinges normally into the side of the cylinder. 
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available software COMSOL Multiphysics based on the frequency-domain finite-

element method (FD-FEM). Since structures studied here are infinite cylindrical 

nanowires, the numerical problem can be further reduced to two-dimension (2-D) 

scheme. Hence, we used the 2-D FEM in cylindrical coordinates to solve light scattering 

from such infinite uncoated and core-shell nanowires under the illumination of 

transverse electric (TE)-polarized plane wave (i.e., the electrical field is polarized 

parallel to the wire axis). The simulation space is surrounded by scattering boundary 

conditions (SBC) with perfect matched layers (PML) at side walls, acting as artificial 

absorbing layers to eliminate multipath reflection. In our simulation setups, we used 

approximately 200,000 triangular mesh with the size from 0.4 nm to 40 nm and a 

growth rate of 1.3 for each case in the adaptive mesh refinement.  

3.4. Power Diagram for Multi-partial Modes 

When a system is excited by multi-partial modes with arbitrary scattering 

coefficients, the answer for the power distribution in absorption, scattering, and 

extinction becomes ambiguous. Suppose a system has an absorption power 𝑃𝑃𝑚𝑚𝑎𝑎𝑠𝑠 =

𝐸𝐸𝑜𝑜𝑛𝑛𝐶𝐶𝐶𝐶𝑎𝑎𝑛𝑛𝐶𝐶 ≡ 𝜂𝜂  contributed from N partial modes, the corresponding extreme 

scattering power 𝑃𝑃𝑠𝑠𝑠𝑠𝑚𝑚 and the absorption power 𝑃𝑃𝑚𝑚𝑎𝑎𝑠𝑠 can be expressed as follows: 

𝑃𝑃𝑠𝑠𝑠𝑠𝑚𝑚(𝑎𝑎−𝑁𝑁𝑠𝑠 , … , 0, … , 𝑎𝑎𝑁𝑁𝑠𝑠 ) =
2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

� |𝑎𝑎𝑛𝑛𝑠𝑠 |2
𝑁𝑁

𝑛𝑛=−𝑁𝑁

 

𝑃𝑃𝑚𝑚𝑎𝑎𝑠𝑠(𝑎𝑎−𝑁𝑁𝑠𝑠 , … , 0, … , 𝑎𝑎𝑁𝑁𝑠𝑠 ) = −
2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

� [𝑅𝑅𝑅𝑅(𝑎𝑎𝑛𝑛𝑠𝑠 ) + |𝑎𝑎𝑛𝑛𝑠𝑠 |2]
𝑁𝑁

𝑛𝑛=−𝑁𝑁

≡ 𝜂𝜂 

with a constraint: 

0 ≤ 𝜂𝜂 ≤ (2𝑁𝑁 + 1) ×
1

2𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0
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Then, we can define an energy function 𝐿𝐿 related to scattering and absorption 

powers as follows: 

𝐿𝐿(𝑎𝑎−𝑁𝑁𝑠𝑠 , … , 0, … ,𝑎𝑎𝑁𝑁𝑠𝑠 ) = 𝑃𝑃𝑠𝑠𝑠𝑠𝑚𝑚 + 𝜆𝜆𝑃𝑃𝑚𝑚𝑎𝑎𝑠𝑠 

=
2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

� [|𝑎𝑎𝑛𝑛𝑠𝑠 |2 − 𝜆𝜆|𝑎𝑎𝑛𝑛𝑠𝑠 | cos 𝜃𝜃𝑛𝑛 − 𝜆𝜆|𝑎𝑎𝑛𝑛𝑠𝑠 |2]
𝑁𝑁

𝑛𝑛=−𝑁𝑁

 

=
2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

� [(1 − 𝜆𝜆)|𝑎𝑎𝑛𝑛𝑠𝑠 |2 − 𝜆𝜆|𝑎𝑎𝑛𝑛𝑠𝑠 | cos 𝜃𝜃𝑛𝑛]
𝑁𝑁

𝑛𝑛=−𝑁𝑁

 

where 𝜆𝜆 is the Lagrange multiplier and 𝜃𝜃𝑛𝑛 is the argument of 𝑎𝑎𝑛𝑛𝑠𝑠 . In order to find 

the corresponding extreme minimum or maximum of scattering powers, the energy 

function 𝐿𝐿 should satisfy the conditions: 

𝜕𝜕𝐿𝐿
∂|𝑎𝑎𝑛𝑛𝑠𝑠 | =

2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

[2(1 − 𝜆𝜆)|𝑎𝑎𝑛𝑛𝑠𝑠 | − 𝜆𝜆 cos𝜃𝜃𝑛𝑛] = 0 

𝜕𝜕𝐿𝐿
∂|𝜃𝜃𝑛𝑛| =

2
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

[𝜆𝜆|𝑎𝑎𝑛𝑛𝑠𝑠 | sin𝜃𝜃𝑛𝑛] = 0 

where 𝑛𝑛 = −𝑁𝑁, … , 0, … ,𝑁𝑁. The second expression implies that, to obtain non-trivial 

solutions for 𝜆𝜆 and 𝑎𝑎𝑛𝑛𝑠𝑠 , the solutions should be 𝜃𝜃𝑛𝑛 = 0 or 𝜃𝜃𝑛𝑛 = 𝜋𝜋. However, due to 

non-gain materials embedded, the applicable solution would be 𝜃𝜃𝑛𝑛 = 𝜋𝜋. By using this 

outcome and the first expression, we can get |𝑎𝑎𝑛𝑛𝑠𝑠 | = 1
2

𝜆𝜆
𝜆𝜆−1

≡ 𝐶𝐶. Furthermore, 𝑎𝑎𝑛𝑛𝑠𝑠 =

−𝐶𝐶  represents that at the extreme scattering with constant absorption, the 

magnitude of scattering coefficients is identical and the corresponding phases for each 

partial mode are 𝜋𝜋 . Consequently, we can express the corresponding scattering 

coefficients as 
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𝑎𝑎𝑛𝑛𝑠𝑠 =

−1 ± �1 − 2𝜂𝜂𝑘𝑘0
2𝑁𝑁 + 1�

𝜇𝜇0
𝜀𝜀0

 

2
 

Because of the constraint 0 ≤ 𝜂𝜂 ≤ (2𝑁𝑁 + 1) × 1
2𝑘𝑘0

�
𝜀𝜀0
𝜇𝜇0

, it can be guarantee that 

the term inside the square root is non-negative. As a result, the ultimate absorption 

corresponds to multi-channel coherent perfect absorptions. More appealingly, the 

results also imply that under a constant absorption, there can have two extreme 

scattering powers: 

𝑀𝑀𝐴𝐴𝑀𝑀[𝑃𝑃𝑠𝑠𝑠𝑠𝑚𝑚] =
1
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

(2𝑁𝑁 + 1) �1 + �1 −
2𝜂𝜂𝑘𝑘0

2𝑁𝑁 + 1�
𝜇𝜇0
𝜀𝜀0
−

𝜂𝜂𝑘𝑘0
2𝑁𝑁 + 1�

𝜇𝜇0
𝜀𝜀0
� 

 

Figure 3-2 Power contour diagram for normalized absorption, scattering, and extinction powers. The 

black line indicates the boundary for a system with 𝑁𝑁 = 0 mode dominant, the purple line is for 

𝑁𝑁 = 1 (i.e., 𝑛𝑛 = [−1, 0, 1]) mode, and green line is for 𝑁𝑁 = 2 (i.e., 𝑛𝑛 = [−2,−1, 0, 1, 2]) mode. 

The red dash box highlights a region with a lower scattering but a overwhelming absorption. Inset 

shows the detailed power distribution among absorption and scattering for the corresponding red 

dashed box. 
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𝑀𝑀𝑀𝑀𝑁𝑁[𝑃𝑃𝑠𝑠𝑠𝑠𝑚𝑚] =
1
𝑘𝑘0
�
𝜀𝜀0
𝜇𝜇0

(2𝑁𝑁 + 1) �1 −�1 −
2𝜂𝜂𝑘𝑘0

2𝑁𝑁 + 1�
𝜇𝜇0
𝜀𝜀0
−

𝜂𝜂𝑘𝑘0
2𝑁𝑁 + 1�

𝜇𝜇0
𝜀𝜀0
� 

According to the equations, by tuning 𝜂𝜂, we can depict a clear boundary for scattering 

and absorption as 𝑁𝑁  partial nodes are excited, as shown in Fig. 3-2, Inside the 

boundary, by 𝑃𝑃𝑒𝑒𝑚𝑚𝑒𝑒 = 𝑃𝑃𝑠𝑠𝑠𝑠𝑚𝑚 + 𝑃𝑃𝑚𝑚𝑎𝑎𝑠𝑠, we can make a contour plot to indicate extinction. 

Here 𝑁𝑁 = 0 represents a system with only electric dipole mode supported, 𝑁𝑁 = 1 

has electric and magnetic dipole modes, and 𝑁𝑁 = 2  has not only electric and 

magnetic dipole modes, but also magnetic quadrupole mode. Therefore, we can see 

that for a system supported by 𝑁𝑁  partial modes, the occurrence of maximum 

normalized extinction accompanies with maximum of normalized scattering, while the 

corresponding normalized absorption is zero, which is corresponding to 

superscattering [161], [162]. Additionally, along with a constant extinction, increasing 

absorption would reduce scattering. The analysis of this anomalous scatterer will be 

discussed in the next section. 

Note that for a system with N partial modes dominant, the corresponding region 

in the power diagram is just a sub-region of a system with higher modes. As a result, 

the scattering system can display the same energy performance, but its inherent 

scattering coefficients can be completely different. 

3.5. Quasi-minimum Scattering Superabsorber and Quasi-superscatter 

To verify our findings, we first discussed systems with realistic materials 

embedded. We designed two types of systems with different geometrical sizes, 

materials, and inherent configurations that are operated at the wavelength of 

500 nm. According to Fig. 3-3(a), the red line represents a core-shell nanowire system 

constituted by silicon in shell and gold in core, while the blue line is a homogeneous 
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silicon nanowire. For the core-shell system, the outer radius 𝑎𝑎 is tuned from 50 nm 

to 70 nm  with the fixed core-shell ratio of 0.2 . For the homogeneous silicon 

nanowire, the radius is varying from 69 nm to 80 nm. According to the figure, the 

red line is inside the 𝑁𝑁 = 0  region when 𝑎𝑎  is smaller than 55 nm , then goes 

through the 𝑁𝑁 = 1 region when 𝑎𝑎 is larger than 55 nm. To deeply understand its 

 

Figure 3-3 (a) Normalized scattering and absorption power diagram of two kind of systems. The red 

and blue lines depict the power distribution of a core-shell nanorod with silicon in shell and gold in 

core and a homogeneous silicon nanorod, respectively. The black and purple curves indicate the 

boundary of the 𝑁𝑁 = 0 and 𝑁𝑁 = 1 modes, respectively. The two systems have the same power 

distribution at the intersection marked by a black star. The inset shows the schematic of the core-

shell nanorod. (b) The magnitude and phase of the core-shell nanorod (red line in (a)) when tuning 

the outer radius 𝑎𝑎  from 50 nm  to 70 nm . The orange dot (𝑎𝑎 = 55 nm ) and black star (𝑎𝑎 =

66 nm) indicate the intersection with the 𝑁𝑁 = 0 boundary and the homogeneous silicon nanorod 

system at 𝑎𝑎 = 74 nm  as the same symbol marked in (c). (c) The magnitude and phase of the 

homogeneous silicon nanorod (blue line in (a)) when tuning the radius 𝑎𝑎 from 69 nm to 80 nm. 

(d) Numerical simulations of the electrical field |𝐸𝐸𝑧𝑧|  (color bar) and propagation constant 𝑘𝑘 

(arrows) of the two systems at the black star’s location. Here the operating wavelength is 500 𝑛𝑛𝑛𝑛 

and the relative permittivity 𝜀𝜀𝑟𝑟  of the gold and silicon are −2.81 + 𝑖𝑖3.19  and 18.5 + 𝑖𝑖0.63 , 

respectively. 
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underlying mechanism, the magnitudes and phases of the dominant scattering 

coefficients is displayed in Fig. 3-3(b). According to Fig. 3-3(b), we can observe that the 

dominant mode in gold-silicon core-shell system is 𝑁𝑁 = 0 (electric dipole) when 𝑎𝑎 =

50 nm . However, with increasing 𝑎𝑎 , the 𝑁𝑁 = 1  mode (magnetic dipole) would 

gradually become another primary contribution. Moreover, the phase of the electric 

dipole mode is nearly 𝜋𝜋  (out of phase) at 𝑎𝑎 = 55 nm  when approach to the 

boundary of the 𝑁𝑁 = 0 region, as expected in Fig. 3-3(b). 

In the silicon nanowire system, we depicted a blue line in Fig. 3-3(a) by tuning the 

radius from 69 nm  to 80 nm . We also performed the mode analysis with 𝑛𝑛 =

[0, 1, 2, 3]  in Fig. 3-3(c), which the system obviously belongs to the 𝑁𝑁 = 2  region. 

This outcome reveals that although the domain of the silicon system performs as the 

𝑁𝑁 = 2  mode, it is surprisingly located at the 𝑁𝑁 = 1  region, which reflects the 

degeneracy of light scattering. Furthermore, when the radius of the silicon system is 

74 nm  (as the mark of black star), the absorption, scattering, and extinction are 

identical to that of the gold-silicon core-shell system with the outer radius 𝑎𝑎 = 66 nm, 

which can be readily understood by comparing the electric field distributions as shown 

in Fig. 3-3(d). In short, the gold-silicon core-shell and homogeneous silicon nanowires 

can provide the same power performances in light scattering. 

Next, we discussed the existence of the minimum-scattering superabsorbers, in 

which the system can absorb more energy while maintaining scattering by exciting 

more partial modes, as highlights in the red-dash box in Fig. 3-2. Consider a core-shell 

nanowire system made of silicon in shell and gold in core with the outer radius of 

132.98 nm and the inner to outer radius ratio of a fixed constant 0.42. The material 

dispersions are based on measurement results provided in [169]. In Fig. 3-4(a), the 

power distribution of the core-shell system with varying operation wavelength 𝜆𝜆 
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from 520 nm  to 540 nm , as denoted by the cyan line. In order to understand its 

inherent scattering coefficient components, we also plot the magnitudes and phases 

for each partial modes 𝑛𝑛 = [0, 1, 2], as shown in Fig. 3-4(b). In this wavelength range, 

the dominant modes are 𝑛𝑛 = [−1, 0, 1]. Note that only at 𝜆𝜆 = 530 nm, the cyan line 

would intersect with the boundary of the 𝑁𝑁 = 1 mode (as the black star marks in Fig. 

3-4(a)&(b)), revealing a system with lower scattering but larger absorption. In this case, 

the normalized absorption and normalized scattering power are 0.6  and 0.2 , 

respectively. In phase analysis of Fig. 3-4(b), it is interesting to see that the phases from 

dominant modes at 530 nm (black star) would be 𝜋𝜋. 

 
Figure 3-4 (a)(c) Normalized scattering and absorption power diagram of two kind of systems. The 

cyan line in (a) represents a core-shell nanorod with silicon in shell and gold in core. The outer radius 

𝑎𝑎 = 132.98 nm and the ratio of inner-outer radius is 0.42; The brown line in (c) represents the other 

core-shell nanorod with silicon in shell and silver in core. The outer radius 𝑎𝑎 = 51.6 nm and the 

ratio of inner-outer radius is 0.89. The black and purple lines indicate the boundary of 𝑁𝑁 = 0 and 

𝑁𝑁 = 1 modes, respectively. (b)(d) The corresponding magnitudes and phases of each partial mode 

for the system in (a) and (c). The operated wavelength 𝜆𝜆 is ranging from 520 nm to 540 nm and 

from 430 nm to 450 nm, respectively. In addition, the black star in (a)(b) and the black cross in 

(c)(d) are the intersection of the systems and the boundary of 𝑁𝑁 = 1  and 𝑁𝑁 = 0  modes, 

respectively. 
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Furthermore, we considered another system of silicon in shell and silver in core 

with an outer radius of 51.6 nm and the ratio of inner to outer radii 0.89. In Fig. 

3-4(c), the brown line shows the power distribution of scattering and absorption in the 

wavelength ranging from 430 nm to 450 nm. Obviously, the system is operated in 

the 𝑁𝑁 = 0 region. Here we marked the system operated at 440 nm by a black cross, 

which is the intersection with 𝑁𝑁 = 0 boundary, with the minimum-scattering super-

absorption property. The normalized absorption and normalized scattering power in 

this case are 0.18  and 0.05 , respectively. However, the contributed modes, as 

shown in Fig. 3-4(d), are 𝑛𝑛 = 0  and 𝑛𝑛 = 1 . According to the phase analysis in Fig. 

3-4(d), the phases of dominant modes do not need to be 𝜋𝜋. In addition, this system 

certainly possesses the desirable power performance for a minimum-scattering 

superabsorber. This outcome implies that when designing a system related to energy 

 
Figure 3-5 (a) Normalized scattering and absorption power distribution of a core-shell nanorod 

system with silicon in shell and gold in core. As the inset shows, the outer radius is fixed that 𝑎𝑎 =

140.4 nm  and the ratio of inner-outer radius 𝛾𝛾  is varying. The blue line represents the power 

distribution of the system when 𝛾𝛾 is varying from 0.9 to 1 (which implies the pure gold nanorod). 

The black, purple, and green lines indicate the boundary of 𝑁𝑁 = 0 , 𝑁𝑁 = 1 , 𝑁𝑁 = 2  modes, 

respectively. The blue star marks the intersection with the 𝑁𝑁 = 1 boundary, which is located at 𝛾𝛾 =

0.912, as shown in (b). (b) The corresponding magnitudes and phases of each dominant scattering 

coefficient for the system in (a). The operated wavelength 𝜆𝜆 is fixed at 500 nm. In addition, we 

assume the materials in this system are lossless, that is, the relative permittivity of gold and silicon 

here are −2.8 and 18.5, respectively. 
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issues, it enables an opportunity to loosen constraints of scattering coefficients when 

taking a system with higher partial modes into account. 

In a superscattering case, the system has multiple partial modes resonances 

operated at same wavelength beyond a single mode limit. This mechanism results 

from inducing confined surface waves in multi-layered system. The constraints can be 

loosened by employing more higher modes excited. In Fig. 3-5(a), a core-shell system 

with gold in core and silicon in shell is chosen to verify the assumption by tuning the 

inner to outer radius ratio 𝛾𝛾. Here the operating wavelength is fixed to 500 nm. In 

order to clearly observe the mode resonances, we assumed that the materials are 

lossless in this system. As shown in Fig. 3-5(b), the blue line denotes the system with 

𝛾𝛾 = 0.9 to 𝛾𝛾 = 1. We can observe that at 𝛾𝛾 = 0.912 (marked by a blue star), there 

is an intersection with the boundary of the 𝑁𝑁 = 1 mode while the dominant modes 

are 𝑛𝑛 = [−2,−1, 0, 1, 2] . In addition, its phases are not 𝜋𝜋 , either. As a result. this 

system displays a superscattering behavior achieved by exciting higher partial modes, 

i.e., quasi-supperscatters. 

3.6. Summary 

In this chapter, we proposed a theoretical model that can analyze all the dominant 

powers of scattering, absorption, and extinction modes and represent as a general 

power diagram using energy functions related to scattering and absorption and math 

techniques such as differential calculus and Lagrange multiplier. The power diagram is 

irrespective of any structure configuration, materials, and operating environment. For 

a system containing 𝑁𝑁  partial modes, there is a clear boundary in absorption, 

scattering, and extinction. Aling the boundary, all dominant scattering coefficients are 

the same. However, insides the boundary, there is no such relation for scattering 

coefficients. The region of a system with higher partial modes can completely cover a 
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system with lower modes. Therefore, it can properly induce higher scattering modes 

to simulate the same power distribution in lower ones, which represents the 

degeneracy of light scattering in absorption, scattering, and extinction. In addition, we 

also discussed several examples of quasi-minimum scattering superabsorption and 

quasi-superscattering. This work not only provides the complete information for 

power distribution in light scattering, but also loosen degrees of freedom in practical 

design of power harvesting and sensing. 
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4. RESTORATION OF ANTENNA RADIATION 

PATTERN USING CONDITIONAL GENERATIVE 

ADVERSARIAL NETWORK 

4.1. Introduction 

Antenna is indispensable to wireless communication nowadays. From televisions 

to mobile phones, people receive information propagating using different type of 

antennas in their daily life. Recently, the product using 5th generation technology 

standard (5G) has been well-developed [170]–[172]. With high frequency band signals, 

the wireless transmission rate rapidly speeds up. While 5G are expected as the 

foundation of the next generation’s technologies, there are several drawbacks needed 

to be improved [173]. One of the most series problems is the coverage rate. In 

exchange for the high speed, 5G signals are very sensitive to the environment due to 

the high frequency band, so that the coverage area of a 5G antenna is much smaller 

comparing to the antennas in previous generation. In order to make the coverage area 

as wide as possible in noisy environment, Unmanned Aerial Vehicles (UAVs) is used to 

measure the antenna radiation pattern and find the best place to set up 5G base 

stations recently [174]–[176]. The antenna radiation pattern plays an important role 

for deployment and configuration of antennas and their arrays. However, measuring 

an antenna's radiation pattern and gain is generally very time-consuming and is limited 

to specific planes or angles [97]–[99]. Hence, it is an urgent task to develop new 

measurement and characterization techniques that enable fast and accurate 

evaluation of radiation patterns of antennas placed in realistic environments. 

There are many previous works studying for an efficient method of the radiation 
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pattern measurement. One of the most popular techniques is to measure the field 

radiated within a short distance compared to the wavelength (i.e., Near-field region), 

and then evaluate the far-field radiation pattern from the near-field result, which is so-

called the near-field-far-field transformations (NF-FFT) [97]–[99]. Since the near-field 

pattern can be achieved by scanning a small measurement plane closed to the antenna 

mechanically, this kind of techniques can significantly reduce the acquisition time for 

the required spatial measurement [99]. Then, the far-field pattern can be acquired by 

the Fourier Transform (FT) analysis [103], [105]. The half-wavelength spatial sampling 

technique for the measurement data is also developed by Nyquist-Shannon theory, 

which is adopted as the most efficient algorithm for NF-FFT currently. 

Though NF-FFT is powerful especially when measuring the radiation pattern of 

large antennas, it is composed of complex mathematical models and the accuracy is 

easily to be affected by the tiny disturbance from the environment [177]. In addition, 

the finite size of the measurement plane, the presence of scattering in the 

environment, and the multi-reflection effect between the measurement plane and the 

probe can also influence the far-field pattern after the transformation [178]. As a result, 

it is required to search a more stable method with similar or better efficiency and 

accuracy. 

Recently, Machine learning (ML)-assisted models become popular and have been 

applied into many electromagnetic (EM) problems. Some ML techniques, such as the 

inverse design model, shows a strong potential in the substitution of numerical 

simulations and optimization of metamaterials, metasurfaces, or antennas [1], [5], 

[19]–[21], [26]–[28], [43], [46]. In addition to the common ML-assisted models such as 

principal component analysis (PCA) [179], [180], support vector machines (SVM) [181], 

[182], or K-nearest neighbors (KNN) [183], [184], the modern models based on neural 
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network (NN) structures present outstanding performance when dealing with a very 

large dataset of over millions of data amount [185]–[187]. Several NN models, such as 

convolutional neural networks (CNN) [188], [189], recurrent neural networks (RNN) 

[190], or deep neural networks (DNN) [191], [192] are commonly used in the inverse 

design models. In recent years, the generative adversarial networks (GAN) have also 

become one of the potential options since it enables accurate pattern recognition and 

restoration that have been validated in computer vision and image processing areas 

[193]–[197]. Different from traditional machine learning methods, GAN can learn how 

to generate new data with the same statistics as the training set and can be particularly 

useful for generating images that look authentic to human observers. In the field of 

the computer vision, it has been proved that GAN has a strong ability to dehaze or 

recover the blank of images [198]–[200]. In the same vein, GAN may allow one to 

exploit the limited measurement data to evaluate the detailed radiation pattern with 

sidelobes and nulls, so that extremely reduce the measuring time of UAVs.  

Based on our literature review, none of prior works applied GAN to radiation 

pattern measurement as far as we know. Hence in this chapter, we proposed a new 

class of neural network architecture, generative adversarial network (GAN), that can 

rapidly and accurately evaluate the radiation pattern of antennas and their arrays. In 

our proposed method, the GAN model is trained using the simulated radiation 

patterns of antennas with different geometries and array configurations, which are 

available in our database. First, the GAN generator is fed with different antenna 

geometries and fragments of radiation pattern. Then, the GAN generator attempts to 

create (recover) the entire radiation pattern in angular space, while the discriminator 

will compare the similarity between the real plot obtained from full-wave simulations 

and the plots made by the generator. Finally, the generator is expected to complete 
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the entire radiation pattern of the antenna, even though a few data points are known. 

As a result, the proposed GAN model can enable measuring the full 3-D radiation 

pattern of an antenna without tediously measuring the radiated power at all angles, 

resulting in a significant reduction in the measurement time. 

4.2. Motivation 

The antenna radiation pattern plays the most important role for deployment and 

configuration of antennas and their arrays. In general, measuring an antenna's 

radiation pattern and gain is very time-consuming and is limited to specific planes or 

angles. Hence, it is an urgent task to develop new measurement and characterization 

techniques that enable fast and accurate evaluation of radiation patterns of antennas 

placed in realistic environments, especially for the future 5G network with massive 

base stations in noisy environments. The proposed GAN model can enable measuring 

the full 3-D radiation pattern of an antenna without tediously measuring the radiated 

power at all angles, resulting in a significant reduction in the measurement time. We 

envision that the proposed technique may be beneficial for practical experimental 

measurements of antenna radiation patterns, radar cross sections (RCS), wireless 

channel capacities, as well as various radiation and scattering parameters. 

4.3. Definition of Terms 

The definition of the key terms in this chapter is descripted as follow: 

(a) Radiation pattern 

The radiation pattern refers to the directional or angular dependence of 

the intensity or gain of the radio waves transmitted from the source. In the 

field of antenna design, the radiation pattern usually implies the far-field 
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pattern of the antenna, that is, the distribution of the intensity or power per 

solid angle and the directivity gain when the radio waves propagate to infinity. 

Due to the interferes of the radio waves, the intensity will have local maxima 

at the angles where the radio waves arrive in phase, and local minima at the 

angles where the radio waves arrive out of phase, result in the “lobes” 

visualized on the radiation pattern plot. For directional antennas, there is a 

main lobe (global maximum of the radiation pattern) at the desired angle and 

many side lobes which the maximum values are smaller than the maximum 

of the main lobe along the rest undesired directions. Fig. 4-1 represents an 

example of the radiation patterns of a Yagi-Uda antenna which has operating 

frequency at 300 MHz. It can be seen that the antenna has a main lobe along 

the positive z-axis and several side lobes next to the main lobe, implies that 

most of the radiation waves concentrates on the top direction. In addition, 

the 3-D radiation pattern can be fully interpreted by two 2-D radiation 

patterns that from the views of the azimuth angle equals to 0𝑜𝑜 (E-plane) and 

90𝑜𝑜 (H-plane). 

(b) Antenna gain and the directivity 



62 
 

The antenna’s gain is a key performance that describes how well the 

antenna converts power into radio waves in a specified direction (or desired 

direction of directional antennas). It is defined as the ratio of the power 

produced by the antenna to the power produced by the ideal (lossless) 

isotropic antenna, i.e. 

𝐺𝐺 = 𝜖𝜖𝑚𝑚𝑛𝑛𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑚𝑚𝜂𝜂 

where 𝜖𝜖𝑚𝑚𝑛𝑛𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑚𝑚 = 𝑃𝑃0 𝑃𝑃𝑖𝑖𝑛𝑛⁄   is the efficiency and 𝜂𝜂 = 𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚 𝑈𝑈0⁄   is the 

directivity of the antenna. Antenna gain and the directivity are usually 

expressed in decibels (dB) or decibels-isotropic (dBi). 

(c) Generative adversarial network (GAN) 

GAN is a type of neural networks (NN) proposed by I. Goodfellow et al. 

[201] in 2014. Unlike conventional NN, GAN involves two network models: the 

generator and the discriminator. The generator attempts to make “fake” data 

as real data as possible, while the discriminator tries to distinguish whether 

the data are fake or not. The two networks contest with each other and get 

 
Figure 4-1 An example of the far-field radiation pattern of antennas. (a) The 3-D radiation pattern, 

(b) The 2-D radiation pattern with azimuth angle equals to 0𝑜𝑜 (E-plane), and (c) The 2-D radiation 

pattern with azimuth angle equals to 90𝑜𝑜 of a Yagi-Uda antenna which has operating frequency 

at 300 MHz. 
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the best performance eventually. Therefore, GAN is the combination of 

unsupervised learning and reinforcement learning. There are many 

applications in the field of computer vision such as image style transferring, 

super-resolution, and image recovering. In our proposed model, GAN is also 

used to recover the radiation patter from the coarse measurement data as 

similar as image recovering. 

4.4. Procedure 

The proposed method is described as Fig. 4-2 and is executed with the steps as 

follow: 

(1) Data collection 

Ideally, the desired radiation patterns of antennas were supposed to be 

measured in the anechoic chamber. Unfortunately, due to the covid-19 

pandemic, it is limited to work in the lab and collect varieties of data for 

 
Figure 4-2 The procedure of the experiment for the proposed model. Each step is explained in 

detail in Sect. 5.4. 
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model’s training. Therefore, we generated the desired data from both 

analytical solutions using Matlab and numerical simulation using Finite 

Element Analysis (FEA) for the initial training of the proposed model. 

(2) Data pre-processing 

Based on our initial trial, using the radiation pattern plot to train the 

proposed NN model is in fact inappropriate since it only consists of edges of 

the lobes so that the features are too less to be discriminated. As a result, the 

form of the dataset is transferred to the two-dimensional array D with the size 

of 64 × 64. Each element of D is the intensity measuring per solid angle, i.e. 

𝜂𝜂𝑖𝑖,𝑗𝑗 = 𝑀𝑀(𝜃𝜃𝑖𝑖 ,𝜙𝜙𝑗𝑗) 

Where 𝜃𝜃  and 𝜙𝜙  are the polar angle (angle with respect to z-axis) and 

azimuth angle (angle with respect to x-axis), respectively. With this form, the 

blanks in the radiation pattern plot are all discarded, and the features become 

more concentrated. The input data fully contains the information of the 

radiation pattern in angular space. In addition, since the array are arranged 

with 𝜃𝜃  and 𝜙𝜙 , each element is strong correlated to its neighbor, which 

makes the estimation of the proposed model be more reliable. 

(3) Model training 

The proposed model is based on deep convolutional GAN (DCGAN) and 

conditional GAN (c-GAN). GAN is a mutually competitive model that consists 

of two NN system: the generator and discriminator. Each epoch, both the 

generator and discriminator are trained simultaneously. The generator 

generates “fake” data from an input of random Gaussian noises, and then 

feeds the fake data as well as the “real” data (i.e., the dataset from step (1) 
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and (2)) into the discriminator. The discriminator learns how to distinguish the 

two kinds of data, while the generator improves its skill to mimic the real data 

and produce the data as real as possible. In order to make GAN model be 

usable, this procedure needs to be executed with a huge amount of iterations 

(approximately 500 ~ 1,000 epochs) since the goal is much more complex 

comparing to common NN model such as convolutional NN (CNN) or residual 

NN (ResNet). The rest detail of the proposed GAN models will be described in 

the following section in this chapter.  

(4) Model validation 

There are two goals in our proposed model. First, we expect the 

generator can not only generate the data like real one from random noises, 

but also restore the data measuring sparsely or with some missing part. In 

addition, we also expect the training enable the discriminator to distinguish 

the type of the antenna or object making the radiation pattern. We have tried 

several ways and decided to used c-GAN to achieve the goals eventually since 

the c-GAN model enable to generate specific data based on the additional 

input (which is the meaning of “conditional-”). Comparing to the mixture of 

DCGAN and other NN such as artificial NN (ANN) or encoder-decoder, the c-

GAN model achieves the goal more directly. As a result, in this step, the 

condition input is the data measured sparsely. The generator of the proposed 

c-GAN model is expected to restore the sparse data and output the entire 

radiation pattern plot. 

(5) Training and Testing with noisy data 

In our propose, the model should be able to accurately estimate the radiation 
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patterns measured in noisy environments. Though currently it is not available 

to generate this kind of data (since the experiments are necessary), we 

assume the next step is to make the model be able to be applied in this 

condition using transfer learning technique. 

The rest of this chapter will introduce the concepts and tools needed in detail. 

4.5. Configurations of Antennas and Radiation Patterns 

To simplify the problem, we will start with Yagi-Uda antenna. Yagi-Uda antenna is 

an antenna array consisting of several dipole antennas which are so-called parasitic 

elements. The dipole antenna oriented to the desired direction are the director and 

driven element, while the lengthy one at the end of the structure is the reflector. The 

current on the reflector lags the current on the driven element by 𝜋𝜋 (out of phase), 

result in the destructive interference so that the waves toward the direction of the 

reflector is cancelled. On the other hand, due to the reactance caused by the length 

difference, the current on the reflector adds another 𝜋𝜋  phase difference to the 

director, leading the constructive interference of the waves toward the direction of the 

director. As a result, Yagi-Uda antenna has very high directivity. Yagi-Uda antenna can 

be designed as the microstrip antenna integrated on the chip and applied to 5G 

telecom due to its high directivity and simplicity of the structure. It can also apply to 

many wireless technologies such as Wi-Fi, Bluetooth, and RF-ID. 
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An example of the radiation pattern of a Yagi-Uda antenna is presented as Fig. 4-3. 

The main lobe towards the forward direction (the direction of the director) with four 

side lobes (due to the destructive interference) toward the rest directions. Comparing 

to other antennas, the radiation pattern of Yagi-Uda antennas is simpler because of its 

high directivity, hence it is suitable to be the initial data for the proposed model. In 

addition to Yagi-Uda Antennas, there are also other types of antennas applied into the 

proposed model, such as dipole antennas and reflector antennas with different 

reflectors, which are shown in Fig. 4-4. 

 

Figure 4-3 The schematic of an example of the Yagi-Uda antenna and its radiation pattern. 
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4.6. Numerical Simulation Using Finite Element Method 

To well-train and validate the proposed NN models, the large amount of data is 

necessary. Since it is difficult to collect bunches of measurement data within a short 

time, the numerical simulation is a suitable substitution. We mainly use ANSYS HFSS 

software to simulate variety of antennas and generate their radiation patterns. ANSYS 

HFSS is based on the finite element method (FEM) which has been widely used to solve 

not only EM but also optical or mechanical problems. In FEM, the complex geometry 

 
Figure 4-4 Examples for the types of antenna radiation patterns applied into the proposed model: 

(a) Dipole antenna and reflector antennas with (b) Plane reflector (c) Disk reflector (d) Grid 

reflector, respectively. 
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is divided to many tiny subdomains called mesh. Each mesh contains the same 

environment configuration inside so that it can be represent by a set of linear 

equations that approximate the original complex partial differential equations (PDE) 

using Galerkin’s formulation method: 

�𝐾𝐾𝑖𝑖𝑗𝑗𝜑𝜑𝑗𝑗

𝑁𝑁
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Ω

 

or in matrix form: 

[𝐾𝐾]{𝜑𝜑} = {𝑏𝑏} 

The entire problem can be analyzed by solving the equations of the meshes 

individually. The calculation process starts from the mesh with initial condition, and 

then the meshes next to the first one, and so on. The result of the previous mesh 

becomes the boundary condition of the next mesh, hence the process eliminate the 

spatial derivatives from the original PDE.  

In general, the mesh is usually the triangle since it can fit any kind of the complex 

geometry of the structure. The angles of the mesh should not be too small in order to 

make the result be more accurate. Ideally, the best shape of the mesh is regular 

triangle. In practice, however, the mesh would be acute triangle to fit the boundary of 

the complex geometry of the designed structure. 
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4.7. Generative Adversarial Network 

GAN involves two network models: the generator and the discriminator. The 

generator attempts to make “fake” data as real data as possible, while the 

discriminator tries to distinguish whether the data are fake or not. The two networks 

contest with each other and get the best performance eventually. Unlike common NN 

models, there is no explicit discrimination of the training and testing steps. All the real 

data are used to train the discriminator network and then the fake data made by the 

generator network are used to test the discriminator network. Then the generator 

network improve itself based on the score of the test of the discriminator. 

In our model, the binary cross-entropy loss function is used to measure the 

performance of the discriminator model:  

𝐿𝐿𝑜𝑜𝐶𝐶𝐶𝐶 = −(𝑦𝑦 log(𝑝𝑝) + (1 − 𝑦𝑦) log(1 − 𝑝𝑝)) 

where 𝑦𝑦 = {0, 1} is the label of the correct classification (0: fake data generated by 

the generator network, 1: real data collected from the experiments) and p is the 

predicted probability of the classification by the discriminator network. In our 

proposed model,  

𝑝𝑝 = tanh (𝜀𝜀𝑑𝑑) 

where 𝜀𝜀𝑑𝑑 is the output of the discriminator network. 

Next, the Adam optimizer is used to modify the parameters of the network. The 

Adam optimizer is proposed by D. P. Kingma et al. [202] in 2014. It is an algorithm for 

1st order gradient-based optimization of stochastic objective functions based on 

adaptive estimates of lower-order moments. The equations are straightforward to 

implement: 
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are the momentum and velocity of the gradient, respectively. 

As we mentioned in Sect. 5.4, the measuring data will be transferred to a two-

dimensional array D with the shape 64 × 64. Each element of D contains the intensity 

measuring per solid angle, i.e. 

𝜂𝜂𝑖𝑖,𝑗𝑗 = 𝑀𝑀(𝜃𝜃𝑖𝑖 ,𝜙𝜙𝑗𝑗) 

If we consider 𝜂𝜂𝑖𝑖,𝑗𝑗 as the intensity of a pixel, the array D can be seen as a grey-scale 

image of size 64 × 64 . Therefore, it is easier to load the experimental data to the 

model. Since for the radiation pattern, the relative intensity of each solid angle is more 

meaningful comparing to the absolute intensity, we can normalize the data by: 

𝜂𝜂𝚤𝚤𝚤𝚤� =
𝜂𝜂𝑖𝑖𝑗𝑗 − min (𝜂𝜂𝑖𝑖𝑗𝑗)

max�𝜂𝜂𝑖𝑖𝑗𝑗� − min (𝜂𝜂𝑖𝑖𝑗𝑗)
 

Hence the value of all the elements of D is within the range of [0, 1], which rapidly 

increases the accuracy of the generator network.  
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The schematic of the proposed model is represented in Fig. 4-5. “G” and “D” imply 

the generator and discriminator networks of the c-GAN structure, respectively. The 

radiation pattern data is first transformed to 2-D spatial correlated array and 

normalized to [0, 1]. For the input of the generator, part of the information of the 

input radiation pattern is randomly removed (i.e., the elements are reset as zero). The 

generator receives the 2-D sparse radiation pattern as the condition and tries to 

restore the entire radiation pattern. The discriminator receives the real and restored 

2-D radiation pattern and attempts to distinguish which one is real. The generator 

keeps improving itself based on the criteria made by the discriminator and eventually 

learns the ability of radiation pattern restoration. 

 

Figure 4-5 The schematic of the proposed c-GAN model. “G” and “D” imply the generator and 

discriminator networks of the c-GAN structure, respectively. The generator receives the 2-D 

sparse radiation pattern as the condition and tries to restore the entire radiation pattern. The 

discriminator receives the real and restored 2-D radiation pattern and attempts to distinguish 

which one is real. The generator keeps improving itself based on the criteria made by the 

discriminator and eventually learns the ability of radiation pattern restoration. 
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4.8. Results and Discussion 

(a) Radiation Pattern of Dielectric Ball Scattering 

An initial trial using the radiation patterns of the radiation wave scattered by a 

dielectric ball with different size and material properties is presented in this section in 

order to verify the feasibility of the proposed GAN model. The measurement object 

and the environment are explained as follows: 

A dielectric ball with permittivity 𝜖𝜖𝑑𝑑 permeability 𝜇𝜇𝑑𝑑 is placed in the space. An 

incident wave with central frequency 𝑓𝑓𝑛𝑛 propagating toward the center of the ball. 

Let the incident wave function be expressed as 

Ψinc(𝒛𝒛) = 𝑅𝑅−𝑗𝑗𝑘𝑘𝒛𝒛 

where k is the wave number and z is the incident direction. According to Maxwell’s 

equation, the total wave satisfies the Helmholtz equations: 

∇ Ψ + 𝑘𝑘2 Ψ = 0 

where Ψ = Ψ𝑖𝑖𝑛𝑛𝑠𝑠 + Ψ𝑠𝑠𝑠𝑠𝑚𝑚 is the total field. Since Ψ is independent of the azimuth 

angle 𝜙𝜙, it can be transferred as a scalar function of the elevator angle 𝜃𝜃, i.e., 

Ψ = 𝑅𝑅−𝑗𝑗𝑘𝑘𝑧𝑧 = 𝑅𝑅−𝑗𝑗𝑘𝑘𝑟𝑟𝑠𝑠𝑜𝑜𝑠𝑠𝑗𝑗 

By using wave transform, Ψ can be expanded as the spherical wave function 

Ψ = �𝑗𝑗−𝑛𝑛(2𝑛𝑛 + 1)𝑗𝑗𝑛𝑛(𝑘𝑘𝜀𝜀)𝑃𝑃𝑛𝑛(cos 𝜃𝜃)
∞

𝑛𝑛=0

 

Where 𝑗𝑗𝑛𝑛(𝑘𝑘𝜀𝜀)  are the spherical Bessel functions and 𝑃𝑃𝑛𝑛(cos 𝜃𝜃) = 𝑃𝑃𝑛𝑛0(cos 𝜃𝜃) 

are the Legendre polynomials. Therefore, the 𝜃𝜃- and 𝜙𝜙-components of the incident 

electrical and magnetic fields are 
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𝑛𝑛(𝑛𝑛 + 1) �𝑗𝑗𝐽𝐽𝑛𝑛

′ (𝑘𝑘𝜀𝜀)
𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)

𝜖𝜖𝜃𝜃
+ 𝐽𝐽𝑛𝑛(𝑘𝑘𝜀𝜀)

𝑃𝑃𝑛𝑛1(cos𝜃𝜃)
sin𝜃𝜃 �

∞

𝑛𝑛=1

 

𝐸𝐸𝜙𝜙𝑖𝑖𝑛𝑛𝑠𝑠 =
𝐸𝐸0 sin𝜙𝜙
𝑘𝑘𝜀𝜀

� 𝑗𝑗−𝑛𝑛
2𝑛𝑛 + 1
𝑛𝑛(𝑛𝑛 + 1) �𝑗𝑗𝐽𝐽𝑛𝑛

′ (𝑘𝑘𝜀𝜀)
𝑃𝑃𝑛𝑛1(cos𝜃𝜃)

sin𝜃𝜃
+ 𝐽𝐽𝑛𝑛(𝑘𝑘𝜀𝜀)

𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
𝜖𝜖𝜃𝜃 �

∞

𝑛𝑛=1

 

𝑀𝑀𝑗𝑗𝑖𝑖𝑛𝑛𝑠𝑠 = −
𝑀𝑀0 sin𝜙𝜙
𝑘𝑘𝜀𝜀

� 𝑗𝑗−𝑛𝑛
2𝑛𝑛 + 1
𝑛𝑛(𝑛𝑛 + 1) �𝐽𝐽𝑛𝑛

(𝑘𝑘𝜀𝜀)
𝑃𝑃𝑛𝑛1(cos𝜃𝜃)

sin𝜃𝜃
+ 𝑗𝑗𝐽𝐽𝑛𝑛′ (𝑘𝑘𝜀𝜀)

𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
𝜖𝜖𝜃𝜃 �

∞

𝑛𝑛=1

 

𝑀𝑀𝜙𝜙𝑖𝑖𝑛𝑛𝑠𝑠 = −
𝑀𝑀0 cos𝜙𝜙

𝑘𝑘𝜀𝜀
� 𝑗𝑗−𝑛𝑛

2𝑛𝑛 + 1
𝑛𝑛(𝑛𝑛 + 1) �

𝐽𝐽𝑛𝑛(𝑘𝑘𝜀𝜀)
𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)

𝜖𝜖𝜃𝜃
+ 𝑗𝑗𝐽𝐽𝑛𝑛′ (𝑘𝑘𝜀𝜀)

𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
sin𝜃𝜃 �

∞

𝑛𝑛=1

 

Where 𝐽𝐽𝑛𝑛(𝑘𝑘𝜀𝜀)  are the Riccati-Bessel functions and 𝐸𝐸𝑟𝑟𝑖𝑖𝑛𝑛𝑠𝑠 = 𝑀𝑀𝑟𝑟𝑖𝑖𝑛𝑛𝑠𝑠 = 0  since 

there is no electrical and magnetic fields along the direction of wave propagation. The 

analytical solution of the scattering fields can be obtained from the incident fields: 

𝐸𝐸𝑟𝑟𝑠𝑠𝑠𝑠 = 𝐸𝐸0
cos𝜙𝜙
𝑗𝑗(𝑘𝑘𝜀𝜀)2�𝑎𝑎𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)𝑀𝑀�𝑛𝑛

(2)(𝑘𝑘𝜀𝜀)𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
∞

𝑛𝑛=0

 

𝐸𝐸𝑗𝑗𝑠𝑠𝑠𝑠 = −
𝐸𝐸0 cos𝜙𝜙
𝑘𝑘𝜀𝜀

� �𝑎𝑎𝑛𝑛𝑗𝑗𝑀𝑀�𝑛𝑛
(2)′(𝑘𝑘𝜀𝜀)

𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
𝜖𝜖𝜃𝜃

+ 𝑏𝑏𝑛𝑛𝑀𝑀�𝑛𝑛
(2)(𝑘𝑘𝜀𝜀)

𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
sin𝜃𝜃 �

∞

𝑛𝑛=1

 

𝐸𝐸𝜙𝜙𝑠𝑠𝑠𝑠 =
𝐸𝐸0 sin𝜙𝜙
𝑘𝑘𝜀𝜀

� �𝑎𝑎𝑛𝑛𝑗𝑗𝑀𝑀�𝑛𝑛
(2)′(𝑘𝑘𝜀𝜀)

𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
sin𝜃𝜃

+ 𝑏𝑏𝑛𝑛𝑀𝑀�𝑛𝑛
(2)(𝑘𝑘𝜀𝜀)

𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
𝜖𝜖𝜃𝜃 �

∞

𝑛𝑛=1

 

𝑀𝑀𝑟𝑟𝑠𝑠𝑠𝑠 = 𝑀𝑀0
sin𝜙𝜙
𝑗𝑗(𝑘𝑘𝜀𝜀)2�𝑏𝑏𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)

∞

𝑛𝑛=0

𝑀𝑀�𝑛𝑛
(2)(𝑘𝑘𝜀𝜀)𝑃𝑃𝑛𝑛1(cos 𝜃𝜃) 

𝑀𝑀𝑗𝑗𝑠𝑠𝑠𝑠 = −
𝑀𝑀0 sin𝜙𝜙
𝑘𝑘𝜀𝜀

� �𝑎𝑎𝑛𝑛𝑀𝑀�𝑛𝑛
(2)(𝑘𝑘𝜀𝜀)

𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
sin𝜃𝜃

+ 𝑏𝑏𝑛𝑛𝑗𝑗𝑀𝑀�𝑛𝑛
(2)′(𝑘𝑘𝜀𝜀)

𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
𝜖𝜖𝜃𝜃 �

∞

𝑛𝑛=1

 

𝑀𝑀𝜙𝜙𝑠𝑠𝑠𝑠 = −
𝑀𝑀0 sin𝜙𝜙
𝑘𝑘𝜀𝜀

� �𝑎𝑎𝑛𝑛𝑀𝑀�𝑛𝑛
(2)(𝑘𝑘𝜀𝜀)

𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
𝜖𝜖𝜃𝜃

+ 𝑏𝑏𝑛𝑛𝑗𝑗𝑀𝑀�𝑛𝑛
(2)′(𝑘𝑘𝜀𝜀)

𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
sin𝜃𝜃 �

∞

𝑛𝑛=1

 

And the internal fields due to the refraction are 
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𝐸𝐸𝑟𝑟𝑖𝑖𝑛𝑛𝑒𝑒 = 𝐸𝐸0
cos𝜙𝜙
𝑗𝑗(𝑘𝑘𝑑𝑑𝜀𝜀)2�𝑐𝑐𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)𝐽𝐽𝑛𝑛(𝑘𝑘𝜀𝜀)𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)

∞

𝑛𝑛=0

 

𝐸𝐸𝑗𝑗𝑖𝑖𝑛𝑛𝑒𝑒 = −
𝐸𝐸0 cos𝜙𝜙
𝑘𝑘𝑑𝑑𝜀𝜀

� �𝑐𝑐𝑛𝑛𝑗𝑗𝐽𝐽𝑛𝑛′ (𝑘𝑘𝑑𝑑𝜀𝜀)
𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)

𝜖𝜖𝜃𝜃
+ 𝜖𝜖𝑛𝑛𝐽𝐽𝑛𝑛(𝑘𝑘𝑑𝑑𝜀𝜀)

𝑃𝑃𝑛𝑛1(cos𝜃𝜃)
sin𝜃𝜃 �

∞

𝑛𝑛=1

 

𝐸𝐸𝜙𝜙𝑖𝑖𝑛𝑛𝑒𝑒 =
𝐸𝐸0 sin𝜙𝜙
𝑘𝑘𝑑𝑑𝜀𝜀

� �𝑐𝑐𝑛𝑛𝑗𝑗𝐽𝐽𝑛𝑛′ (𝑘𝑘𝑑𝑑𝜀𝜀)
𝑃𝑃𝑛𝑛1(cos𝜃𝜃)

sin𝜃𝜃
+ 𝜖𝜖𝑛𝑛𝐽𝐽𝑛𝑛(𝑘𝑘𝑑𝑑𝜀𝜀)

𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
𝜖𝜖𝜃𝜃 �

∞

𝑛𝑛=1

 

𝑀𝑀𝑟𝑟𝑖𝑖𝑛𝑛𝑒𝑒 = 𝐸𝐸0
sin𝜙𝜙

𝑗𝑗𝜂𝜂𝑑𝑑(𝑘𝑘𝑑𝑑𝜀𝜀)2�𝜖𝜖𝑛𝑛𝑛𝑛(𝑛𝑛 + 1)
∞

𝑛𝑛=0

𝐽𝐽𝑛𝑛(𝑘𝑘𝑑𝑑𝜀𝜀)𝑃𝑃𝑛𝑛1(cos 𝜃𝜃) 

𝑀𝑀𝑗𝑗𝑖𝑖𝑛𝑛𝑒𝑒 = −
𝐸𝐸0 sin𝜙𝜙
𝜂𝜂𝑑𝑑𝑘𝑘𝑑𝑑𝜀𝜀

� �𝑐𝑐𝑛𝑛𝐽𝐽𝑛𝑛(𝑘𝑘𝑑𝑑𝜀𝜀)
𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)

sin𝜃𝜃
+ 𝜖𝜖𝑛𝑛𝑗𝑗𝐽𝐽𝑛𝑛′ (𝑘𝑘𝑑𝑑𝜀𝜀)

𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)
𝜖𝜖𝜃𝜃 �

∞

𝑛𝑛=1

 

𝑀𝑀𝜙𝜙𝑖𝑖𝑛𝑛𝑒𝑒 = −
𝐸𝐸0 cos𝜙𝜙
𝜂𝜂𝑑𝑑𝑘𝑘𝑑𝑑𝜀𝜀

� �𝑐𝑐𝑛𝑛𝐽𝐽𝑛𝑛(𝑘𝑘𝑑𝑑𝜀𝜀)
𝜖𝜖𝑃𝑃𝑛𝑛1(cos 𝜃𝜃)

𝜖𝜖𝜃𝜃
+ 𝜖𝜖𝑛𝑛𝑗𝑗𝐽𝐽𝑛𝑛′ (𝑘𝑘𝑑𝑑𝜀𝜀)

𝑃𝑃𝑛𝑛1(cos𝜃𝜃)
sin𝜃𝜃 �

∞

𝑛𝑛=1

 

The coefficients 𝑎𝑎𝑛𝑛, 𝑏𝑏𝑛𝑛, 𝑐𝑐𝑛𝑛,𝜖𝜖𝑛𝑛 can be obtained using the boundary conditions  

�𝐸𝐸𝑗𝑗𝑖𝑖𝑛𝑛𝑠𝑠 + 𝐸𝐸𝑗𝑗𝑠𝑠𝑠𝑠�𝑟𝑟=𝑚𝑚 = �𝐸𝐸𝑗𝑗𝑖𝑖𝑛𝑛𝑒𝑒�𝑟𝑟=𝑚𝑚 

�𝐸𝐸𝜙𝜙𝑖𝑖𝑛𝑛𝑠𝑠 + 𝐸𝐸𝜙𝜙𝑠𝑠𝑠𝑠�𝑟𝑟=𝑚𝑚 = �𝐸𝐸𝜙𝜙𝑖𝑖𝑛𝑛𝑒𝑒�𝑟𝑟=𝑚𝑚  

�𝑀𝑀𝑗𝑗𝑖𝑖𝑛𝑛𝑠𝑠 + 𝑀𝑀𝑗𝑗𝑠𝑠𝑠𝑠�𝑟𝑟=𝑚𝑚 = �𝑀𝑀𝑗𝑗𝑖𝑖𝑛𝑛𝑒𝑒�𝑟𝑟=𝑚𝑚 

�𝑀𝑀𝜙𝜙𝑖𝑖𝑛𝑛𝑠𝑠 + 𝑀𝑀𝜙𝜙𝑠𝑠𝑠𝑠�𝑟𝑟=𝑚𝑚 = �𝑀𝑀𝜙𝜙𝑖𝑖𝑛𝑛𝑒𝑒�𝑟𝑟=𝑚𝑚   

We can then evaluate the radiation pattern, or in other words, the intensity of 

the scattering wave at a long distance far from the dielectric ball per solid angle as 

[𝑀𝑀𝑟𝑟(𝜃𝜃,𝜙𝜙)]𝑟𝑟≫𝑚𝑚 = �[�|𝐸𝐸𝑠𝑠𝑠𝑠|�2 + �|𝑀𝑀𝑠𝑠𝑠𝑠|�2]𝑟𝑟≫𝑚𝑚 

Since the 𝑀𝑀𝑟𝑟  are arranged as an array in angular space, the intensity of the 

radiation patterns can be plotted as a 2-D intensity or contour images. An example of 
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the 2-D radiation pattern plot is shown in Fig. 4-6. 

A complete 2-D radiation pattern dataset is generated by the analytical solution 

derived in the previous paragraph using the Matlab-kernel and is fed into the proposed 

GAN model to validate if GAN can generate the radiation plot similar or the same as 

Fig. 4-6. In our proposed model, the discriminator network consists of five convolution 

layers with batch-normalization layers of each that extract features of the data arrays. 

In the last layer, a non-linear activate function, tanh(∙), is applied to regularize the 

outputs to [0, 1], which represents the probability of how real of the input data. On 

the other hand, the generator network consists of the same number of deconvolution 

layers as the discriminator network and is fed with a Gaussian noise. The outputs are 

 

Figure 4-6 An example of the intensity (left) and contour (right) 2-D radiation pattern plots of the 

radiation wave scattered by a dielectric ball with permittivity 𝜖𝜖𝑑𝑑  and permeability 𝜇𝜇𝑑𝑑. 
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the intensity array of the size 64 × 64. Two samples of the radiation pattern plotted 

by the proposed GAN model are shown as Fig. 4-7. It is proved that the GAN model has 

the strong potential in generating the 2-D radiation pattern plots. It is noticed that the 

contour plots in the right side of Fig. 4-7 also contains some noises especially at the 

location with weak intensities. This is due to the limitation of GAN and can be improved 

using the low pass filter when in the post-processing step. 

In this experiment, we also test different kinds of the GAN structure and different 

pre-processing methods to find the optimal model since GAN is difficult to find a set 

of optimal parameters theoretically. The result in Fig. 4-7 is plotted by the model with 

the best performance comparing to others. 

 
Figure 4-7 The 2-D radiation patterns generated using the proposed GAN model. The intensity 

plots (left) show that GAN can produce radiation patterns as real. The contour plots (right) show 

the detail of the generated radiation patterns. 
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(b) Antenna Radiation Patterns Restoration Using C-GAN 

The second experiment is to restore the real antenna radiation patterns with the 

sparse radiation pattern that some information is missing. Radiation patterns of 

several types of the antenna are generated using the Matlab kernel and the numerical 

simulation. The type of antennas includes dipole antennas, Yagi-Uda antennas, 

reflector Antennas with the plane, disk, parabolic, corner, and grid reflectors. Several 

samples of the antenna radiation patterns are displayed in Fig. 4-3 and 4-4. Here we 

display a few more antenna radiation pattern’s samples as well as the pre-processing 

procedure, as Fig. 4-8. In addition, the proposed condition-GAN (c-GAN) model is 

represented in Fig. 4-5. The result for the pattern restoration is as shown in Fig. 4-9. In 

order to prove that the proposed model can recognize the sparse radiation pattern 

and restore the missing elements, we list five examples from the test dataset that is 

not involved in the training procedure. According to Fig. 4-9, it is proved that the sparse 

antenna radiation patterns can actually be well-recovered from the proposed GAN 

model. Similar as Sect. 5.8(a), some noises appear in the restored patterns. However, 

as the amount of data increases, the proposed model becomes more stable. In fact, 

most of the noises happened at low intensity areas, while the parts where the modes 

locate are nearly the same as the original radiation pattern, which implies the powerful 

potential for radiation pattern restoration of the proposed c-GAN model. 
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Figure 4-8 Samples for the antenna radiation patterns used in the proposed c-GAN model. (a)(b) 

Yagi-Uda antennas. (c)(d) Reflector antennas. Each samples contain the schematic of the antenna 

structure, the 3-D radiation pattern, and the 2-D radiation pattern used to train the model. 
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Figure 4-9 The result of radiation pattern restoration. Left: Original patterns generated by the 

numerical simulation. Right: Restored patterns by the proposed c-GAN model. 
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4.9. Summary 

In this chapter, we proposed a method using the GAN model that can support the 

tasks of radiation patterns’ measurement and enables a fast and accurate evaluation 

of radiation patterns of different types of antennas. The procedure of the experiment 

is described and explained in detail. To demonstrate the feasibility, the initial of the 

dielectric ball scattering experiment is also represented. In the experiment, different 

GAN network structures have been implemented in order to optimize the structure 

parameters of the proposed model. The first experiment demonstrates the potential 

of the proposed GAN model that can generate the radiation patterns similar or nearly 

the same as real radiation patterns. In addition, the result of the second experiment 

shows the ability of antenna pattern restoration from the sparse radiation pattern. 

Though the proposed GAN model still unavoidably produces some noises at low 

intensity areas, it performs well when recovering the part where mode appears. As a 

result, we believe that the proposed method is feasible and worthy to further study 

and apply into 5G telecom and antenna design. Generally speaking, measuring an 

antenna's radiation pattern and gain is very time-consuming and is limited to specific 

planes or angles. We expect the proposed model that enable a fast and accurate 

evaluation of radiation patterns of antennas even placed in realistic environments and 

can be applied to support the construction of 5G base stations in the future. 
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5. MACHINE LEARNING-ASSISTED DESIGN OF 

METASURFACE RADOMES 

5.1. Introduction 

Nowadays, the growing demand for broad channel bandwidth and high data 

transmission rate has become an essential topic in modern wireless communication 

systems and is needed to be developed urgently [92]. As the breakthrough of the 5th 

generation (5G) technology, bunches of advanced technologies, such as internet of 

things (IoTs) [89], autonomous driving [90], healthcare and medical applications [91], 

and smart home technologies [92]. Due to the requirement for incorporating multiple 

antennas into an equipment, the development of the multiple-input and multiple-

output (MIMO) antenna array has got a great concern since it enable both high 

capacities and high-speed wireless communication [203], hence becomes an 

extremely popular topic recently. 

Though it seems convenient, the design of MIMO systems has several challenges 

needed to be solved, which includes in-situ performance [116], [117], antenna size 

[119], and mutual coupling among each antenna [120], [121]. Ideally, 5G antennas are 

expected to operate at millimeter-wave (mm-Wave) band with good radiation 

characteristics. However, as the operating frequency increases, the signal will 

attenuate significantly with propagation distance. In addition, high operating 

frequency also indicates that the signal is easily interfered by the environment. 

Therefore, it is required that a 5G MIMO antenna system must be as small as possible 

in order to install in a limited space. Among all kinds of antennas, Fabry-Perot Cavity 

(FPC) antenna is a simple but efficient option since it can achieve high gain and high 

directivity radiation, which enable applications of long-range wireless communications 
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[86]–[88]. Common FPC antenna consists of a partially reflective surface (PRS) and a 

metal ground on the top and bottom surface respectively to form a resonant cavity. A 

source antenna feeds a radiation propagated back and forth inside the cavity, and 

eventually emits a signal generated by the superposition of all in-phase radiation 

waves toward PRS’s direction, resulting in high gain and high directivity.  

However, making the MIMO device smaller also reduce the gap between each 

antenna element, result in not only high spatial correlation but also strong mutual 

coupling [120], [121]. A MIMO system usually consists of multiple transmit and receive 

antennas with different functions and varieties of operating frequency to achieve wide 

channel capacities. When MIMO antennas send and receive signals from multiple 

independent channels simultaneously, the narrow space leads tremendously inter-

coupling effect induced by surface current flows from excited ports, surface waves, 

space radiations, or the opposing effect of mutual coupling on reflection coefficients 

[120], [121], which affects the performance of the wireless system, the efficiency of 

each antenna element, and the error rate of data transmission. Therefore, how to 

reduce the mutual coupling among antennas has got a significant concern in MIMO 

antenna design. Verities of methods has been referred to achieve mutual coupling 

reduction. Conventional methods such as antennas replacement [123], [204], 

geometry modification with defected ground structures (DGSs) [122], [124] or 

parasitic element structures [126], [127] are used to reduce the mutual coupling effect 

from the surface current flow. In order to reconfigure the MIMO antenna array, 

numerical simulations and optimization methods, such as partial swarm optimization 

(PSO) [205], [206], genetic algorithms (GA) [207], and galaxy-based search algorithms 

(GbSA) [208], [209] are widely used to optimize the geometry configurations and 

mitigate the mutual coupling effect from digital domain. However, these methods 
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usually lead gain reduction as well. In addition, it is difficult to achieve mutual coupling 

reduction over broad bandwidth. 

In recent years, inserting metamaterials between the antennas, such as 

decoupling networks [210], neutralization lines [211], [212], and complementary split 

ring resonators (CSRRs) [142], [143] also become an efficient technique in mutual 

coupling reduction. Metamaterials are made of artificial structure arrays that enable 

the permittivity and permeability of the metamaterials to be negative, hence can 

achieve surface current flow or radiation wave isolation. In addition to metamaterials, 

metasurfaces are also a potential option [213]–[215]. Metasurfaces are a kind of 

metamaterials with extremely thin thickness, hence can be considered as a 2-D surface. 

Comparing to conventional metamaterials, metasurfaces won’t change the antenna 

array structures due to the small size, hance the influence of gain reduction becomes 

alleviate. Moreover, metasurfaces can not only be inserted at the gap between 

antennas, but also be an antenna radome on the antennas for port isolation [216]. 

Recently, machine learning (ML)-assisted algorithms have been greatly concerned 

and widely applied to many fields. In the field of electromagnetics (EM), one of the 

most famous applications is the inverse design model [216]. Since the design of EM 

devices is usually relied on numerical simulation models, the inverse design model is 

expected to be an effective optimization technique for numerical simulation. It is first 

pre-trained with the data from simulation software, and then predicts the optimal 

geometrical configurations by the performance features, such as S-parameters or 

resonant frequencies, of the design. Comparing to conventional optimization methods 

such as PSO and GA, ML-assisted models dramatically increase the searching space, 

hence enable the design with large degree of freedom (DoF) [217], [218], result in the 

reduction of calculation time and resource. In short, it is suitable for designing the 
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device with complex geometry. 

In this chapter, we proposed a ML-assisted method to design an optical 

transparent metasurface radome that can cover the antenna array and mediate the 

electromagnetic mutual coupling between antennas. The proposed ML algorithm can 

automatically synthesize the metasurface radome to tailor reflection, transmission, 

and absorption of EM waves in a unidirectional or bidirectional manner. The 

metasurface is composed of a transparent conducting sheet and assembled by the 

pixel-based bricks. The data for training is generated by random numerical simulations 

using Ansys HFSS, controlled by a Matlab kernel. The inverse design model is then 

trained by the dataset loaded with EM information including reflection and 

transmission spectra and polarization dependencies, so as to produce the optimum 

metasurface geometry for the specific application. A set of metasurface configurations 

are inserted back to the numerical simulator to validate the performance of the ML-

assisted design tool. Several constraints are made to limit the searching space. Two 

representative metasurface design examples, including an ultrathin, bidirectional 

metasurface-absorber (which exhibits high absorption in the entire X-band, and a 

wide-angle unidirectional metasurface-absorber, are presented to validate the 

performance of the proposed ML-assisted design model. 

5.2. Transparent Metasurface Radomes Based on Pixel-Level Bricks 

Optical transparent metasurface radomes that have broad absorption band at 

specific frequency band while being nearly transparent out of the absorption band can 

not only be applied in radar stealth technologies [219], [220], but can efficiently reduce 

the mutual coupling effect from the radiation waves transmitted or received by each 

antenna in MIMO antenna arrays and have attracted a growing concern in the 
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construction of 5G telecom infrastructure [219], [220]. In 2021, Z. Liang and P. Chen 

[216] have proposed an idea that applied a metasurface radome made of conductive 

nanocomposite materials to physically protect the transparent patch antenna array 

while keeping high gain and low RCS of the patch antenna array. The schematic of the 

metasurface radomes by Liang is represented in Fig. 5-1. Followed by the previous work 

of Z. Liang, we proposed a new class of inverse design models that can achieve the 

design of the transparent metasurface radomes using pixel-level bricks that enable 

broad band, wide-angle absorption at 5G frequency band. In our proposed design, the 

geometry of the metasurface is built by many pixel-level bricks, as shown in Fig. 5-2. 

The gold bricks are made of the composite conductive sheet with the surface resistivity 

of 3.7 Ω sq⁄  . The blue bricks represent as the empty space (i.e., without the 

conductivity sheet). Since the antennas in MIMO systems may transmit or receive 

different directions of polarization, the proposed metasurface absorber should also 

 
Figure 5-1 The schematic of the transparent metasurface radome from the previous work by Z. 

Liang and P. Chen [213] in 2021. Their proposed metasurface radome enable physical protection 

to the transparent patch antenna array integrated with a solar cell ground plane, while keeping 

high gain and low RCS of the patch antenna array. The metasurface structure is made of a 

nanocomposite sheet and is transferred to the optical transparent substrate. 
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adopt unpolarized waves. Hence, the geometry of the entire metasurface must be fully 

symmetrical. As a result, the design can be confined to a one-eighth triangle area. Here 

the geometry configurations are saved as a vector consisting of the spatial indexes of 

each brick on the metasurface. In addition, two set of spatial indexes may be inserted 

into the configuration vector if the metasurfaces exist on both sides of the radome. 

Furthermore, to increase the searching space, the characteristic length of each unit 

cell and the width of the designable area of the metasurface structure also vary and 

are considered into the geometrical information. Therefore, the geometry 

configuration vector is described as: 

�̅�𝐺 = [𝚤𝚤𝑒𝑒�, 𝚤𝚤𝑎𝑎� ,𝑊𝑊,𝑃𝑃] 

where  

𝚤𝚤𝑒𝑒� = �𝑖𝑖𝑒𝑒
(1), 𝑖𝑖𝑒𝑒

(2), … , 𝑖𝑖𝑒𝑒
(𝑚𝑚)� 

 
Figure 5-2 The schematic of the design concept of the proposed metasurface radomes. The 

geometry configurations consist of the spatial indexes of the top and bottom metasurfaces, the 

width of the designable area for the metasurface structure, and the characteristic length of the 

unit cell. 
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𝚤𝚤𝑎𝑎� = �𝑖𝑖𝑎𝑎
(1), 𝑖𝑖𝑎𝑎

(2), … , 𝑖𝑖𝑎𝑎
(𝑛𝑛)� 

are the spatial indexes of the top and bottom metasurfaces. And 

𝑊𝑊 = [𝑊𝑊1,𝑊𝑊2, … ,𝑊𝑊11] 

  𝑃𝑃 = [𝑃𝑃1,𝑃𝑃2, … ,𝑃𝑃11] 

are the binary numbers of the width of the designable area and the characteristic 

length of the unit cell, respectively. In order to feed the vector to the proposed ML-

assisted model with an accurate form, 𝚤𝚤𝑒𝑒� and 𝚤𝚤𝑎𝑎�  are transformed into binary arrays 

where "0" and "1" imply the empty space and the resistance brick, respectively. For 

𝑊𝑊 and 𝑃𝑃, the precision under decimal is defined to the first digit after decimal point 

that the first five elements (i.e., 𝑊𝑊1~𝑊𝑊5 and 𝑃𝑃1~𝑃𝑃5) describe the integer part, and 

the next six elements (i.e., 𝑊𝑊6~𝑊𝑊11  and 𝑃𝑃6~𝑃𝑃11 ) describe the float part of the 

binary value. Two examples are presented as follows: 

23.4(10) = 10111.011001(2) 

15.9(10) = 01111.111001(2) 

5.3. Numerical Simulation Setup 

The numerical simulation is used to generate data as more as possible for training 

the proposed ML-assisted model. We mainly used Ansys HFSS for the data collection 

step. The concept of the numerical simulation and the finite element method have 

already been mentioned in Sect. 5.6. In the proposed method, we first randomly 

generated the geometry configurations using a Matlab kernel and inserted the 

configurations into the simulation software, and then collected the spectra of all s-

parameters of the metasurfaces built by the geometry configurations. The procedure 

is fully automatic and is controlled by Matlab and visual basic script (VBscript).  
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5.4. ML-Assisted Inverse Design Model 

We mainly used the concept of the inverse design model. The schematic of the 

proposed model is as shown in Fig. 5-3. In the inverse design model, the input is the s-

parameters evaluated by the simulation software and the output is the geometry 

configuration vector corresponding to the input s-parameters. The s-parameters for 

the input can be either the transmission and reflection, or the absorption calculated 

from the transmission and reflection rate. The proposed model can recognize the s-

parameters and reconstruct the geometry configuration vector corresponding to the 

input. The output geometry configuration vector is then transferred back to the 

decimal values and implemented into the simulation software again in order to 

validate the performance of the reconstruction ability of the proposed model. The 

 

Figure 5-3 The schematic of the proposed inverse design model. The input is the s-parameters of 

the metasurface evaluated by the simulation software and the output is the corresponding 

geometry configuration vector. The s-parameters can be either the reflection and transmission or 

the absorption calculated from the reflection and transmission. 
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result of each training round is then compared with the best result from the previous 

round to find the optimal model. 

The main part of the proposed model is the neural network (NN) structure that 

as shown at the middle of Fig. 5-3. We have tried several types of the NN structures, 

such as artificial neural networks (ANN) and classical convolutional neural networks 

(CNN), and have decided to apply the auto-encoder-decoder (AED) network for the 

proposed model. 

5.5. Auto-Encoder-Decoder 

The Auto-encoder-decoder (AED) is an unsupervised learning technique that is 

usually used in data reconstruction [221], [222]. The network can be divided into three 

phases: the encoder, the bottleneck, and the decoder. The encoder network can 

compress the input information. In other words, it can extract the key features from 

the input and represent the features as a short summary. On the other hand, the 

 

Figure 5-4 The schematic of the proposed auto-encoder-decoder (AED) model. The input s-

parameters are first discretized and fed into the encoder. The encoder extracts the latent features 

and passes the information to the decoder with a non-linear activation function at bottleneck. 

The decoder then decodes the information and reconstructs the geometry configurations and 

sends it back to the numerical simulation software to validate the result. 
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decoder network can interpret the summary made from the encoder network and 

attempt to reconstruct the object. Between the two network structures, the 

bottleneck connects the encoder and the decoder networks with a non-linear 

activation function. The summary of the original information is flattened and 

transferred to a vector in this phase and fed to the decoder network. The input and 

output of the AED can be either 1-D vectors, 2-D arrays, or even higher-dimensional 

data structures like videos. In addition, it is not limited to have the same dimension 

between the input and the output. Therefore, AED networks are popular and have 

been widely used in image reconstruction [223], object or anomaly behavior detection 

[224], and natural language processing (NLP) [225], [226].  

Fig. 5-4 represents the proposed AED-based inverse design model. The input s-

parameters are first discretized and fed into the encoder. The encoder extracts the 

latent features of the input and passes the information to the decoder with a non-

linear activation function at bottleneck. The decoder then decodes the information 

and attempts to reconstruct the geometry configurations. The output is sent back to 

the numerical simulation software to validate the consistency between the numerical 

simulation and the proposed model. Based on the trials we have done, we applied only 

convolution layers to reduce the dimension of the input instead of pooling layers. The 

convolution layer is set to divide the dimension by 2 or 3 in each layer. In the same 

vein, the deconvolution layers that can amplify the dimension of the input by 2 or 3 

(corresponding to the structure of the encoder) are applied in the decoder. At the 

output of the decoder, a tanh(∗) function is applied to force the output vector be  

−1  or 1 . Here we don’t use the sigmoid function to reach 0/1  array, since the 

proposed model is easy to fade out when using the sigmoid function. In addition, it is 

difficult to find a suitable threshold to regularize the output. 
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Moreover, similar as GAN networks, AED networks is also sensitive to the input 

so that it is easy to overfit the training data, hence a suitable loss function is crucial for 

the performance of the proposed model. Based on our verification, the mean square 

error (MSE) function is applied into the proposed model for backpropagation. In 

addition, a L1-regularization term is added after the MSE function to prevent 

overfitting.  

To validate the current AED model is the optimal one among other NN structures, 

we also made a test to compare the performance between the traditional CNN and 

the proposed AED structures. Fig. 5-5 shows the training and test loss of the model 

using the traditional CNN and that using the proposed AED structure. It shows that the 

proposed AED model converges much faster and has lower MSE loss in both training 

 
Figure 5-5 The comparison of the training and test MSE losses from the model using the tradition 

CNN and the proposed AED structures.  
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and test steps than traditional CNN model, which proves the out-performance of the 

proposed AED model. 

5.6. Procedure 

The procedure of the experiment for the proposed AED model is listed and 

presented in Fig. 5-6. The geometry configurations are randomly generated and 

transferred to the binary vector form using the Matlab kernel. The training s-

parameters of the corresponding geometry configurations are generated and collected 

using the numerical simulation software. All the input s-parameters are discretized 

with a fixed length sampling frequency. Unlike Sect. 5.4, the normalization step is not 

required since the absorption is calculated by the reflection and transmission rate 

which are transferred to power, hence it has already been limited to [0, 1].  

The proposed ML-assisted model is based on AED, with the loss function of the 

MSE plus a L1 regularization term and the activation function of tanh(∗)  at the 

output of the decoder network. After the activation function, the elements of the 

 

Figure 5-6 The procedure of the experiment for the proposed model. Details of each step is 

descripted in Sect. 6.6. 
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output vector are approaching to −1  or 1 . A threshold is set to make the output 

vector to be a 0/1 vector, i.e., 

𝑅𝑅𝚤𝚤� = �0 , 𝑅𝑅𝑖𝑖 < 0
1 , 𝑅𝑅𝑖𝑖 ≥ 0 

where 𝑅𝑅𝑖𝑖 denotes the 𝑖𝑖𝑒𝑒ℎ element of the output vector. Then the output vector is 

interpreted by Matlab and implemented to the numerical simulation software again 

to validate if the performance is consistent with the numerical simulation result.  

When the model is well-trained, a set of pseudo s-parameters which has high 

absorption at the desired frequency band is fed to the proposed model. The proposed 

model then provides the corresponding geometry configuration vectors. In fact, the 

values of the pseudo s-parameters can be critical since the proposed model can be 

considered as a regression problem which attempts to minimize the loss. The trade-

off is that the simulation result of the corresponding geometry configurations may not 

be fully match, or even be inconsistent when the input condition is too critical to reach 

the expected values under the geometry constraints set in the beginning. Therefore, 

the model has to be treated carefully and tried multiple times in order to get the 

expected result. 

For our purpose, the expected frequency band is set at the X-band (i.e., 

8~12 GHz) of antennas. The expected geometry is set with the constraints as Table 

5-1. In common sense, the resonant frequency is expected to be near the characteristic 

length of the unit cell in the free space. For the X-band, the center frequency is 

TABLE I: THE GEOMETRY CONSTRAINTS FOR THE INPUT OF PROPOSED MODEL 

Parameters 𝑷𝑷 𝑾𝑾 𝒍𝒍𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃𝒃 Designable area 

(Num. bricks) Min (mm) 12 10 0.8 

Max (mm) 24 P 2 21 (6 × 6) 

 



95 
 

10 GHz  so that the wavelength is approximately 30 mm . In addition, due to the 

limitation of the fabrication process by the laser cutter, the smallest size of a unit brick 

should be no less than 0.5 mm. Due to the complexity of the proposed design, we set 

the minimum of the length of a unit brick be 0.8 mm . Another key factor is the 

number of the bricks. More pixels imply wider searching space. In order to validate the 

feasibility of the proposed ML-assisted model in a certain way, we define the 

designable area as a 6 × 6 right triangle. In other words, the maximum number of 

bricks is 

�𝑛𝑛
6

𝑛𝑛−1

= 21 

and hence the DoF is 

(221 × 2) × 121 × 141 ≈ 71.5 billions 

where the first term is the total number of possible geometries of the 0/1  pixel-

based design on top and bottom surfaces. The second and third terms depict the 

maximum number of possible 𝑃𝑃 and 𝑊𝑊, respectively. Therefore, it is large enough 

to verify the feasibility of the proposed ML-assisted model. 

The proposed AED model is implemented using Pytorch API by Python kernels. 

The environment for the experiment is under Ubuntu 16.04 operating system. The 

training process is executed by a Intel Core i7-6700HQ CPU with the clock rate of 2.67 

GHz, 16 GB DDR4 RAM, and a NVIDIA GTX-960M GPU. The size of the dataset is 

approximately 30,000, which is much smaller than the DoF. This difference indicates 

the strong potential of the proposed ML-assisted model. 

5.7. Results and Discussion 
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We present three experiment to show the feasibility and performance of the 

proposed ML-assisted model. 

(a) Unidirectional Absorber 

The first experiment is a unidirectional absorber which has high absorption on 

one side and fully reflection on the other side. Since the fully reflection can be simply 

achieved by a ground plane, only the s-parameters on one side are required for model 

training. Hence, we present this example as an initial trial for the proposed model. A 

sample of the design from the proposed well-trained model are shown in Fig. 5-7. The 

s-parameters plot in Fig. 5-7 shows a dual band absorber at the frequency band near 

the X-band. The width of the designable area is 18 mm or 1.5 mm width per unit 

brick, which is above the minimum size of the fabrication process. The characteristic 

length is 23.5 mm which is close to 30 mm that matches our initial assumption. It 

 
Figure 5-7 The result of the proposed ML-assisted model applied in the design of unidirectional 

absorber. The gray region in the s-parameters plot shows a dual band absorber nearly X-band. 
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is noticed that the result may not be totally the same as the pseudo s-parameters. 

However, the proposed model will attempt to find a case that matches the desired 

design as close as possible.  
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Figure 5-8 The result of the proposed ML-assisted model applied in the design of bidirectional 

absorber. The geometry plots denote the designed metasurfaces on the top (top-left) and bottom 

(bottom-left) surfaces. The grey area in the s-parameters plot denotes the high absorption 

frequency band of the radome. 
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(b) Bidirectional Absorber 

The second experiment is to design a broad band bidirectional absorber radome 

which is the main application of the proposed method. The input is the absorption rate 

from two sides. Two samples generated by the proposed ML-assisted model are 

presented in Fig. 5-8. The left-side of each sample display the metasurfaces on the top 

and bottom sides generated from the proposed ML-assisted model. The right-side 

plots show the transmission and the reflection in dB, and the corresponding 

absorption rate. According to the plots, it shows that both designs reach a broad band, 

high absorption rate around 8 GHz to 12 GHz, as the gray regions label in the plots. 

It is noticed that some unexpected high absorption peaks appeared at high 

frequencies. It is due to the complexity of the EM model. When adding or removing a 

brick, the change of the behavior of the surface current flow is not linear. Though the 

AED model can reach the expected performance at the frequency it focuses on, it may 

also lead unexpected behavior out of the focus frequency band. However, it is not an 

issue for our purpose, since the main idea is to create a metasurface with broad band 

absorption rate that can absorb extra radiation wave and hence reduce the mutual 

coupling effect.  

(c) Wide-angle Unidirectional Absorber 

The last experiment is to validate if the proposed ML-assisted model can reach 

high absorption rate even with large incident angle. It is also a crucial factor since the 

radiation waves at the large incident or emitted angle are one of the main reason for 

mutual coupling. However, the size of the input data has a dramatic increment since 

the s-parameters at all angles have to be taken into account, which sharply raise the 

complexity of the proposed model. In order to reduce the DoF, the experiment is 

limited to a unidirectional absorption problem. In addition, the s-parameters are 
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evaluated every 15𝑜𝑜  from 0𝑜𝑜~75𝑜𝑜  and reshaped as a 2-D array of six signals. An 

example generated from the proposed AED model is shown in Fig. 5-9. It shows that 

the generated design enables a broad band high absorption peak around 

15 GHz to 20 GHz with the incident angle from 0𝑜𝑜 to 75𝑜𝑜 when in TE mode and the 

incident angle from 0𝑜𝑜 to 60𝑜𝑜 when in TM mode. Though the absorption rate slightly 

decreases at 75𝑜𝑜 incident angle in TE mode, the performance is well enough to be 

applied to the MIMO radome for mutual coupling reduction. 

 

 

 

 
Figure 5-9 The result of the proposed ML-assisted model applied in the design of a broad band, 

wide-angle bidirectional absorber. The geometry plot denotes the designed metasurface on the 

top surface. 
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5.8. Summary 

In this chapter, we proposed a ML-assisted model based on AED that can design 

the metasurface radomes composed of a transparent conducting sheet and assembled 

by the pixel-based bricks that enable mutual coupling reduction to MIMO antenna 

arrays. With different kinds of the input data, the proposed model can provide the 

design of radomes with multiple usages. Three representative metasurface design 

examples, including an ultrathin, bidirectional metasurface-absorber which exhibits 

high absorption in the entire X-band, and a wide-angle unidirectional metasurface-

absorber, are presented to validate the proposed ML-assisted design model. The 

results of the three experiments show that the proposed ML-assisted inverse design 

model has the potential in complex metasurface design. Due to the complexity of EM 

behaviors, the input s-parameters may not be completely the same as the simulation 

result of the corresponding geometry configurations when at the frequencies out of 

the proposed frequency band. However, the s-parameters match well at the 

frequencies nearly the proposed frequency band. In addition, the spectra of the s-

parameters can be modified by scaling the size of the characteristic length and the 

designable area. Furthermore, the proposed model can be applied to design circular 

polarization converters or eliminator with the similar methodology as that mentioned 

in this chapter.  
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6. CONCLUSION AND FUTURE WORK 

In this thesis, we proposed the ML-assisted methodology for couple EM 

applications. Chapter 3 presented a theoretical model that can analyze all the 

dominant powers of scattering, absorption, and extinction modes and represent as a 

general power diagram using energy functions related to scattering and absorption 

and math techniques such as differential calculus and Lagrange multiplier. According 

to the power diagrams shown in Sect. 3.4, there is a clear boundary between 

absorption, scattering, and extinction. The region of a system with higher partial 

modes can completely cover a system with lower modes. Therefore, it can properly 

induce higher scattering modes to simulate the same power distribution in lower ones, 

which represents the degeneracy of light scattering in absorption, scattering, and 

extinction. 

The study of Chapter 3 shows that EM problems can be solved theoretically under 

specific constraints. However, when the complexity becomes higher, analytical 

solutions are sometimes hard to get an exact solution or be suitable for all practical 

cases. In addition, although the numerical simulation is an efficient method to 

substitute the exact solution, it is still very time-consuming when solving high DoF 

problems. Hence, in Chapter 4 and 5, we presented a different kind of method that 

can solve and optimize two EM problems with high DoF using ML-assisted models.  

Chapter 4 presented a ML-assisted method using the GAN model that can support 

the tasks of radiation patterns’ measurement and enables a fast and accurate 

evaluation of radiation patterns of different types of antennas. Different GAN network 

structures have been implemented and tested to optimize the proposed model. The 

first experiment demonstrates the potential of the proposed GAN model that can 
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generate the radiation patterns similar or nearly the same as real radiation patterns. 

In addition, the result of the second experiment shows the ability of antenna pattern 

restoration from the sparse radiation pattern. 

Chapter 5 presented a ML-assisted model based on the AED that can design the 

metasurface radomes composed of a transparent conducting sheet and assembled by 

the pixel-based bricks that enable mutual coupling reduction to MIMO antenna arrays. 

With different kinds of the input, the proposed model can provide the corresponding 

design of radomes with multiple usages. Three representative metasurface design 

examples, including an ultrathin, bidirectional metasurface-absorber which exhibits 

high absorption in the entire X-band, and a wide-angle unidirectional metasurface-

absorber, are presented to validate the proposed ML-assisted design model. The 

results show that the proposed ML-assisted inverse design model has the potential in 

complex metasurface design. In addition, the operating frequency can be modified by 

scaling the size of the characteristic length and the designable area. 

ML and NN have been extremely popular recently. Many previous works and 

products show the strong potential of ML and NN in making technologies more 

advanced. In the same vein, Chapter 4 and 5 demonstrate that ML-assisted models can 

also be well applied to EM problems. In the future, there is a need to investigate more 

applications of the ML-assisted model in EM topics. In addition, the investigation for 

eliminating small disturbance from NN structures is also needed.  

Furthermore, the future works include the investigation of the radiation pattern 

measurement in a real noisy environment, the metasurface design with different basis 

such as the triangle and hexagon, and the metasurface design for circular polarization 

converters or suppressors. 
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